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Abstract: An image compression and encryption method integrating compressive sensing (CS) and Detour Cylindrical-diffraction-based double Random-phase Encoding (DCRE) is proposed. The plaintext image is first compressed by CS and then encrypted by the DCRE algorithm. The existing integrated CS and double random phase encoding (DRPE) methods are known to be vulnerable to the plaintext attack and even ciphertext-only attack. The combination of CS and DCRE, however, will be free of the plaintext attack and ciphertext-only attack, free of phase retrieval attack and allows enlarged key space. Numerical simulation results demonstrate the effectiveness and flexibility of the proposed scheme.

Index Terms: Optical encryption, compressive sensing, cylindrical diffraction.

1. Introduction

To enhance information security, optical information processing methods have been developed to facilitate data securing, encryption, and authentication [1]–[5]. Among them, double random phase encoding (DRPE) proposed by Javidi, et al. [6] has become a widely adopted optical encryption technique. Unfortunately, current DRPE encryption approach is vulnerable to the chosen-plaintext attack and known-plaintext attack [7]–[9]. To mitigate these vulnerabilities, enhancements to DRPE have been proposed. For example, DRPE has been extended to the Fresnel transform [10], the fractional Fourier transform [11], and gyrator transform [12] domains. Other strategies, such as mixed phase-amplitude encoding [13], pixel randomization processing [14], phase truncation Fourier transform [15], [16], random sampling [17], phase truncation operations [18], and divergent illumination [19] have also been proposed for DRPE-based optical security systems. DRPE may also be enhanced by combining with the other imaging techniques such as coherent diffraction imaging [20], iterative computational algorithms [21]–[23], and photon-counting imaging [24], [25]. Previously, we proposed to incorporate asymmetric cylindrical diffraction and interference imaging [26] in order to ensure the DPRE based cryptosystem will resist phase retrieval attack.

Compressive sensing (CS) has received great attentions recently [27]–[29]. By exploiting the inherent sparsity (redundancy) in signals, the CS theory provides an optimization approach to reconstruct the original signal using a small subset of random measurements. Candes et al. [30] suggested that the measurement vectors obtained using random linear projection in CS can be
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regarded as the ciphertext with the measurement matrix playing the role of the secret key. Capitalizing this idea, Riverson et al. [31] combined CS and DRPE to restore images degraded by both diffraction and geometrical limited resolution. It has been proposed to first compressively sample the plaintext and then adopt DRPE to further encrypt the measurements [32]–[35]. These lead to the development of DRPE-then-CS cryptosystem [36], [37] and several cryptanalysis works [38]–[40]. Unfortunately, it is reported that some of these DRPE and CS based cryptosystems are vulnerable to the plaintext attack and the ciphertext-only attack [40]. By vector-matrix analysis on the equivalent of ciphertext of CS-then-DRPE or DRPE-then-CS, it is revealed that the combinations can be normalized as a single CS projection process whose equivalent measurement (key) matrix can be recovered by plaintext attack. It is also proved that the equivalent measurement matrix satisfies the restricted isometry property (RIP) [28], which make it possible to recover the plaintext with only a single-step $\ell_1$ optimization.

To address this issue, we proposed a novel image compression and encryption scheme using the CS and Detour Cylindrical-diffraction based double Random-phase Encoding (DCRE). To the best of our knowledge, this approach has not been reported so far. Though the CS-DCRE also can be normalized as a single CS projection process, it is impossible to recover the plaintext with only a single-step $\ell_1$ optimization since the equivalent measurement matrix of our scheme doesn’t satisfy the RIP due to the asymmetric cylindrical diffraction of DCRE. Therefore, our scheme can resist the ciphertext-only attack even the plaintext attack. This is the main contribution of this paper compared with other DRPE and CS based cryptosystems. In this CS-DCRE system, the plaintext image is linearly projected onto measurement vectors. These measurements are then encrypted using DCRE which contains a two-step detour cylindrical diffraction process with double pseudo random phase masks (RPM) placed on both the object surface and the first diffraction surface. There are three random matrices, including the measurement matrix of CS and the two RPMs, which may be generated using a 3D chaos algorithm [41]. Their initial keys could be decided by the checksum of plaintext, which ensures the proposed scheme is sensitive to the plaintext and free of plaintext attack. The security of the proposed scheme is also improved in key space due to the use of two additional keys compared with the conventional CS-DRPE based methods [32] and DCRE [26]. Furthermore, CS-DCRE is free of phase-retrieval attack due to the cylindrical asymmetric diffraction [26]. Numerical simulation results demonstrate the effectiveness and flexibility of the proposed cryptosystem.

2. Reviews

2.1 Notations

In this paper, a lowercase and bold letter is reserved for a vector, a capital and bold letter for a matrix, respectively. A lowercase letter represents the entries of a vector or a matrix, or a variable, whereas a capital letter always denotes a constant. We adopt the ‘vec’ command as the vectorization operation that reshapes a matrix to a vector by stacking its columns. That is, $X = [x_1; x_2; \ldots; x_N] = [x_{i,j}]_{M \times N} = [x_{1,1}, \ldots, x_{M,1}; x_{1,2}, \ldots, x_{M,2}; \ldots; x_{1,N}, \ldots, x_{M,N}]$ represents the 2D primary image and $x = \text{vec}(X) = [x_{1,1}, \ldots, x_{M,1}; x_{2,1}, \ldots, x_{M,N}]^T$ illustrates its vectorized version.

Besides, the superscript $T$ is denoted as the transpose of a matrix, superscript * as its conjugate, and the superscript $H$ as the conjugate transpose, i.e., $X^H = X^*$. The subscript always demonstrates the dimension of the Fourier matrix, or the coordinate of a matrix entry. We use $\cdot$ and $\otimes$ as the Hadamard and Kronecker products of two matrices, respectively.

2.2 Theory of Compressive Sensing

The CS is originally developed as a revolutionary data acquisition technique that exploits the sparsity or compressibility. For a 1D discrete signal $x = (x_1, x_2, \ldots, x_N)^T$, $x$ is said to be $K$-sparse if $x$ can be well approximated using only $K$ coefficients under some linear transform $x = \Psi s$, where $\Psi$ is the
sparsifying basis and $s$ is the transform coefficient vector with at most $K << N$ (significant) nonzero entries. The CS measures signal via the following linear projection,

$$ y = \Phi_1 x = \Phi_1 / \Psi_1 x = \Theta_1 s, \quad (1) $$

where $y$ is the measurement vector with $K << N$ entries, $\Phi_1$ represents the $M \times N$ measurement matrix, and $\Theta_1$ is the sensing matrix. For 2D or high-dimensional signals, they can be vectorized to 1D format by stacking their columns. The CS theory implies that $x$ can be faithfully recovered with overwhelming probability from only $M = O(K \log N)$ measurements, in the case that $\Theta_1$ satisfies the restricted isometry property (RIP) \[28\]. In such scenarios, the reconstruction of $x$ can be preceded by solving the following $\ell_1$-norm minimization problem:

$$ \min ||s||_1 \quad \text{s.t.} \quad y = \Theta_1 s. \quad (2) $$

Popular matrices families that satisfy RIP in $k$ order including Gaussian and Bernoulli ensembles with $K = O(k \log M)$ rows, which are well known as it is universally incoherent with popular orthonormal sparsifying bases. For example, if $\Phi_1$ is a random matrix of Gaussian entries and $\Psi_1$ is an arbitrary orthonormal sparsifying basis, the resultant sensing matrix in the transform domain $\Theta_1 = \Phi_1 / \Psi_1$ is also a Gaussian matrix, and hence satisfy RIP requirements \[42\].

### 2.3 Cylindrical Diffraction Theory

In the cylindrical diffraction theory \[43\]–\[45\], the object and the observation surfaces are concentric cylindrical surfaces as shown in Fig. 1, where $R$ and $r$ denote the radii of the inner and outer surfaces, respectively. Obviously, there are two, inside-out and outside-in, propagation models in the cases that objects are placed on the inside and outside surfaces as shown in Fig. 1(a) and (b), respectively.

In both cases of inside-out propagation (IOP) and outside-in propagation (OIP) models, the object and observation points can be represented by $P_s(\theta_s, z_s)$ and $Q_d(\theta_d, z_d)$ in cylindrical coordinate, respectively. Here, $(\theta_s, z_s)$ and $(\theta_d, z_d)$ are the coordinates of azimuthal and vertical directions, respectively. And $z_s$ and $z_d$ are in range of $-H/2$ to $H/2$, where $H$ is the height of the cylindrical surface. In our previous researches \[45\], we have proposed a unified and accurate diffraction calculation for IOP and OIP models of two concentric cylindrical surfaces. If the distributions on the source and destination surfaces are represented by $u_s(\theta_s, z_s)$ and $u_d(\theta_d, z_d)$, respectively, the destination distributions can be calculated by

$$ u_d(\theta_d, z_d) = C \int \int u_s(\theta_s, z_s) \cos \alpha \times e^{iKL} \times L^{-1} d\theta_d dz_d, $$

$$ \cos \alpha = [R_d - R_s \cos (\theta_d - \theta_s)] \times L^{-1}, \quad L = \left[ R_d^2 + R_s^2 - 2R_dR_s \cos (\theta_d - \theta_s) + (z_d - z_s)^2 \right]^{1/2}. \quad (3) $$
where \( k \) and \( c \) denote the wavenumber of the incident light and the cylindrical source surface, respectively, \( C \) and \( L \) denote a constant and the propagation distance, respectively, and \( \cos \alpha \) denotes the obliquity factor. The fast calculation algorithm also has been proposed as

\[
  u_d = u_s \ast h = F^{-1} [F(u_s) \times F(h)],
\]

\[
  h = C \times e^{ikL} \times [R_d - R_c \cos \theta] \times L^{-2},
\]

(4)

where \( F \) and \( F^{-1} \) denote the forward and inverse Fourier transforms, respectively, \( h \) and \( \ast \) denote the unified kernel function and the convolution integral, respectively, and the two propagation models of IOP and OIP are specified as

\[
  h_I = C \times e^{ikL} \times [R - r \cos \theta] \times L^{-2} \ldots \cdots \text{IOP},
\]

\[
  h_O = C \times e^{ikL} \times [r - R \cos \theta] \times L^{-2} \ldots \cdots \text{OIP}.
\]

(5)

3. Principle

3.1 Cylindrical Diffraction in Vector-Matrix Form

In this paper, we try to present a new view point of the cylindrical diffraction calculation in vector-matrix form for security analysis. The \( F_N \) is defined as the Fourier matrix which can convert the DFT of a length-\( N \) signal through matrix multiplication, i.e., \( \text{DFT}(x) = F_N x \). The formula of \( F_N \) is described in (6), where \( w = e^{-2\pi i/N} \) is a primitive \( N \)th root of unity [46].

\[
  F_N = \frac{1}{\sqrt{N}} \begin{bmatrix}
    1 & 1 & 1 & \ldots & 1 \\
    1 & w & w^2 & \ldots & w^{N-1} \\
    1 & w^2 & w^4 & \ldots & w^{2(N-1)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    1 & w^{N-1} & w^{2(N-1)} & \ldots & w^{(N-1)(N-1)}
  \end{bmatrix}.
\]

(6)

Both of the Fourier matrix \( F_N \) and its conjugate transpose \( F_N^H \) are symmetric and unitary, i.e., (7) always holds [46].

\[
  F_N = F_N^T, \quad F_N^{-1} = F_N^H = F_N^{HT}.
\]

(7)

With the definition of Fourier matrix, the 2D \( M \times N \) DFT and IDFT can be respectively described as [46],

\[
  F(M \times N) = F_M P_{M \times N} F_N, \quad F^{-1}(M \times N) = F_M^H P_{M \times N} F_N^H.
\]

(8)

If \( U_s \) and \( U_d \) denote the input and output matrix, respectively, the cylindrical diffraction calculation can be rewritten as

\[
  U_d = \text{Cydi}_i(U_s) = F^{-1} (F(H_i) \ast F(U_s)) = F_N^H ((F_M H_i F_N) \cdot (F_M U_s F_N)) F_N^H \ldots \ldots \text{IOP},
\]

\[
  U_d = \text{Cydi}_O(U_s) = F^{-1} (F(H_O) \ast F(U_s)) = F_N^H ((F_M H_O F_N) \cdot (F_M U_s F_N)) F_N^H \ldots \ldots \text{OIP},
\]

(9)

where \( H_i \) and \( H_O \) denote the cylindrical diffraction of IOP and OIP models, respectively. And \( H_i \) and \( H_O \) denote their kernel function matrices, respectively.

3.2 DCRE in Vector-Matrix Form

To apply the cylindrical diffraction theory to encrypt an image, DRPE scheme is a common approach. However, directly twice diffractions are impracticable because of sampling issue of too big difference of sampling pitches. To conquer this issue, an algorithm of DCRE was proposed as shown in Fig. 2 [26].
The random phase masks (R1 and R2) are cylindrical surfaces which have radii of R1, and r, respectively. The input object, which is bonded to the first random phase mask at the source surface, is also cylindrical surface with radius of R1. The object wave, U1, modulates by the R1 and propagates to the intermediate surface, on which the distributions is U2. After reflection and modulation by R2, the wave field continuously propagates to the destination surface, on which the distributions is U3. The block diagram of DCRE is shown in Fig. 3. The ciphertext can be written in matrix form as

\[
U_2 = \text{Cydi}_o \left( U_1 \cdot R_1 \right) = \mathcal{F}^{-1} \left( H_F^O \cdot \mathcal{F} \left( U_1 \cdot R_1 \right) \right),
\]

\[
U_3 = \text{Cydi}_i \left( U_2^* \cdot R_2 \right) = \mathcal{F}^{-1} \left( H_F^I \cdot \mathcal{F} \left( U_2^* \cdot R_2 \right) \right) = \mathcal{F}^{-1} \left( H_F^I \cdot \mathcal{F} \left( \left( \mathcal{F}^{-1} \left( H_F^O \cdot \mathcal{F} \left( U_1 \cdot R_1 \right) \right) \right)^* \right) \cdot R_2 \right),
\]

where \( H_F^O \) and \( H_F^I \) denote the Fourier transform of the kernel function matrices of IOP and OIP models, respectively. Here, \( H_F^I = F_M H_I F_N \) and \( H_F^O = F_M H_O F_N \), and \(^*\) denotes conjugate of matrix. It is worthy to denote that DRPE is an example of DCRE scheme; three even more random phase encoding is theoretically feasible.

### 3.3 DCRE Combining With CS

The cryptosystem integrating CS with DCRE can achieve compression and encryption simultaneously. The flowchart of encryption and decryption with can be depicted in Fig. 4.

In encryption, the plaintext or object image X is firstly compressively sampled and subsequently encrypted using DCRE, as illustrated in Fig. 4(a). The encryption process can be summed as

\[
y = \text{vec}(Y) = \phi \text{vec}(X) = \phi x,
\]

\[
C = \text{Cydi}_i \left( \left( \text{Cydi}_o \left( Y \cdot R_1 \right) \right)^* \right) \cdot R_2.
\]
For ciphering with CS-DCRE architecture, random phase masks $R1$ and $R2$ of DCRE, the measurement matrix $\Phi$ of CS jointly consist of the secret key of the concatenated cryptosystem. The keys can be generated by Chen’s 3D chaos algorithm [41].

Decryption is the inverse of encryption and should be traded as a two-step separate operation. The ciphertext should be firstly decrypted by the DCRE decoder and then reconstructed by $\ell_1$ optimization, i.e.,

$$Y = Cydi_i^{-1} \left( Cydi_i^{-1}(C) \cdot R2^* \right)^* \cdot R1^*.$$  \hspace{1cm} (12)

where $Cydi_i^{-1}$ and $Cydi_O^{-1}$ denote the inverse processes of IOP and OIP models, respectively.

### 3.4 Equivalent of the Ciphertext

We try to present the ciphertext in an equivalent matrix form. We have the matrix form of ciphertext as,

$$y = \text{vec}(Y) = \Phi \text{vec}(X),$$

$$Y1 = F_M^H \left( H_F^* \cdot (F_M \cdot Y \cdot R1) \cdot F_N \right) F_M^H,$$

$$C = F_M^H \left( H_F^* \cdot (F_M \cdot (Y1)^* \cdot R2) \cdot F_N \right) F_M^H.$$  \hspace{1cm} (13)

Firstly, let us consider the equivalent form of the proposed DCRE. Let $P$ and $R$ be $2D$ $M \times N$ matrix, it is found that (14) always holds, where $\text{diag}(\text{vec}(R))$ is the $MN \times MN$ diagonal matrix with entries are $\text{vec}(R)$ from the upper-left to the lower-bottom corner.

$$\text{vec}(R \cdot P) = \text{vec}(R \cdot P) = \text{diag}(\text{vec}(R))\text{vec}(P) = \text{diag}(\text{vec}(P))\text{vec}(R).$$  \hspace{1cm} (14)

A is an $M \times N$ matrix and $B$ is a $P \times Q$ matrix, then the Kronecker product $A \otimes B$ is the $MP \times NQ$ block matrix [47], and there are properties as:

$$(A \otimes B)^H = A^H \otimes B^H,$$

$$\text{vec}(C) = \text{vec}(AB) = (B^T \otimes A)\text{vec}(Y).$$  \hspace{1cm} (15)

By using these matrix properties, we can get equivalent form of the first step of DCRE ciphertext, as demonstrated:

$$\text{vecs}(Y1) = (F_M^H \otimes F_N^H) \text{diag} (\text{vec}(H_F^0)) \text{vec}(F_M \cdot Y \cdot R1) \cdot F_N$$

$$= (F_M^H \otimes F_N^H) \text{diag} (\text{vec}(H_F^0)) (F_N \otimes F_M) \text{diag} (\text{vec}(R1)) \text{vec}(Y)$$

$$= F^H H_0 F R1 \text{vec}(Y).$$  \hspace{1cm} (16)
where $\mathcal{F}$ is the Kronecker product of $\mathbf{F}_N$ and $\mathbf{F}_M$, $\mathbb{H}_O = \text{diag}(\text{vec}(\mathbb{H}_O^2))$, $\mathbb{H}_I = \text{diag}(\text{vec}(\mathbb{H}_I^2))$, $\mathbb{R}_1 = \text{diag}(\text{vec}(\mathbb{R}_1))$, $\mathbb{R}_2 = \text{diag}(\text{vec}(\mathbb{R}_2))$. They are all with size $MN \times MN$, with the size of $\mathbf{Y}$ is $M \times N$ and will be vectorized to $\mathbf{y}$ with size $MN \times 1$. Further, we can achieve the equivalent form of DCRE ciphertext, as

$$
\text{vec}(\mathbf{C}) = \mathcal{F}^H \mathbb{H}_I \mathbb{R}_2 \text{vec}(\mathbf{Y})^* = \mathcal{F}^H \mathbb{H}_I \mathbb{R}_2 \mathcal{F}^T \mathcal{H}_O^* \mathcal{R}_1^* \text{vec}(\mathbf{Y}^*) .
$$

(17)

And if $\mathbf{T}$ is defined as the product of $\mathcal{F}^H \mathbb{H}_I \mathbb{R}_2 \mathcal{F}^T \mathcal{H}_O^* \mathcal{R}_1^*$, we obtain

$$
\mathbf{c} = \mathbf{T} \mathbf{y}^* = \mathbf{T} \Phi^* \Psi^* \mathbf{s}^*.
$$

(18)

Here, we achieve an equivalent matrix form for the ciphertext of CS-DCRE scheme.

### 3.5 RIP Performance and Security Analysis

The proposed scheme of DCRE combining with CS works with RIP. Here, we try to illustrate whether matrix $\mathbf{T} \Phi$ in (14) also satisfies the RIP with same order of matrix $\Phi$ in (1). If they are the same, the decryption of the concatenated systems could be unified to a single step $\ell_1$ optimization procedure,

$$
\min ||\mathbf{s}||_1 \quad \text{s.t.} \quad \mathbf{c} = \mathbf{T} \Phi^* \Psi^* \mathbf{s} = \mathbf{T} \Phi^* \mathbf{s}^* .
$$

(19)

Fortunately, the two orders are not the same,

$$
\mathbf{T} \mathcal{T}^H = \mathcal{F}^H \mathbb{H}_I \mathbb{R}_2 \mathcal{F}^T \mathcal{H}_O^* \mathcal{R}_1^* (\mathcal{F}^H \mathbb{H}_I \mathbb{R}_2 \mathcal{F}^T \mathcal{H}_O^* \mathcal{R}_1^*)^H \neq \mathbf{I},
$$

$$
||\mathbf{T} \Phi^* \mathbf{s}||_2 \neq ||\Phi^* \mathbf{s}||_2.
$$

(20)

In matrix $\mathbf{T}$, although matrices $\mathcal{F}$, $\mathcal{F}^H$, $\mathbb{R}_1$ and $\mathbb{R}_2$ are unitary matrices, but matrices $\mathbb{H}_I$ and $\mathbb{H}_O$ are not. Therefore, matrix $\mathbf{T}$ is not unitary matrix. In other words, the complete DCRE and CS operations cannot be normalized as an equivalent CS procedure. Although $\mathbf{T} \Phi$ serve as the equivalent measurement matrix, the proposed scheme is safety to plaintext attack and ciphertext-only attack with $\mathbb{R}_1$, $\mathbb{R}_2$, and $\Phi$ serve as secret keys.

### 4. Results

To verify the proposed CS-DCRE scheme which is based on CS and DCRE, numerical simulations have been conducted on a Matlab R2017a platform with Processor Intel Core i7 @ 2.4 GHz, Memory 8.0 GB RAM, and 64-bit OS Win10. The $\mathbb{R}_2$, $\mathcal{H}$, $r$, and $\lambda$ are independent and can be used as the cylindrical diffraction keys, and the two random phase masks and one random matrix are generated by Chen’s 3D chaos algorithm with keys of $x_0$, $y_0$, $z_0$, $pa$, $pb$, and $pc$, which consist the encryption keys of CS-DCRE. In the simulations, let the diffraction parameters of $r$, $\mathbb{R}_1$, $\mathbb{R}_2$, $\mathcal{H}$, $\lambda$ be 10, 200, 220, 32, 480 mm, respectively, i.e., supposing the compression ratio (CR) be 0.5. Here, CR is defined as the ratio of data amount of compressed image divided by that of original image. And let keys of $x_0$, $y_0$, $z_0$, $pa$, $pb$, and $pc$ be 0.116, 0.795, 0.467, 35, 3, and 28, respectively. The correlation coefficient (CC) and PSNR are employed to evaluate the encryption performance or reconstruction quality. Here, if $\mathbf{X}$ and $\mathbf{C}$ denote the original and different images, respectively, the CC and PSNR are defined as

$$
\text{CC} = \frac{\text{cov}(\mathbf{X}, \mathbf{C})}{\sigma_X \times \sigma_C},
$$

$$
\text{PSNR} = 10 \log_{10} \left( \frac{MN \times \text{MAX}^2}{\| \mathbf{X} - \mathbf{C} \|_1^2} \right),
$$

(21)

where $\text{cov}$ denotes the cross-covariance, $\sigma$ denotes standard deviation, $MN$, denote the image size. And here MAX is 255, the maximum gray level of an image.
4.1 Encryption and Decryption Results

We employed four types of images, Lena, Aircraft, Moon and Brain (256 × 256 pixels), as input plaintext image to demonstrate the correctness and the security of the cryptosystem, as shown in Figs. 5 and 6.

The CS compression and DCRE encryption and decryption results of the proposed method are shown in Fig. 5 Row 2, Row 3, and Row 4, respectively. The CC values of corresponding to Fig. 5 Row 3 are 0.0039, −0.0019, 0.0014, and −0.0083, respectively. The PSNR values of corresponding to Fig. 4 Row 4 are 29.88, 35.95, 31.24, and 26.95 dB, respectively. As shown in Fig. 5 Row 2, the compressed results by CS don’t show good noise-like property, although it is verified by subjective observation that the no information of the original object can be recognized. When the CS is combined with the DCRE, the encrypted images show very good noise-like property, which it is also verified by their CC values.

The decrypted results of Lena are shown in Fig. 6(a)–(m) with wrong keys of $x_0$, $y_0$, $z_0$, $pa$, $pb$, $pc$, $\lambda$, $H$, $r$, $R_2$, $\Phi$, $R_1$, and $R_2$, respectively. Results of Fig. 6(k)–(m) show that if any one of three keys ($R_1$, $R_2$, and $\Phi$ as shown in Fig. 4) is wrong, which means even any two of three keys are known, none of the actual image information can be found. These results also show that the attacker cannot catch any information of the original object by subjective observation without keeping all correct keys.

4.2 Histogram and CC

The histogram of an image shows the distribution of pixel values. Fig. 7(a)–(d) illustrate the equalized histograms of the images of Lena, Aircraft, Moon and Brain, respectively. In these figures, red, green,
and blue lines denote the results of plain, cypher, and reconstructed images, respectively. It is clear from Fig. 7 that the histograms of the reconstructed images are almost the same with those of the original images. While the histograms of the proposed scheme result in the Rayleigh noise-like distributions, and statistical attack is not effective to our algorithm.

Ciphered image should also have no correlation with the plain image. The CC values results of different compression ratio are shown in Fig. 8 for Lena, Aircraft, Moon and Brain. When the CR is 1, it means the DCRE plays alone without CS. The CC values are ranged from −0.0357 to 0.0714. These results show that all the ciphered image shows good noise-like property, although the reconstructed image maybe not good when the CR is too small, i.e., CR < 0.3. It is also verified that CS combining with DCRE compresses and encrypts images well, simultaneously.

4.3 Key Space and Sensitivity
To provide an encryption scheme with high security, the key space should be large enough to make any brute force attack ineffective. The total key space is generally decided by the keys in the
Table 1

<table>
<thead>
<tr>
<th>Modified secret keys</th>
<th>CCs of plain and reconstructed images with tiny wrong in keys</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lena</td>
</tr>
<tr>
<td>$x_0' = x_0 + 10^{-16}$</td>
<td>0.0065</td>
</tr>
<tr>
<td>$y_0' = y_0 + 10^{-16}$</td>
<td>-0.0088</td>
</tr>
<tr>
<td>$z_0' = z_0 + 10^{-15}$</td>
<td>0.0072</td>
</tr>
<tr>
<td>$pa' = pa + 10^{-14}$</td>
<td>0.0010</td>
</tr>
<tr>
<td>$pb' = pb + 10^{-15}$</td>
<td>-0.0098</td>
</tr>
<tr>
<td>$pc' = pc + 10^{-14}$</td>
<td>-0.0010</td>
</tr>
<tr>
<td>$\lambda' = \lambda + 10^{-7}$</td>
<td>-0.0057</td>
</tr>
<tr>
<td>$H' = H + 10^{-4}$</td>
<td>-0.0053</td>
</tr>
<tr>
<td>$r' = r + 10^{-4}$</td>
<td>0.0049</td>
</tr>
<tr>
<td>$R_2' = R_2 + 10^{-4}$</td>
<td>0.0166</td>
</tr>
</tbody>
</table>

scheme include the initial conditions and control parameters of the 3D chaos system ($x_0, y_0, z_0, pa, pb, pc$) and the diffraction system parameters ($\lambda, r, H, R_2$). Compared with CS-DRPE or DCRE, the proposed CS-DCRE has two additional keys. We have done many experiments to get the fact that we can decrypt the ciphered images unless we know $x_0$ within error $10^{-16}$, $y_0$ within error $10^{-16}$, $z_0$ within error $10^{-15}$, $pa$ within error $10^{-14}$, $pb$ within error $10^{-15}$, $pc$ within error $10^{-14}$, $\lambda$ within error $10^{-7}$, $H$ within error $10^{-15}$, $r$ within error $10^{-15}$, $R_2$ within error $10^{-15}$. The key space of the proposed algorithm is $10^{16} \times 10^{16} \times 10^{15} \times 10^{15} \times 10^{15} \times 10^{14} \times 10^{7} \times (2^4)^3 \approx 2^{109}$, which is big enough to resist all kinds of brute-force attacks.

A good image encryption algorithm is supposed to be sensitive to its key and own big key space. The keys used in the proposed algorithm consist of ($x_0, y_0, z_0, pa, pb, pc$) and ($\lambda, r, H, R_2$). The key sensitive results of CC values of plaintext and reconstructed image with tiny wrong in keys are shown in Table 1. Therefore, the sensitive of our proposed scheme is verified from the above results.

4.4 Compression and Reconstruction Performances

In this section, the compression and reconstruction performances are discussed. CR is one important aspect of the compression algorithms, and the reconstructed quality is another aspect. CC and PSNR values are employed to evaluate it in this paper. The results of reconstructed image quality
in CC and PSNR with the different CRs are shown in Fig. 9(a) and (b), respectively, for test images of Lena, Aircraft, Moon and Brain.

From these results, it clearly shows that the reconstructed image quality is degraded rapidly when CR < 0.3 from the CC results, although different types of images have difference. We can denote two quality lines of either CC > 0.85 or PSNR > 25 dB and either CC > 0.98 or PSNR > 30 dB for acceptable and good qualities, respectively, i.e., the image quality for Lena is acceptable when CR ≥ 0.3 since the CC = 0.8342, and good when CR ≥ 0.5 since the CC = 0.9830. Other image qualities have the similar situation. The corresponding results are shown in Fig. 10.

The above results show that our proposed scheme is flexible for different types of images in different application scenarios, and also verify the feasibility of our proposed compression and encryption, simultaneously.

### 4.5 Potential Attacks Analysis

An excellent cryptosystem should be sensitive to the plaintext. Therefore, the six keys of chaos algorithm could be decided by the checksum of the plaintext, i.e.,:

\[
x'_0 = x_0 + \text{checksum},
\]

\[
\text{checksum} = \mod(\text{sum}, M \times N)/(M \times N).
\]  

\[ (22) \]
TABLE 2
Comparison of Potential Attacks Test

<table>
<thead>
<tr>
<th>Attack test types</th>
<th>Different schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>plaintext attack</td>
<td>Pass</td>
</tr>
<tr>
<td>ciphertext-only attack</td>
<td>Pass</td>
</tr>
<tr>
<td>phase-retrieval attack</td>
<td>Pass</td>
</tr>
<tr>
<td>differential attack</td>
<td>Pass</td>
</tr>
<tr>
<td>brute-force attack</td>
<td>Pass</td>
</tr>
</tbody>
</table>

where mod denotes modulus operation, and sum is the sum of all pixel values of the plaintext image. The checksums of Lena, Aircraft, Moon, and Brain are 0.7271, 0.0923, 0.7633, and 0.9136, respectively. Fig. 11(a)–(d) show absolute change of checksums (ACC) when the plaintext images change a random value in one random position for Lena, Aircraft, Moon, and Brain, respectively. Here, 900 positions are randomly selected for every plaintext. The minimum of the 3600 ACCs is 1.5259e-5 which is not zero although it is so small. Since the initial values of the 3D chaos algorithm are highly sensitive as shown in Table 1, the proposed scheme should be highly sensitive to plaintext, which ensures the cryptosystem could resist plaintext attack, i.e., differential attack.

As analyzed in Section 3.5, the proposed scheme is safety to ciphertext-only attack and plaintext attack. Since the DCRE scheme can resist phase-retrieval attack [26], [48], the scheme combining CS and DCRE could resist phase-retrieval attack too. The comparison of potential attacks test for some conventional schemes are shown in Table 2. The comparison shows that the proposed scheme can resist several attacks and has higher security than the conventional schemes have such as DPRE [6], DCRE [26] and CS-DPRE [32].

5. Conclusion

We proposed an image cryptosystem based on the CS-then-DCRE architecture, which could simultaneously compress and encrypt image with high security. Through the analysis on the equivalent ciphertext of CS-DCRE in vector-matrix form, we proved that the CS-DCRE can be normalized as a single CS projection process. However, the equivalent measurement matrix of our scheme can’t satisfy the RIP due to the asymmetric cylindrical diffraction of DCRE, which makes it impossible to recover the plaintext with only a single-step ℓ1 optimization. Therefore, our scheme can resist ciphertext-only attack and even plaintext attack. Furthermore, the encryption keys could be decided by the checksum of plaintext, which ensures the proposed scheme is sensitive to plaintext and free of plaintext attack. In addition, our scheme is free of phase-retrieval attack because of the asymmetric cylindrical diffraction. The security of the proposed scheme is also improved in key space due to two additional keys compared with the conventional CS-DRPE [32] and DCRE [26]. Numerical simulation results demonstrate the effectiveness and flexibility of the proposed cryptosystem.
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