Preventing Degradation of the Quality of Visual Information in Digital Signage and Image-Sensor-Based Visible Light Communication Systems
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Abstract: In this paper, we propose an image-sensor-based visible light communication (IS-VLC) system that provides visual information in digital signage used for advertisements. One important issue of IS-VLC systems is the deterioration of visual information while transmitting the data information. Human eyes are sensitive to luminance but not to color difference; therefore, we propose the modulation of color difference. We evaluate the performance of the proposed system in terms of both the quality of visual information and communication quality of data information, and clarify the effectiveness of the proposed system.

Index Terms: Digital signage, image sensor, visible light communication, YCrCb color space.

1. Introduction

Digital signage attracts much attention because of its advantages over conventional advertisements. For example, digital signage can provide dynamic visual advertisements which have high flexibility through the introduction of time-based advertisement space. Nowadays, digital signage is not only used for advertisements (visual information) but also for information dissemination systems. Some applications using digital signage are proposed, e.g. providing multilingual information of visual information for foreigner and distribution of emergency information in disaster [1], [2]. These applications require a data rate of about one or several kbps. Thus, the addition of the function of providing data information to digital signage is desirable.

In this paper, we employ an image-sensor-based visible light communication (IS-VLC) system [3], [4] to provide data information. In such a system, a display of digital signage and the image sensor (camera) of a smartphone are used as a transmitter and as a receiver, respectively. The display presents visual content containing both visual and data information. The smartphone’s image sensor captures the visual contents and derives the corresponding data information. This IS-VLC system does not need the introduction of extra devices. In addition, the linking data information...
One important issue of the IS-VLC system is the deterioration of visual information while data information is being transmitted. The display provides visual contents, but the IS-VLC system must not hinder the visual information.

In this paper, we propose an IS-VLC system in which the deterioration of the quality of the visual information cannot be perceived by human eyes. We focus on the color differences of the YCrCb color space because human eyes are sensitive to luminance but not to color differences. The YCrCb color space consists of luminance (Y), red color difference (Cr), and blue color difference (Cb). We performed a preliminary evaluation of the proposed system [5], but the data transmission by the Cb component was only evaluated from the viewpoint of communication quality. The performance of the Cb component was not compared to those of other color components, such as red (R), green (G), blue (B), Y, and Cr. In addition, the proposed system is required to maintain the quality of visual information. The quality of visual information and the communication quality of data information are considered herein to evaluate the performance of the proposed system.

2. Related Work

One of the characteristics of the human eyes is its insensitivity to gradual changes in visual contents. In [6], data information was transmitted using markers whose colors gradually change. This system can be realized by a conventional display and image sensors. The markers are embedded in the visual information whereas data information can be retrieved from images captured via the image sensors. However, the data rate is approximately 10 bps. In [7], the visual information was divided into rectangular regions and the data information was transmitted by slightly changing the luminance component of each region.

The time frequency bandwidth of human eyes is limited to approximately several hundred Hz. In [8], [9], the digital signage transmits data information by modulating backlight of a display at several kHz. Using a rolling shutter effect with the CMOS image sensors, data information is demodulated from images captured by a smartphone. This system achieves a higher data rate of approximately 1 kbps. However, this system requires a special display to modulate its backlight.

In this paper, we use the insensitivity of human eyes to determine the color difference. This method does not require a gradual change in the visual components and aids in improving the data rate. In addition, the proposed system can be implemented by conventional display and image sensors.

3. Proposed IS-VLC System Using Color Difference Modulation

To avoid the deterioration of visual information, we propose a perceptually difficult IS-VLC system using a color-difference modulation on a YCrCb color space. A color space is a space representing a color with bases. The well-known RGB color space consists of R, G, and B components, and these components include not only color but also luminance. In contrast, the components, Cr and Cb, in a YCrCb color space do not include luminance, as shown in Fig. 1. As described in Section 1, human eyes are sensitive to luminance but insensitive to color difference. Based on this insensitivity, we embed data information in the color-difference components, Cr and Cb, of visual contents while keeping the luminance component, making the embedding of the data information possible while avoiding the deterioration of the quality of the visual contents.

Fig. 2 shows a block diagram of the proposed IS-VLC system. In the transmitter of the display, data information is mapped onto a matrix, which is differentially encoded. In our system, to remove the visual information, the receiver subtracts successive received images. When a differential encoder is used at the transmitter, the receiver can demodulate and decode the data information by the subtraction of the successive received images. Therefore, a differential encode is used at the transmitter. The encoded data is modulated on a color-difference component of the visual content; then, the modulated image is shown on the display. A receiver (e.g., a smartphone) captures the modulated image with its image sensor. After detecting the position and timing, the visual information of
The captured image is removed by subtracting the successive images followed by the demodulation of data information. The details of the proposed system are explained in the following sections.

The notations used in this paper are defined as follows. A multi-component (color) and mono-component image are expressed by $I$ and $I^m$, respectively. The pixel at $(x, y)$ of an image $I$ with width $X$ and height $Y$ is expressed as $I(x,y)$. The element of the $n$th row and the $m$th column of the $N \times M$ matrix, $A$, is denoted as $A_{nm}$. A color component of an image is represented by superscripts. For example, $I_{Cb}$ means the Cb components of the image $I$.

### 3.1 Transmitter

First, data information is mapped onto a data matrix, where $D(i)$ indicates the $i$th data matrix which has $N$ rows and $M$ columns. The data matrix is differentially encoded to obtain the coded data matrix $C(i)$. In the color-difference modulation, a mono-component data image $C(i)$ is generated from the coded data matrix, as shown in Fig. 3, where $\alpha$ is signal intensity. Then, the data image is added to the color-difference components of the visual information. Let $V(i)$ be an image containing the visual information. When the data information is embedded into the Cb components, an image after the color-difference modulation is expressed by

$$
T(i) = \begin{bmatrix}
T_Y(i) \\
T_G(i) \\
T_Cb(i)
\end{bmatrix} = \begin{bmatrix}
V_Y(i) \\
V_G(i) \\
V_Cb(i)
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
C(i)
\end{bmatrix}.
$$

(1)
The marker is added to the modulated image, and a transmission image is created. We focus on the proposal and evaluation of the IS-VLC system using the color-difference modulation and use a simple method to detect the position of the modulated image and synchronize the timing at the receiver. A rectangular frame is used as a position detection marker and the blinking rectangular markers are arranged at the four corners for the time synchronization marker [5]. The markers are attached to the transmission image, which is shown on the display.

### 3.2 Receiver

The image sensor of the receiver captures the modulated image on the display. Using the rectangular frame, the position of the transmission image is detected, only the transmission image is extracted, and shaped into a rectangle by perspective transformation. Using the blinking rectangular markers, the timing of the transmission image is detected and only the synchronized received image is derived. The details of the above procedure are explained in [5], [10]. After color filtering of the embedded color component, the mono-component received image $R(i)$ is derived. The received image is expressed by

$$R(i) = Y_{Cb}(i) + C(i) + N(i), \quad (2)$$

where $N(i)$ represents noise and inter-cell interference caused by incomplete position detection.

Now, we assume the visual information to consist of either still or almost still images. Since the data matrix is differentially encoded, the data image can be retrieved by subtracting successive received images as follows:

$$\hat{D}(i) = R(i) - R(i-1)$$

$$= \left\{ V_{Cb}(i) - V_{Cb}(i-1) \right\} + \left\{ C(i) - C(i-1) \right\} + \left\{ N(i) - N(i-1) \right\}$$

$$= D(i) + N'(i), \quad (3)$$

where $N'(i)$ includes the residual of the subtraction of the visual images. Even in the case of moving images, significant suppression of the components of the visual information can be expected, unless a scene change occurs. The pixel values included in each cell of the retrieved data image are integrated. The matrix after integration is expressed by

$$\hat{D}_{jk}(i) = \sum_{x \in C_{x}(j)} \sum_{y \in C_{y}(k)} \hat{D}_{(x,y)}(i), \quad (4)$$
where $C_x(j)$ and $C_y(k)$ indicate the set of pixel numbers for the $(i,j)$ elements of the data matrix. The data matrix $\hat{D}(i)$ is retrieved from the matrix $\tilde{D}$ by a threshold decision. Finally, we can derive the data information by demapping the retrieved data matrix.

4. Experimental Evaluation

Digital signage must maintain the quality of visual information even if data information is transmitted by the IS-VLC system. It is important to evaluate the proposed IS-VLC system in terms of not only the communication quality of the data information but also the quality of the visual information. In this paper, a bit error rate is derived as a parameter of a signal intensity via a data transmission experiment to evaluate the communication quality. Meanwhile, the evaluation methods of the quality of the visual information are diverse, so an appropriate method must be selected.

The methods for the quality evaluation of visual information are roughly divided into two classes: objective and subjective evaluation. In objective evaluation, the peak signal to noise ratio (PSNR) [11] and structural similarity (SSIM) [12] are well known. In contrast, in subjective evaluation, the quality of visual information is measured using evaluators. This method requires much effort but is reliable because it is directly based on the human eyes. As subjective evaluation, absolute category rating (ACR) [13] and double stimulus continuous quality scale (DSCQS) [14] are known. In this paper, we employ ACR, and evaluate the quality of visual information as a parameter of a signal intensity.

The signal intensity is only a parameter of the color-difference modulation, and the impact of the signal intensity will be different for each color component. Therefore, we compare the bit error rate of each color component based on the quality of the visual information from the experimental results of the data transmission and the quality evaluation of visual information.

4.1 Experimental Environment

For the simplification of the system implementation, we assume a fixed display and an image sensor with visual information as still images. A tripod was used to position the image sensor at almost the same height as that of the display. In addition, to eliminate the influence of the computing resources of the receiver, we processed the demodulation offline. The transmitter consisted of a computer and an LCD display. The receiver was composed of a Raspberry Pi Model B with a Raspberry Pi camera v1 module. The datasheets of the display and the image sensor are shown in Tables 1 and 2, respectively.
As visual information, we used three images, Autumn, Gerbera, and Lake, which are shown in Fig. 4. Autumn exhibits high space frequency and high overall luminance. Gerbera exhibits low space frequency, low overall luminance, and red as the dominant color, whereas Lake exhibits low space frequency, high overall luminance, and blue as the dominant color. The pixel values of these images were clipped to avoid the saturation of the values when the data information was embedded.

### 4.2 Data Transmission Experiment

The settings for the data transmission experiment are shown in Table 3. The typical capture frame rate of the image sensor is approximately 30 fps. In this experiment, since we focus on the evaluation of the communication quality of the proposed system, the capture frame rate was set at 10 fps to suppress the degradation that occurred because of synchronization deviation. The transmission image rate was set at 5 fps, which was half of the image sensor's capture frame rate.

The resolutions of the transmission images were 1080 p full HD, whereas the pixels of $X = 1920$ and $Y = 1080$ were divided into 190 cells, where $M = 19$ and $N = 10$. The cells at the four corners of the transmission image were used as markers for time synchronization. Each marker and its adjacent two cells, comprising a total of 12 cells for all the markers, were excluded from the evaluation of the bit error rate. The number of cells evaluated was 178 cells per image, and the transmission data rate was 890 bps. The image sensor also used 1080 p full HD. The distance between the display and the image sensor was set at 3.3 m, i.e., the viewing distance was about 5.6 H. Signal intensity $\alpha$ was set at $1 \leq \alpha \leq 5$, where the pixel values of an image were from 0 to 255.

### 4.3 Experiment for Quality Evaluation of Visual Information

In this paper, we used the ACR method to evaluate the quality of the visual information. After watching the visual information, the evaluators scored it from 1 to 5. The quality is then expressed as a mean opinion score (MOS), which is the average value of the scores. The experiment environments and parameter settings were the same as those of the data transmission experiment. The evaluators consisted of 23 males and 13 females.

---

**TABLE 3**

Settings for the Data Transmission Experiment

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitting image rate</td>
<td>5 fps</td>
</tr>
<tr>
<td>Capture frame rate</td>
<td>10 fps</td>
</tr>
<tr>
<td>Resolution of transmitting image</td>
<td>1920 pixels x 1080 pixels</td>
</tr>
<tr>
<td>Cell construction ($M, N$)</td>
<td>(19, 10)</td>
</tr>
<tr>
<td>Resolution of capture image</td>
<td>1920 pixels x 1080 pixels</td>
</tr>
<tr>
<td>Distance between a display and a camera</td>
<td>3.30 m (5.6 H)</td>
</tr>
<tr>
<td>Signal intensity $\alpha$</td>
<td>1, 2, 3, 4, 5</td>
</tr>
<tr>
<td>Embedding components</td>
<td>R, G, B, Y, Cr, Cb</td>
</tr>
<tr>
<td>Visual information</td>
<td>Autumn, Gerbera, Lake</td>
</tr>
</tbody>
</table>
Fig. 5. Bit error rate performance as a parameter of signal intensity $\alpha$. (a) Autumn. (b) Gerbera. (c) Lake.

Fig. 6. Examples of transmission images ($\alpha = 5$). (a) Autumn (R). (b) Autumn (G). (c) Autumn (B). (d) Autumn (Y). (e) Autumn (Cr). (f) Autumn (Cb).

4.4 Experimental Results

Fig. 5 shows the bit error rate in the data transmission experiment. The bit error rate improves as the signal intensity $\alpha$ increases. Note that the bit error rates depend on the color components even if the signal intensity is the same. In addition, the bit error rates are affected by the visual image. This phenomenon is caused by the mismatch of color balances between the display of the transmitter and the image sensor of the receiver.

Some examples of the transmission images are shown in Fig. 6, where signal intensity is set by $\alpha = 5$. In these examples, we can confirm the degradation of the visual information for G, Y, and Cr components. To investigate the impact on the visual information, the results of the quality evaluation of the visual information are shown in Fig. 7. The error bars indicate a confidence interval of 95%. Even at the same signal intensity $\alpha$, we can confirm significant differences in MOS among the components. MOS values are not decided only by the signal intensity. In particular, significant differences are confirmed among the RGB components. If PSNR is used and the signal strength is identical, the same value is obtained for each RGB component. Then, the subjective quality evaluation is required to evaluate the quality of the visual information.

Finally, Fig. 8 shows the bit error rate performance versus the MOS values; therefore, the bit error rate of the same quality of visual information can be evaluated. At MOS = 4.0, the best communication quality is achieved by embedding data information on the color-difference components, Cb and Cr, for any corresponding visual information. Here, MOS = 4.0 means that about 95% of the evaluators evaluated the quality as “3: normal” or higher. The realization of data transmissions
Fig. 7. MOS values as a parameter of signal intensity $\alpha$. (a) Autumn (RGB). (b) Gerbera (RGB). (c) Lake (RGB). (d) Autumn (YCrCb). (e) Gerbera (YCrCb). (f) Lake (YCrCb).

Fig. 8. Bit error rate performance versus MOS values. (a) Autumn. (b) Gerbera. (c) Lake.

by introducing error correction codes, even if the bit error rate is about $10^{-1}$, has been reported to be possible [15]. Therefore, the proposed system can transmit the data information by using an error correction code. According to this result, the Cb and Cr components, which do not contain the luminance component, are suitable for embedding the data information. Which of the Cr and Cb components achieves a lower bit error rate depends on the visual information. For Autumn and Gerbera, the bit error rate of the Cb component is lower than that of the Cr component, whereas the bit error rate of the Cr component is lower for Lake.

5. Conclusion

In this paper, we have proposed a color-difference modulation in an IS-VLC system so that the human eyes cannot perceive the deterioration in the quality of visual information when data information is embedded. We have also constructed the system and experimentally evaluated its performance with the ACR method in terms of the bit error rate as well as the quality of visual information. We have confirmed that the color-difference modulation achieves a lower bit error rate compared to the other color components under the condition that the quality of visual information remains the same. Therefore, the proposed system is proven to be useful for digital signage in IS-VLC systems.

This paper focuses on the proposal of the IS-VLC system preventing degradation of the quality of visual information. To avoid synchronization deviation, we employed a low capture frame rate of 10 fps in Section 4. As a result, the transmission data rate of the proposed system was 890 bps.
If the synchronization deviation can be compensated, the data rate of the proposed system is improved. Then, the transmission data rate of one or several kbps will be accomplished.
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