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Abstract — Head and neck cancer is one of the most common malignancies in the world. We propose SE-nnU-Net
by  adapting  SE  (squeeze  and  excitation)  normalization  into  nnU-Net,  so  as  to  segment  head  and  neck  tumors  in
PET/CT images by combining advantages of SE capturing features of interest regions and nnU-Net configuring itself
for a specific task. The basic module referred to convolution-ReLU-SE is designed for SE-nnU-Net. In the encoder it
is combined with residual structure while in the decoder without residual structure. The loss function combines Dice
loss and Focal loss. The specific data preprocessing and augmentation techniques are developed, and specific network
architecture is designed. Moreover, the deep supervised mechanism is introduced to calculate the loss function using
the last four layers of the decoder of SE-nnU-Net. This SE-nnU-net is applied to HECKTOR 2020 and HECKTOR 2021
challenges,  respectively,  using  different  experimental  design.  The  experimental  results  show  that  SE-nnU-Net  for
HECKTOR 2020  obtained  0.745,  0.821,  and  0.725  in  terms  of  Dice,  Precision,  and  Recall,  respectively,  while  the
SE-nnU-Net  for  HECKTOR 2021  obtains  0.778  and  3.088  in  terms  of  Dice  and  median  HD95,  respectively.  This
SE-nnU-Net for segmenting head and neck tumors can provide auxiliary opinions for doctors’ diagnoses.
Keywords — Head and neck tumors, PET/CT images, Image segmentation, SE-nnU-Net, Squeeze and excita-
tion normalization.
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 I. Introduction
Head and  neck  cancer  refers  to  a  group  of  malig-

nant  tumors  occurring  in  the  head  and  neck,  including
oropharyngeal  cancer,  hypopharyngeal  cancer,  laryngeal
cancer, nasopharyngeal  cancer,  and  salivary  gland  can-
cer,  et  cetera.  It  is  the  seventh  common  cancer  in  the
world,  with  890000  diagnoses  and  more  than  450000
deaths  [1].  It  is  very  challenging  to  diagnose  and  make
appropriate treatment to the head and neck tumors, due
to the complex anatomical structure and the heterogene-
ity  of  the  head  and  neck  tumors.  The  current  available
treatment  methods  are  radiotherapy,  surgery  and
chemotherapy.  Detecting or  marking the tumor location
is  prerequisite  to  take  treatment  using  medical  images.
However, manual labeling the tumor location is not only
time-consuming  and  laborious,  but  also  depends  on  the
subjective  judgments  and  professional  experiences  of
doctors, leading to unstable [2]. Therefore, the automat-

ic  segmentation method is  expected urgently,  due to  its
property  of  reducing  the  workload  of  doctors,  reducing
the differences  between  the  labeling  results  from  differ-
ent  doctors,  and  realizing  the  automatic  segmentation
process, and facilitating  it  possible  for  the  routine  clini-
cal use [3].

et al.

et al.

PET/CT  (Positron  emission  tomography/Comput-
ed tomography) is an important imaging tool for clinical
diagnosis, staging and prognosis  for  head and neck can-
cers.  This  technology  includes  PET  imaging  and  CT
imaging.  It  can  reflect  the  metabolic  and  structural
changes of the lesion area. Wu  [4] detected the can-
didate  lesion  areas  with  regard  to  the  features  of  PET
and  CT  images  and  the  prior  knowledge  of  anatomical
features  of  NPC  (nasopharyngeal  carcinoma)  patients,
and then classified them as benign/malignant tumors by
SVM (support  vector  machines).  The  experimental  re-
sults  show  that  the  system  has  obtained  high  accuracy
and  good  clinical  application  prospect.  Song  [5] 
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modeled  the  segmentation  problem  as  a  minimization
problem  of  a  Markov  random field  model.  It  coded  the
PET and CT images, respectively, then segmented them
by constructing subgraphs.  The optimization problem is
solved through graph cutting method. In order to obtain
the  consistent  results  in  both  types  of  images,  context
arcs  are  added  between  the  two  sub-images,  so  as  to
achieve  adaptive  context  cost.  This  method  was  tested
on  PET/CT  images  of  23  lung  cancer  patients,  and
it  achieved  better  results  than  that  using  PET  or  CT
images  alone.  Moe  [6] proposed an automatic  seg-
mentation  method  for  primary  tumors  and  metastatic
lymph nodes in head and neck based on 2D U-Net. The
model  was trained on 142 cases  and tested on 40 cases.
The experimental  results  show  that  this  method  per-
formed as  similar  as  the  clinician  level.  On the  basis  of
this study, Andrearczyk  [7]  studied the differences
between  four  strategies  for  the  automatic  segmentation
tasks  of  head and neck tumors  based on 2D/3D V-Net,
including only using PET or CT images,  early fusion of
PET and CT images, and late fusion of them. The exper-
imental  results  show  that  the  PET  and  CT  image  late
fusion  strategy  can  achieve  better  results  than  other
three strategies. In order to better integrate information
at  different  scales,  Yuan  [8]  proposed  a  dynamic
scale attention  module  which  incorporates  low-level  de-
tails with high-level semantics from feature maps at dif-
ferent scales. Each decoding layer merged the output fea-
tures from all encoding layers, so as to capture both fine-
grained  details  and  coarse-grained  semantic  information
at  full  scales.  The  weights  of  features  on  each  scale  are
adjusted  adaptively  to  highlight  important  scales  and
suppress irrelevant ones when the model learns. Ma 
[9] proposed an automatic segmentation method for head
and neck  tumors  based  on  3D U-Net  and hybrid  active
contour. A  multi-channel  3D  U-Net  was  used  to  seg-
ment  tumors  in  PET/CT images.  Then the  uncertainty
of segmentation was estimated by ensemble model, and a
segmentation  quality  score  was  defined  to  select  cases
with  high  uncertainty.  Finally,  a  hybrid  active  contour
model  was  adopted  to  refine  those  segmentation  results
of  cases  with  high  uncertainty.  Experimental  results
show  that  this  method  can  achieve  good  segmentation
results.  Chen  [10]  proposed  a  deep  learning  based
framework  to  iteratively  refine  the  segmentation  results
of head and neck tumors. There are multiple 3D U-Nets
in  this  framework.  The  features  and  predictive  results
learned by the upstream model are used as the addition-
al  information  for  the  next  model  to  further  refine  and
improve  the  segmentation  results.  Experimental  results
show that the iterative refinement strategy can improve
the performance of the model.

Most  of  the  existing  methods  are  appropriate  to
specific task, such that they may not perform well when
facing  new  tasks.  The  nnU-Net  [11]  proposed  recently
combines multiple U-Net methods [12], and it can auto-
matically adjusts  itself  to  use  multiple  U-Net  architec-

tures,  such  that  it  can  model  any  given  type  of  input
images.  It  is  reported  that  the  nnU-Net  outperforms
most  of  the  existing  approaches  without  any  human
intervention  [11].  Therefore,  nnU-Net  was  investigated
for  segmenting  early  ischemic  changes  on  non-contrast
computed  tomography  in  patients  with  acute  ischemic
stroke  [13].  The  conditional  nnU-Net  was  proposed  for
multiorgan  segmentation  from partially  labeled  datasets
[14].

SE  (squeeze-and-excitation)  block  was  proposed  for
adaptively  recalibrating  channel-wise  feature  responses
by explicitly  modelling  interdependencies  between  chan-
nels  [15].  It  was incorporates  into U-Net for  segmenting
prostate zonal of multi-institutional MRI datasets [16]. It
was also embedded into 3D U-Net to highlight tumor re-
gions for segmenting lung tumors in CT images [17]. SE
normalization [18]  integrates  instance  normalization and
SE attention module, i.e. SE block, such that it can cap-
ture the features of the interesting regions and has good
generalization on  multi-center  data.  Therefore,  this  pa-
per proposed  SE-nnU-Net  by  combining  SE  normaliza-
tion into nnU-Net, along with other improvements, so as
to advance the nnU-Net model for segmenting tumors in
PET/CT  images  of  the  head  and  neck  cancer  patients
from multi-centers.

The organizational  structure  of  this  paper  is  as  fol-
lows: Section II introduces the data and methods, includ-
ing  the  experimental  data  sets,  SE  normalization,  and
SE-nnU-Net  network  structure;  Section  III  presents  the
experimental results and the analyses. Section IV comes
the conclusions.

 II. Data and Methods

 1. Data
The data used in the experiments in this paper are

from the  HEad  and  neCK  TumOR  segmentation  chal-
lenge  (HECKTOR)  [19].  The  challenge  presents  a  large
dataset of PET/CT images from the patients with head
and neck  cancer.  HECKTOR 2020 dataset  contains  201
cases  in  training data  set.  They are  from HGJ (Hôpital
Général Juif), CHUS (Centre Hospitalier Universitaire de
Sherbooke), HMR (Hôpital Maisonneuve-Rosemont), and
CHUM (Centre Hospitalier de ľl'Université de Montréal)
from  Canada,  respectively,  of  55,  72,  18  and  56  cases.
There  are  53  cases  in  testing  data  set.  They  are  from
CHUV  (Centre  Hospitalier  Universitaire  Vaudois)  in
Switzerland.  Each  case  comprises  PET/CT  images  in
NIfTI format, the bounding box of the oropharyngeal re-
gion in CSV format, and patient gender and the age. The
detail  information  of  data  collection  and  the  examples
from each data collection center in HECKTOR 2020 da-
ta set are shown in Table 1 and Figure 1, respectively.

As can be seen from Table 1, the manufacturers and
models  of  scanning  equipment  are  not  same  completely
used by each data collection center  in  HECKTOR 2020
data  set.  The  testing  data  from  CHUV  in  Switzerland
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are collected by using different scanning equipment com-
pared  to  that  used  by  centers  in  Canada  for  collecting
training data.  In addition,  it  can be seen from Figure 1
that there are differences in the quality of PET and CT
images collected by each center.

HECKTOR 2021 data set are obtained by adding 71
cases  from  the  CHUP  (Centre  Hospitalier  Universitaire
de  Poitiers)  to  HECKTOR  2020  data  set,  where  there
are 23 cases being assigned to training data set,  and 48
in testing data set. The scanning equipment used by the
CHUP  center  is  the  Siemens  Biograph  mCT  40  ToF.
Figure 2 shows an example of the PET/CT images from
CHUP center for HECKTOR 2021 data set.
 

CT PET
 

Figure 2  The  example  of  PET/CT  images  from  CHUP  center  for
HECKTOR 2021 data set.
 

 2. Data processing
In  order  to  reduce  the  computing  load,  PET/CT

images were cropped with regard to the bounding box of
the oropharyngeal region. There are heterogeneous voxel
spacing  in  the  HECKTOR  data,  due  to  the  different
scanning equipment or the different protocols for collect-
ing  data.  Hence,  we  resampled  the  training  images  and
the corresponding labels to 1.0 mm × 1.0 mm × 1.0 mm,

such that the size of the processed images became 144 ×
144 × 144, so do the labels.

[−200, 200]

To highlight the related information of tumors while
suppressing the background information, the gray values
of  CT  images  in  the  training  data  are  constrained  in

. Finally, Z-score method was used to normal-
ize the PET and CT images.
 3. Data augmentation

[−30o, +30o]

[0.7, 1.4] [0, 1]

[0.7, 1.5]

Data augmentation technology refers to the process-
ing of the original images, so as to expand the data set.
It can make up the lack of the training data, and avoid
overfitting of  the  model  to  the  training  data  while  en-
hancing  the  generalization  capability  of  the  model.  The
following data augmentation methods are used in the ex-
periments in this paper: such as rotation, scaling, mirror-
ing,  brightness  transformation,  contrast  enhancement,
gamma correction,  Gaussian  noises  and  Gaussian  blur-
ring.  The  rotation  angle  is  in .  The  scaling
ratio  is  in .  The  Gaussian  noise  is  in .  The
Gamma correction is in .
 4. SE normalization

et al.

X γi βi

X

There are many layers in deep neural networks. The
parameter variations of each layer will lead to the distri-
bution  variation  of  the  input  data  of  the  next  layer.
Hence, there is a dramatic variation in data distribution
at the very deeper layer if there is a shift in the data dis-
tribution at the shallow layer. The deeper the layer, the
more dramatic data distribution variation will happen, so
that  the  model  optimization  becomes  difficult  or  even
impossible  to  realize.  Therefore,  normalization  is  a  very
important in deep neural networks. Iantsen  [18] put
forward the SE normalization method by integrating the
instance normalization and SE attention module, so as to
capture  the  features  of  the  interesting  region.  It  was
reported  that  the  SE  normalization  has  obtained  good
capability of generalization in several segmentation tasks
such as the brain tumor segmentation [18] and the head
and neck  tumor  segmentation  [20].  The  structure  of  SE
normalization  is  shown  in Figure  3.  The  left  branch  is
the  instance  normalization,  and  the  middle  and  right
branches are  both  the  SE  attention  modules  with  Sig-
moid and Tanh activation functions at the last layer, re-
spectively.  The  SE  normalization  is  different  from  the
regular batch normalization and the instance normaliza-
tion. The output of the middle and right branches of the
SE  normalization  are  calculated  by  using  equations (1)
and (2), respectively. They are both the functions of in-
put . But the  and  learned in the training process
of  the  batch  or  instance  normalization  are  fixed  during
inference process and independent of input .
 

γ = fγ(X) (1)
 

β = fβ(X) (2)

γ = (γ1, γ2, . . . , γN ) β = (β1, β2, . . . , βN ) fγwhere, , ,  and 

 

Table 1  Details of each data collection center of the HECKTOR 2020
data

Center
name

Center
location Equipment type #

Samples

HGJ Canada Discovery ST, GE Healthcare 55

CHUS Canada Gemini GXL 16, Philips 72

HMR Canada Discovery STE, GE Healthcare 18

CHUM Canada Discovery STE, GE Healthcare 56

CHUV Switzerland Discovery D690 TOF, GE
Healthcare 53

 

 

CT

PET

HGJ CHUS HMR CHUM CHUV

Figure 1  Examples  of  PET/CT  images  from  different  centers  for
HECKTOR 2020 data set.
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fβ

is the  output  of  SE attention  module  adopting  the  Sig-
moid activation function at  the last  layer  of  the  middle
branch in Figure 3, and  is the output of the SE atten-
tion  module  with  Tanh  activation  function  of  the  last
layer of the right branch of Figure 3.
 5. Network structure of SE-nnU-Net

U-Net combines  low  and  high  resolution  informa-
tion, so that it can obtain high generalization capability
without large amount of training data [12]. Therefore, it
has been widely used in the medical image segmentation
field. However, some available U-Net variations, such as
those combining  dense  connectivity,  attention  mecha-
nism, and et cetera, are over-suitable to specific tasks to

et al.

some extent,  or  may  be  affected  by  imperfect  verifica-
tion, so that they are not appropriate to new tasks and
cannot get good performance for the new tasks. To solve
this  problem,  Isensee  [11]  extensively  studied  the
expert-driven configuration methods and the data-driven
deep  learning  methods,  and  designed  the  nnU-Net
method. This nnU-Net can automatically configure itself,
including  preprocessing,  network  architecture,  training,
and  post-processing  for  any  new  task  in  the  biomedical
domain,  so  that  the  search  space  is  greatly  reduced  for
the empirical  design choices  when facing a new task.  In
addition,  it  is  very  fast  for  this  nnU-Net  to  realize  the
automatic  configuration  with  only  executing  the  simple
rules and a small number of empirical decisions without
additional computational costs, so that it can be used as
an out-of-the-box tool.  SE normalization [18]  can better
capture  the  features  of  the  interesting  region.  It  can
bring  about  significant  improvements  in  segmentation
quality,  such  as  in  brain  tumor  segmentation  [18]  and
head and neck tumor segmentation [20].

et cetera

With respect to the advantages of the nnU-Net and
the SE normalization, and with the task in mind to seg-
ment the head and neck tumors in the PET/CT images,
collecting by  the  multiple  centers  from  different  coun-
tries  using  different  types  of  scanning  devices  for  the
head and neck cancer patients,  the SE-nnU-Net method
is  proposed  by  integrating  SE  normalization  into  the
nnU-Net  while  combining  some  specific  improvements,
such as  designing  Conv-ReLU-SE  module  and  the  net-
work  architecture,  and  combining  Dice  loss  and  Focal
loss as loss function, and introducing the deep supervise
mechanism, ,  so  as  to  segment  the  head  and
tumors  as  accurate  as  possible.  The  structure  of  the
SE-nnU-Net is shown in Figure 4.

 
32×128×128×128

64×64×64×64

128×32×32×32

256×16×16×16

320×8×8×8

3×3×3 Conv-ReLU-SE
(Residual structure)

3×3×3 Conv-ReLU-SE

1×1×1 Conv+Softmax

320×4×4×4

L

Input

Max pooling

Transpose Conv

Skip connection
 

Figure 4  The architecture of our SE-nnU-Net network.
 

The basic module in our SE-nnU-Net is the 3 × 3 ×
3 convolution-ReLU-SE module. It should be noted that
there is residual structure in the 3 × 3 × 3 convolution-
ReLU-SE  module  in  the  encoder  of  the  SE-nnU-Net.
There  are  five  down  samplings  in  the  encoder  of  the
SE-nnU-Net. These down samplings are achieved by max
pooling.  The decoder of  the SE-nnU-Net is  composed of
the  stacked 3 ×  3 ×  3  convolution-ReLU-SE  modules
without residual structure.

The  output  feature  of  each  down  sampling  is  skip
connected  as  the  input  feature  of  the  corresponding  up
sampling.  There  are  32  initial  feature  channels  in  the
SE-nnU-Net.  The  number  of  channels  is  doubled  with
each down  sampling,  up  to  the  maximum of  320  chan-
nels.  The  number  of  channels  is  halved  with  each  up
sampling.  The  output  of  each  layer  of  decoder  is  up
sampled  using  a  transpose  convolution  with  a  stride  of
2 × 2 × 2 .

 

X (N×C×H×W)

N×C×1×1

N×C×1×1

N×C/r×1×1

N×C×1×1

N×C×1×1

N×C/r×1×1

Pooling Pooling

FCFC

FCFC

ReLU

Sigmoid Tanh

ReLU

γ β

IN

γX ′+β (N×C×H×W)

Figure 3  SE normalization.
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The  loss  function  L  is  calculated  by  using  the  last
four layers of the decoding part of the SE-nnU-Net, due
to  the  lots  of  noises  in  the  feature  maps  of  the  shallow
layers of the network. Specifically, labels are down sam-
pled  according  to  the  ratios  of  {1,  2,  4,  8}  during  the
process  of  online  data  enhancement  process.  Then,  the
last four-layer outputs of the decoding part are input in-
to a convolution layer with two filters and the convolu-
tion kernel  of  the  size  of 1 × 1 × 1.  Finally,  the  Soft-
max activation function is used to obtain the probability
map of segmentation, so as to calculate the error of the
segmentation  using  the  weights  of , ,  and  for
the  last  four-layer  outputs,  respectively.  The loss  of  the
last output layer together with the auxiliary losses of the
middle layers simultaneously stimulate the gradient back-
propagation.  The  parameters  can  be  efficiently  updated
at each iteration of the model.
 6. Loss function

L LDice

LFocal

LDice LFocal

The  loss  function  is  the  sum of  Dice  loss  ( )
and  Focal  loss  ( ).  It  is  calculated  in  equation  (3).
Where,  and  are  calculated  in  equations  (4)

N
C

yci
i

y c pci
i

c LFocal

γ = 0 LFocal

α

α γ

and (5),  respectively.  The  is  the  number  of  pixels  in
the  segmentation  map  encoded  using  one-hot,  and  is
the  number  of  classes.  The  is  a  sign  function.  Its
value is 1 when the true category of the th pixel labeled
 is ; otherwise, its value is 0. The  is the probability

of the th pixel of the segmentation map predicted by the
model  belonging  to  the  category .  The  will be-
come the  cross-entropy loss  when .  The  will
focus on samples which are difficult to classify, especial-
ly for  imbalanced  data,  it  will  pay  attention  to  the  mi-
nority class.  This  is  why we introduce it  into loss  func-
tion  of  the  SE-nnU-Net.  The  parameter  can  make  a
tradeoff  between  the  importance  of  positive  and  nega-
tive  samples.  The  parameters  and  are  0.25  and  2,
respectively, in the Focal loss function in this study.
 

L = LDice + LFocal (3)
 

LDice = − 2

C

C∑
c=1

∑N

i=1
pciy

c
i∑N

i=1
pci +

∑N

i=1
yci + ϵ

(4)

 

LFocal(y, p) =


− 1

N

C∑
c=1

N∑
i=1

α(1− pci )
γ log(pci ), yci = 1

− 1

N

C∑
c=1

N∑
i=1

(1− α)pcγi log(1− pci ), yci = 0

(5)

 III. Experimental Results and Analyses

 1. Evaluation metrics
To  quantify  the  segmentation  performance  of  the

model, the Dice [21], Precision, Recall, and median HD95
(Huasdorff  95  Distance)  [22]  are  adopted  to  value  the
segmentation results  of  each  model.  Dice  (Dice  similari-
ty coefficient) is one of the most common metrics used to
evaluate the  performance  of  segmentation  models,  mea-
suring  volumetric  overlap  between  segmentation  results
and annotations.  It  is  a  good  evaluation  metric  of  seg-
mentation  for  imbalanced  segmentation  problems,  i.e.,
the region to segment is small as compared to the image
size.  It is  commonly used in the evaluation and ranking
of segmentation  algorithms  and  particularly  tumor  seg-
mentation tasks [21]. Its domain is [0, 1]. The bigger the
Dice value, the better is the segmentation result of mod-
els,  and  vice  versa.  Let P be  the  segmentation  results
predicted  by  the  model,  and  GT  the  marked  region  by
experts, then the Dice is calculated in equation (6).
 

Dice =
2|P ∩GT|
|P |+ |GT|

(6)

TP
FP

FN

Assume  represents the  number of  positive  sam-
ples  that  are  correctly  predicted  by  model,  and  the
number of negative samples incorrectly predicted as posi-
tive samples by the model, and  the number of posi-

tive samples incorrectly predicted as negative samples by
the model, then the Precision and Recall metrics can be
defined in equations (7) and (8), respectively.
 

Precision =
TP

TP+ FP
(7)

 

Recall =
TP

TP+ FN
(8)

A = {a1, a2, a3, . . .} B = {b1, b2, b3, . . .}

A B

Let , ,  then
HD (Huasdorff  Distance) metric  is  to measure the simi-
larity between  and . It is defined as follows.
 

H(A,B) = max(h(A, B), h(B, A)) (9)
 

h(A, B) = maxa∈A(minb∈B∥a− b∥) (10)
 

h(B, A) = maxb∈B(mina∈A∥b− a∥) (11)

∥ · ∥ L1
H(A, B)

h(A, B)

A B h(B, A) B
A

where,  is  a  kind  of  distance,  such  as  norm, Eu-
clidean distance,  or  any other distance.  is  also
called  the  bidirectional  HD.  It  is  the  basic  form  of  HD
while  is called the single directional HD from set

 to set , and  is the one-way HD from set 
to .

A B A
B P GT

The  Euclidean  distance  is  adopted  in  this  paper  to
measure the distance between sets  and . Here  and

 will be  and , respectively. To exclude the unrea-
sonable  distance  caused  by  some  outliers,  the  median
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A B
A B

A
B

HD95 metric is adopted in this paper to measure the seg-
mentation results of models. HD95 is the 95th quantile of
the  distances  between  sets  and .  The  smaller  the
HD95  value,  the  more  similar  between  sets  and ,
meaning the better segmentation results obtained by the
model; otherwise the more dissimilar between sets  and

,  and  the  worse  segmentation  results  obtained  by  the
model.  The median HD95 is  the median of  the value of
HD95 metric on all test samples.
 2. Experimental design

The experiments are conducted on the following en-
vironments,  including  the  Linux  operating  system,  and
the NVIDIA GeForce RTX 3090 GPU with 24GB video
memory  used  to  accelerate  the  training  process.  The
codes are written based on that of the nnU-Net [11]. The
repository  of  the  nnU-Net  is https://github.com/MIC-
DKFZ/nnUNet. Table 2 shows the specific experimental
environment configurations.
  
Table 2  Experimental environment settings

Names Descriptions

Operating systems Linux

CPU Intel(R) Xeon(R) Silver 4214R
CPU @ 2.40 GHz

Video card NVIDIA GeForce RTX 3090

CUDA version 11.1

Programming language Python 3.7

Deep learning framework Pytorch 1.8.0
 
 

3× 10−5

The  stochastic  gradient  descent  (SGD)  optimizer
with  momentum  is  used  to  optimize  the  network.  The
momentum is set to 0.99. The initial learning rate is set
to 0.01, and the weight decay coefficient is . The
image patch size is 128 × 128 × 128. The batch size is 2.
The total number of iterations is 1000. The learning rate
is dynamically updated by using polyLR [23]. The updat-
ing equation is shown as
 

α = α0 ×
(
1− e

T

)0.9

(12)

α0 e

T

where,  indicates the initial learning rate, and  is the
current iteration number, and  is the total iterations.
 3. Experiments on HECKTOR 2020 data

This  subsection  will  adopts  the  leaving  one  center
out  method  to  partition  the  HECKTOR  2020  training
data into training subset and validation subset. The ex-
periments  are  carried  out  on  the  training  subset.  The
trained model is tested on the validation subset. The ex-
perimental results of our SE-nnU-Net on HECKTOR 2020
training data,  that  is,  on  the  validation  subset  are  dis-
played  in Table  3. Figure  5 shows  several  examples  of
the segmentation results of our SE-nnU-Net on the vali-
dation  subsets,  where  the  ground  truth  (GT)  label  is
shown  in  green  color  and  the  predictive  result  (PR)  by
our  SE-nnU-Net  is  shown  in  red  color.  The  CT in Fig-

ure 5 indicates the original CT images. The four trained
SE-nnU-Net models  were  used  jointly  to  do  the  predic-
tion to  the  HECKTOR 2020  test  data.  In  order  to  im-
prove  the  prediction  accuracy,  the  data  augmentation
technique  TTA  (test  time  augmentation)  is  adopted  to
mirror the x, y, z-axes in the prediction process. The re-
sults  obtained  by  SE-nnU-Net  on  HECKTOR 2020  test
data  are  compared  to  those  obtained  by  other  winning
teams taking part in the HECKTOR 2020 challenge. The
results of Top 10 teams are shown in Table 4.
 
 

Table 3  Leave-one-out  experiment  results  of  SE-nnU-Net  on  the
HECKTOR 2020 training data

Center of validation subset Dice Median HD95 Precision Recall

HGJ 0.784 5.997 0.753 0.847

CHUS 0.771 5.423 0.754 0.851

HMR 0.680 10.806 0.764 0.662

CHUM 0.703 7.498 0.786 0.734

Average 0.735 7.431 0.764 0.774

Note: bold fronts indicate best results.
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Figure 5  Examples  of  segmentation  results  of  our  SE-nnU-Net  on
the validation subset of HECKTOR 2020 challenge.
 

Table 4  Comparison  of  segmentation  results  between  SE-nnU-Net
and the Top 10 teams on HECKTOR 2020 test data

Teams/models Dice Precision Recall

et al.Iantsene  [20] 0.759 0.833 0.740

et al.Ma  [9] 0.752 0.838 0.717

et al.Xie  [24] 0.735 0.833 0.702

et al.Yuan  [8] 0.732 0.785 0.732

et al.Chen  [10] 0.724 0.848 0.670

et al.Ghimire  [25] 0.691 0.753 0.693

et al.Yousefirizi  [26] 0.668 0.729 0.716

et al.Zhu  [27] 0.644 0.694 0.701

et al.Naser  [28] 0.637 0.755 0.628

et al.Rao  [29] 0.587 0.656 0.614
Our SE-nnU-Net 0.745 0.821 0.725

Note: bold fronts indicate best results.
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It can be seen from Table 3 that the best results ob-
tained by SE-nnU-Net on the validation subset are 0.784,
5.423,  0.786 and 0.851,  in  terms of  Dice,  median HD95,
Precision and Recall,  respectively.  These four validation
subsets  are  obtained  by  using  the  leave-one-center-out
partitioning method. The average results were 0.735, 7.431,
0.764 and  0.774  in  terms  of  Dice,  median  HD95,  Preci-
sion and Recall,  respectively.  It  can be noticed that the
best result on each metric comes from different SE-nnU-
Net  model,  which  should  be  due  to  the  partitioning
method for  the  training  data  that  makes  the  data  from
the validation  subset  comes  from  different  data  collec-
tion center compared to that from the training subset.

The  results  in Figure  5 show that  our  SE-nnU-Net
network  can  identify  the  tumors  in  the  CT  images.
Tough  there  are  over-segmentation  phenomena  in  the
images in the 1st and 4th column results, while there are
under-segmentation phenomena in the images in both the
2nd and 3rd column results.  However,  the segmentation
results  of  our  SE-nnU-Net  on  the  validation  subset  are
competitive, which can be seen from the quantity results
in Table 3. Moreover, the segmentation results of Top 10
teams  on  HECKTOR 2020  test  data  shown  in Table  4
will further prove the capability of the SE-nnU-Net.

et al.

et al.

The  results  in Table  4 show  that  the  team  of
Isantsene  has obtained the best results of 0.759 and
0.740  in  terms  of  Dice  and  Recall,  respectively,  on
HECKTOR 2020 test  data.  The best  Precision result  of
0.848  has  obtained  by  the  team  of  Chen  on  the
HECKTOR 2020  test  data.  We obtained  the  segmenta-
tion  results  of  0.735,  0.833  and  0.702  in  terms  of  Dice,
Precision  and  Recall,  respectively,  ranked  in  the  3rd
place. The predictive results of our SE-nnU-Net are 0.745,
0.821  and  0.725  in  terms  of  Dice,  Precision  and  Recall,
respectively. Although SE-nnU-Net is slightly better than
the  method  we  designed  and  submitted  for  HECKTOR
2020 challenge [24] in terms of Dice and Recall, the rank
is not changed in terms of Dice metric, the only one eval-
uation metric adopted by HEACKTOR 2020 challenge.

The results in Table 4 also show that the Dice val-
ues of Top 5 teams are over 0.7 while the other 5 teams
within Top 10 are less than 0.7.

It  should be noted that the differences between the
SE-nnU-Net and the method we designed for HECKTOR
2020  [24]  are  as  follows.  The  basic  module  we  designed
for the SE-nnU-Net adopts SE normalization and ReLU
instead  of  the  instance  normalization  and  Leaky  ReLU.
The Focal loss instead of weighted cross-entropy loss com-
bines  Dice  loss  to  design  loss  function  for  SE-nnU-Net,
due  to  Focal  loss  is  more  appropriate  for  imbalanced
data. Furthermore, SE-nnU-Net adopts deep supervision
mechanism  instead  of  integrating  the  scSE  (spatial  and
channel SE)  block  at  the  end  of  each  layer  of  the  De-
coder and Encoder.  The image patch size and data pre-
processing  method  for  SE-nnU-Net  are  different  to  that
in [24]  for  HECKTOR 2020 challenge.  The last  but not
the  least  is  that  the  methods  for  partitioning  training

data  for  the  model  in  Reference  [24]  are  different  from
that  for  SE-nnU-Net  in  this  paper  for  HECKTOR 2020
challenge.

The above  thorough  analyses  to  the  differences  be-
tween  the  model  in  Reference  [24]  and  the  SE-nnU-Net
in this paper disclose the reasons why the results of the
SE-nnU-Net are superior to that of the method in refer-
ence  [24]  for  HECKTOR 2020  challenge.  This  not  only
indicates  that  SE  normalization  significantly  advances
the performance  of  the  nnU-net  model,  but  also  indi-
cates that the hyper-parameters of a model will definite-
ly influence its performance heavily.
 4. Experiments on HECKTOR 2021 data

This  subsection  will  show  the  experiments  of  our
SE-nnU-Net  on  the  HECKTOR  2021  challenge  data.
The  5-fold  cross-validation  experiments  are  adopted  on
HECKTOR  2021  training  data,  so  the  training  data  of
HECKTOR 2021 are randomly partitioned into five sub-
sets, and one of the subsets is selected as the validation
subset  while  the  rest  four  subsets  together  are  used  as
the  training  subset  to  train  the  SE-nnU-Net  model,  till
each  subset  is  used  as  the  validation  subset.  The  5-fold
cross validation experimental results are shown in Table
5. Figure  6 shows several  cases  of  the  segmentation  re-
sults  of  our  SE-nnU-Net  on  validation  subsets,  where
green color means the true label and red color indicates
the predictive results of our SE-nnU-Net. The five trained
SE-nnU-Net models were used jointly to predict the seg-
mentation results for the HECKTOR 2021 test data. In
 

Table 5  Results  of  5-fold  cross-validation  experiments  on  training
data of HECKTOR 2021

Validation subset Dice Median HD95 Precision Recall

Fold_1 0.731 9.324 0.709 0.859

Fold_2 0.745 8.787 0.741 0.789

Fold_3 0.764 5.933 0.776 0.832

Fold_4 0.803 6.733 0.783 0.869

Fold_5 0.775 6.558 0.755 0.846

Average 0.764 7.467 0.753 0.839

Note: bold fronts indicate best results.
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Figure 6  Example  of  the  segmentation  results  of  our  SE-nnU-Net
on validation subsets of HECKTOR 2021 challenge.
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order to  improve  the  segmentation  accuracy,  data  aug-
mentation technique TTA (test time augmentation) was
used in the prediction process. The segmentation results
of  our  SE-nnU-Net  on  HECKTOR  2021  test  data  are
compared to the segmentation results obtained by other
Top 9 teams participating in the HECKTOR 2021 chal-
lenge. The comparison of the results of Top 10 teams are
shown Table 6.

It  should  be  noted  that  the  ranking  was  computed
from the average Dice and median HD95 across all cases.
The two metrics are ranked separately and the final rank
is obtained by Borda counting. This ranking method was
used first to determine the best submission of each par-
ticipating team (ranking the 1 to 5 submissions), then to
obtain  the  final  ranking  (across  all  participants).  Each
participating team had the opportunity to submit up to
five (valid) runs [30].
  
Table 6  Comparison  of  segmentation  results  between  the  SE-nnU-
Net and other Top 9 teams on HECKTOR 2021 test data

Teams/models Dice median HD95

et al.An  [31] 0.773 3.088

et al.Lu  [32] 0.774 3.088

et al.Yousefirizi  [33] 0.771 3.088

et al.Ren  [34] 0.779 3.155

et al.Naser  [35] 0.770 3.143

et al.De Biase  [36] 0.762 3.143

et al.Wang  [37] 0.768 3.155

et al.Cho  [38] 0.766 3.155

et al.Meng  [39] 0.745 3.155
Our SE-nnU-Net [40] 0.779 3.088

Note: bold fronts indicate best results.
 
 

As can be seen from Table 5, the best results of the
5-fold  cross-validation  experiments  of  our  SE-nnU-Net
are  0.803,  5.933,  0.783  and  0.869,  respectively,  in  terms
of Dice,  median  HD95,  Precision  and  Recall.  The  aver-
age  results  of  the  5-fold  cross-validation  experiments  of
our  SE-nnU-Net  on  HECKTOR  2021  training  data  are
0.764,  7.467,  0.753  and  0.839,  respectively,  in  terms  of
Dice, median HD95, Precision and Recall.

It  can  be  seen  from Figure  6 that  our  SE-nnU-Net
can segment the tumor in the images from the validation
subset  of  HECKTOR 2021  challenge  training  data,  but
there  are  still  over-segmentation  or  under-segmentation
phenomena.  However,  the  segmentation  results  of  our
SE-nnU-Net on the validation subsets of HECKTOR 2021
challenge are good,  which can also be seen from the re-
sults in Table 5.

The  results  in Table  6 show  that  our  SE-nnU-Net
has obtained the best results of 0.779 (0.7785) and 3.088
(3.0882) in terms of Dice and median HD95, respectively.
Our  SE-nnU-Net  ranked  the  first  for  HECKTOR  2021
challenge.  The segmentation method proposed by An et
al. is ranked the second due to the median HD95 slight-

ly better than the third by Lu et al., 3.088160269617 vs.
3.088161777508 [30],  though  the  Dice  of  An et  al.  is
slightly inferior to that of Lu et al., 0.7733 vs. 0.7735 [30].

The results in Table 6 also show that there is large
gap between the highest Dice of 0.779 and the lowest of
0.745. There is similar phenomenon in the median HD 95
with a large gap, the best is 3.088 (3.0882 [30]) and the
worst is 3.155 (3.1549 [30]).

Moreover,  the  segmentation  results  of  SE-nnU-Net
on  HECKTOR  2020  challenge  and  HECKTOR  2021
challenge demonstrate that the data partitioning method
is  very  significant  for  training  the  model  having  good
segmentation  performance.  The  training  data  will  affect
the  performance  of  the  SE-nnU-Net  model  significantly.
That is why the SE-nnU-Net performs best in HECKTOR
2021  challenge  while  ranking  third  in  HECKTOR  2020
challenge.  This  further  demonstrate  the  very  common
phenomenon in  machine  learning  field  that  the  perfor-
mance of a model heavily depends on the training data.

 IV. Conclusions
This  paper  integrated  SE  normalization  into  nnU-

Net, such  that  the  SE-nnU-Net  was  developed  to  seg-
ment  the  head  and  neck  tumors  in  PET/CT images  of
cancer patients coming from multiple centers of different
countries. The  SE normalization  combines  instance  nor-
malization and SE attention module together, such that
it  can  capture  the  features  of  interesting  regions.  The
convolution-ReLU-SE module is designed, and combined
with residual structure in encoder while without residual
structure in decoder. The loss function combines the Dice
loss and Focal loss together. The specific network archi-
tecture is designed, and the specific data preprocessing and
augmentation techniques are developed, and deep super-
vision mechanism is introduced into Loss function using
the last four layers of the decoder of the SE-nnU-Net.

This SE-nnU-Net  was  trained  using  the  data  com-
ing from  HECKTOR  2020  and  HECKTOR  2021  chal-
lenges,  respectively, under different experimental design.
The  SE-nnU-Net  trained  on  HECKTOR  2021  training
data by 5-fold cross validation experiments is superior to
all other Top 9 teams and ranked first in HECKTOR 2021
challenge. Although the segmentation results on test data
of  the  SE-nnU-Net  trained  using  leave  one  center  out
method are better than that we submitted for HECKTOR
2020, the segmentation results is still  ranked third com-
pared  to  the  segmentation  results  of  the  Top  10  teams
participating in HECKTOR 2020 challenge.

The performance of deep learning-based segmentation
models  heavily  depend  on  the  training  data,  i.e.  data
partitioning methods  for  training  the  models.  Further-
more, the segmentation results are simultaneously deter-
mined  by  the  network  architecture,  loss  function,  data
preprocessing  and  data  augmentation  techniques,  basic
operating module, and other hyper-parameters.

It  is  very challenging to  obtain the  excellent  model
for  segmenting  the  head  and  neck  tumors  of  PET/CT
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images of cancer patients. The network structure, experi-
mental  design,  data  preprocessing,  data  augmentation,
and  specific  detail  of  other  hyper-parameters  must  be
considered simultaneously.  How to  use  task-specific  em-
pirical optimization, domain knowledge and data inherit
properties  to  design  the  specific  methods  for  obtaining
models  having  the  potential  excellent  performance  may
need  further  studying,  especially  in  the  medical  image
segmentation field.
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