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Abstract — Most of the current research on user friendship speculation in location-based social networks is based
on  the  co-occurrence  characteristics  of  users,  however,  statistics  find  that  co-occurrence  is  not  common  among  all
users; meanwhile, most of the existing work focuses on mining more features to improve the accuracy but ignoring
the time complexity in practical applications. On this basis, a friendship inference model named ITSIC is proposed
based on the similarity of user interest tracks and joint user location co-occurrence. By utilizing MeanShift clustering
algorithm, ITSIC clustered and filtered user check-ins and divided the dataset into interesting, abnormal, and noise
check-ins.  User interest trajectories were constructed from user interest check-in data, which allows ITSIC to work
efficiently even for users without co-occurrences. At the same time, by application of clustering, the single-moment
multi-interest trajectory was further proposed, which increased the richness of the meaning of the trajectory moment.
The extensive experiments on two real online social network datasets show that ITSIC outperforms existing methods
in terms of AUC score and time efficiency compared to existing methods.
Keywords — Location social network, Interest clustering, Multi-interest track, Track similarity, Friendship pre-
diction.
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 I. Introduction
In recent years, with the rapid development of intel-

ligent devices and the Internet, more and more social ap-
plications  provide  users  with  location-sharing  functions,
allowing users  to  check  in,  sign  in,  etc.  With  the  addi-
tion of  location information,  a new location-based social
network  is  gradually  formed,  and  location  information
has  become an  indispensable  element  in  social  networks
[1]. For example, when users go to travel, they will share
their  location through social  networks to clock in scenic
spots.  Similarly,  when  users  attend  a  party,  there  will
also  be  social  news with  location information published.
Location sharing has become the instinct of every user in
the location  social  network.  Location-based  social  appli-
cations,  on  the  other  hand,  are  allowed  to  continuously
read the location of  the user to provide a better service
to the user, which to the service provider is equivalent to
the  user  checking  in  or  clocking  in  real-time.  Based  on
the above two aspects, it is easy for both data collectors

and data managers to collect a large amount of check-in
data from location-based social networks, which provides
a basis for researchers to study social behaviors of users.

It  has  attracted  wide  attention  from  researchers  to
infer the relationship between users through their check-in
information. According to the social homogeneity princi-
ple [2], friends tend to go to the same place for some social
events,  such  as  attending  a  mutual  friend’s  wedding  or
eating together in a restaurant. Unlike strangers, friends
often share  the  same  interests  and  hobbies.  These  com-
monalities of users’ interests are reflected in users’ check-in
behaviors, making it possible to infer users’ relationships
according  to  their  check-in  information.  Algorithms  for
predicting  user  relationships  have  been  widely  used  in
friend  recommendation  [3],  social  influence  analysis  [4],
and targeted marketing [5]. Although these studies have
made fruitful progress, there are also some shortcomings,
mainly in the following two aspects:

1) Excessive  reliance  on  co-location  reduces  reason-
ing  performance.  Most  of  the  previous  work  is  to  mine 
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the co-location between user check-in and then construct
the  feature  of  user  co-location  for  friendship  prediction.
This method entirely relies on co-location between users,
so  the  predicted  performance  will  be  greatly  affected
when there is little or no co-location between users.  We
refer  to  the  statistical  results  of  users  co-located  in  the
Gowalla and Brightkite data sets [6] in [7] to observe the
proportion of user pairs with multiple co-locations under
different  thresholds.  The  results  are  shown  in Table  1.
When  the  thresholds  were  set  to  120  min  and  200  m,
The number  of  users  with more  than one co-location in
the two  data  sets  only  reached  30.25% and  47.17%,  re-
spectively,  which  indicates  that  the  co-location  between
users is relatively small.
  
Table 1  The proportion of co-location users at different thresholds

Threshold value range Gowalla Brightkite

30 min, 0 m 19.04% 22.72%

30 min, 100 m 21.35% 31.44%

30 min, 200 m 23.03% 33.60%

60 min, 0 m 22.57% 33.13%

60 min, 100 m 24.92% 37.52%

60 min, 200 m 26.85% 40.20%

120 min, 0 m 25.73% 38.88%

120 min, 100 m 28.13% 44.05%

120 min, 200 m 30.25% 47.17%
 
 

2) Low efficiency of reasoning. Friendship reasoning
has begun to be applied in practice. The existing research
focuses on how to effectively construct and extract char-
acteristic  values  to  improve  the  accuracy  of  prediction,
but the time efficiency of friendship reasoning in practi-
cal  application  is  not  taken  into  account  in  most  cases.
Often location-based social network user check-in data are
enormous,  generating  multiple  features  based  on  large-
scale data sets to conduct friendship reasoning.  Its  time
efficiency is not ideal. In the past, most of the data sets
were simply  screened,  and the  data  that  had no  practi-
cal effect on friendship prediction were removed as noise
data, such as removing users whose check-in number was
lower than a certain threshold or the number of check-in
locations was lower than a certain threshold, and remov-
ing duplicate check-in data. As shown in Tables 2 and 3,
the number of users and check-ins decreased after filter-
ing  by  CNum  (check  num)  and  LNum  (visit-location
num), but the data set size was still large after simple fil-
tering. In fact, for those users who meet the filtering con-
ditions,  there  are  multiple  noise  data  in  their  multiple
check-in  data.  Finally,  the  large-scale  data  set  and  the
noise data in it reduce the efficiency and effect of the in-
ference to a certain extent.

To solve the above problems, we propose the friend-
ship inference method based on check-in clustering simi-
larity  and  co-occurrence  of  interest  trajectories  (ITSIC)
to infer friendship and design and implement two schemes,

i.e., sin_SCI and mul_SCI. First, we construct a single-
interest  trajectory  scheme  sin_SCI  based  on  clustering
and  use  the  similarity  of  the  trajectory  as  the  inferred
feature  to  test  the  effectiveness  of  the  trajectory-based
scheme to  solve  the  above  problems.  Friendship  infer-
ence is performed based on the similarity of the trajecto-
ry in conjunction with location diversity, location popu-
larity, co-occurrence  duration,  and  stability  characteris-
tics. The experimental results demonstrate the effective-
ness of trajectory features, so we further propose a single-
moment multi-interest trajectory scheme mul_SCI based
on clustering. After clustering, we filter all clusters in the
clustering  results  at  a  single  moment.  Finally,  multiple
interest clusters at a single moment are obtained, which
are  used  as  a  moment  representation  of  the  trajectory,
and  then  a  trajectory  containing  more  user  interests  is
constructed.  The  similarity  between  trajectories  is  used
as a trajectory feature and location co-occurrence to per-
form friendship  prediction  jointly.  The  experimental  re-
sults  show  that  a  better  prediction  effect  is  achieved
based on the single-moment multi-interest trajectory pre-
diction.

To  sum  up,  the  contributions  of  this  paper  are  as
follows:

1) Based on the MeanShift [8]  clustering algorithm,
the initial check-in data set is clustered and filtered, the
user interest  check-in,  abnormal  check-in,  and noise  da-
ta sets are extracted, and the influence of different types
of check-in data on friendship speculation is explored.

2)  The  ITSIC  model  is  proposed,  and  two  schemes
of  the  single-interest  trajectory  (sin_SCI)  and  multi-
interest trajectory (mul_SCI) are proposed, respectively,
which  solves  the  problem  that  the  previous  methods
cannot effectively predict user-pair relationships without
co-occurrence. And the effectiveness of trajectory similar-
ity  for  friendship  reasoning  is  verified.  Meanwhile,  the
mul_SCI  scheme explores  a  finer-grained  representation
of user interest trajectories, increasing the effectiveness of
trajectory similarity features.

3) Extensive experiments are conducted on two real
datasets to  evaluate  the  performance of  ITSIC.  The ex-
perimental  results  show  that  ITSIC  outperforms  the
baseline methods with higher inference performance and

 

Table 2  Comparison of Gowalla screening

Parameter Origin CNum > 5 LNum > 5 both

User_num 107k1 83k 79k 79k

Check_num 0.64M2 0.63M 0.63M 0.58M

Note: 1k denotes thousand; 2M denotes million.
 

 

Table 3  Comparison of Brightkite screening

Parameter Origin CNum > 5 LNum > 5 both

User_num 51k1 31k 21k 21k

Check_num 0.47M2 0.46M 0.37M 0.33M

Note: 1k denotes thousand; 2M denotes million.
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time efficiency.
The remaining chapters of this paper are as follows.

Section II  briefly  introduces related work on social  rela-
tional  reasoning in social  networks.  Section III  describes
the method proposed in this  paper in detail.  Section IV
presents the experimental procedure and results. Section
V  discusses  the  effect  of  clustering  bandwidth  and  the
value of the effective cluster parameter c_num on the in-
ference  effect.  Section  VI  summarizes  the  work  of  this
paper and provides an outlook for the future.

 II. Related Works
This  section  introduces  some  relevant  research  on

solving social  relationship  reasoning  problems.  Accord-
ing to the characteristics of the methods, they are main-
ly  divided  into  co-location-based  research  methods  and
other methods.
 1. Research methods based on co-location

Existing  studies  mainly  extract  co-location  between
users  by  setting  distance  and  time  thresholds  and  then
performing feature mining on these co-locations. The ob-
tained  features  are  divided  into  deep  features  obtained
through machine  learning  and shallow features  carefully
designed by humans.

Pham et  al. proposed the  EBM model  [9]  based on
entropy,  which  designed  two  features:  position  diversity
and weight frequency. Location diversity is used to mea-
sure  the  diversity  of  the  co-location  of  a  pair  of  users,
and location entropy is  used to measure the importance
of the co-location of user pairs in weight frequency. How-
ever, they did not consider the influence of time informa-
tion  in  co-location,  resulting  in  many  meaningless  co-
locations being considered in the inference process, reduc-
ing  the  prediction  accuracy.  To  solve  this  problem  and
consider  the  factors  affecting  co-location,  Wang et  al.
proposed  the  PGT  [10]  model,  which  believed  that  the
co-location  of  user  pairs  was  not  equally  important.  It
considered  the  personal,  global,  and  time  factors  of  co-
location. It determined the significance of the co-location
of two users at a specific location by using the probability
distribution of personal location access. Subsequently, to
further refine the impact of time factors on co-occurrence,
SCI  framework  (social  connection  inference  framework)
[11] proposed by Njoo et al. derived two characteristics:
stability  and  duration  of  co-occurrence  time,  which  can
reflect  the  consistency  and  total  duration  of  co-location
between  two  users.  Njoo et  al. then  improved  the  SCI
model  and  proposed  SCI+  [12],  four  key  features:  co-
location  diversity,  location  prevalence,  duration  of  co-
location,  and  stability  were  used  to  predict  friendship.
Meanwhile,  STIF  framework  [13]  proposed  by  He et  al.
designed 12 spatio-temporal features from four aspects to
infer friendship. As the number of features increases, the
time efficiency of the friendship conjecture gradually de-
creases. So, Bayrak et al. [14] proposed the OSFLC mod-
el, which collects all features from past studies to gener-

Vu = [v1u, v
2
u,

. . . , vnu ]
T

ate a feature set and improves prediction efficiency with-
out  reducing  prediction  accuracy  by  manually  selecting
subsets  from  all  feature  sets.  To  explore  more  fine-
grained  co-occurrence,  Wang et  al. [15]  collected  access
records  of  campus  personnel  based  on  the  AP  wireless
network as user check-in, in this work, PMI point mutu-
al information is used to measure the importance of the
occurrence, end,  and  duration  of  co-occurrences.  Previ-
ously  proposed  methods  are  based  on  the  co-location  of
users to infer, but in fact, co-location between users does
not exist  in  large  numbers,  so  these  methods  have  cer-
tain limitations. Subsequently, He et al. [7] proposed the
CIFEF models, they believe that previous work used lo-
cation entropy to measure the popularity of two users in
public places without considering the time interval of co-
location. If two users visit the same place but with long
intervals between visits, they may not have any relation-
ship, but if two users visit the same place with short in-
tervals,  they  are  likely  to  be  friends.  The  time  interval
between  visits  to  the  same  location  by  two  users  has  a
significant  impact  on  judging  friendship  between  users.
Based  on  this,  an  explicit  feature  twice  is  introduced,
which considers the influence brought by the time inter-
val between two users in a certain place. Then, the em-
bedding technology word2vec is used to learn the poten-
tial vector representation of user trajectory (

)  by  taking  user  trajectory  as  a  word.  Finally,
the  two  features  combined  to  predict  friendship.  The
proposed implicit  feature makes up for the deficiency of
the method that only relies on co-location, improves the
friendship reasoning function to a certain extent, and re-
duces the time efficiency of inference.
 2. Other methods

In addition to artificially constructed co-location fea-
tures, other methods measure the similarity of user pairs
by  carefully  designed  location  features,  such  as  location
distance  of  home [16], Jaccard  similarity  of  check-in  se-
quence, and the number of common locations, etc. Other
studies  propose  using  machine  learning  algorithms  to
construct  features  and  mine  users’ mobile  features
through machine  learning  algorithms  to  derive  friend-
ships between users, such as Backes et al. [17] proposed a
two-step framework to mine the user mobile characteris-
tics and then measure the user relationship. Gao et al. [18]
embedded user check-ins as low-dimensional vectors, seg-
mented  user  trajectories  according  to  periods,  and  used
autoencoders,  variational  autoencoders,  and  LSTM  to
learn and predict user trajectories and check-ins, respec-
tively.  Zhou et  al. [19]  proposed  the  vec2Link  model  to
infer  social  connections  from  friendship  and  mobility
data.

Recently,  some  scholars  have  studied  graph-based
friendship inference. Ren et al. [20] proposed a category-
aware  multi-bipartite  graph  embedding  (CMGE)  for
cross-region  friendship  reasoning.  The  model  exploits
multi-bipartite  graph  embeddings  to  capture  users’
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point-of-interest  (POI)  neighbor  similarity  and  activity
category  similarity,  and  then  learns  the  contribution  of
each POI and category through a category-aware hetero-
geneous  graph  attention  network.  Gao et  al. [21] pro-
posed  a  graph-based  social  circle  inference  framework
(GSCI). This framework integrates the contextual infor-
mation of user points of interest (POIs) into density rep-
resentations from a graph learning perspective, introduc-
ing  a  mobile-specific  end-to-end  paradigm  with  varying
attention. Based on this paradigm, it can more meaning-
fully  encode  discriminative  patterns  into  the  trajectory
representation, and finally a graph neural network-based
classifier  to model  the intrinsic  correlation between user
connections,  which  significantly  improves  the  inference
performance.

Notably,  friendship  reasoning  also  occurs  in  other
scenarios.  Li et  al.  [22],  [23] based  on  the  vehicle  net-
work  dataset  of  a  vehicle  positioning  system,  friendship
inference  based  on  spatial  and  temporal  co-occurrence
features and friendship inference based on SEME frame-
work learning user motion vectors are implemented. But
this paper believes that vehicles can only walk on speci-
fied roads, and people can appear anywhere on the land.
The  Internet  of  vehicles  scenario  is  different  from  ours,
so we do not consider this work.

In  the  above  methods,  the  methods  based  on  co-
occurrence focus on how to mine and design more effec-
tive co-occurrence features,  to improve the reasoning ef-
fect of the proposed model. However, the fact that there
is  virtually  no  co-occurrence  among  a  large  number  of
users has limited the performance of co-occurrence-based
methods. Although CIFEF considers co-occurrence, it uses
embedded learning to obtain the latent vector  represen-
tation of user trajectories to make up for the lack of co-
occurrence, but the time complexity of machine learning
also brings  time  efficiency  problems,  and  with  the  in-
crease of the number of features, the time cost of specu-
lation  is  increasing.  Combined  with  diversified  module
speculation,  each  module  is  equivalent  to  a  separate
speculation model.  Although  the  combination  of  multi-
ple modules,  although the accuracy greatly improved, it
also  further  increases  the  time  overhead.  To  keep  the
time  overhead  low  while  ensuring  the  improvement  of
the inference effect, we propose data processing based on
user  interests,  hoping  to  achieve  better  inference  effect
and inference efficiency by increasing the practicability of
the data and reducing the data scale. At the same time,
to get rid of the dependence of previous methods on co-
occurrence,  this  paper  proposes  two  representation
schemes of  user  interest  trajectories  and  infers  the  rela-
tionship  of  users  by  calculating  the  similarity  between
user interest trajectories.

 III. The Proposed Method
This section details the two implementation schemes

of the  proposed  ITSIC  inference  model.  First,  it  intro-
duces  the  clustering  operation  of  the  user  check-in  data

and  describes  the  process  of  the  clustering  algorithm;
Then,  it  introduces  the  screening  of  clustering  results,
that is,  extracting  valid  check-in  data;  Then,  the  con-
struction of  the  single-interest  trajectory  and  the  con-
struction  of  single-moment  multi-interest  trajectory  are
described respectively.  Finally,  the similarity calculation
under the  two  trajectory  construction  methods  is  intro-
duced.
 1. Inference model

To solve the issue of degraded inference performance
and  efficiency  due  to  over-reliance  on  co-occurrence  in
friendship speculation, this paper proposes an ITSIC in-
ference model,  as shown in Figure 1.  First,  the check-in
data  is  clustered  and  filtered  to  obtain  valid  check-ins
among  users,  improve  the  data  quality,  and  reduce  the
data set. Then, for the problem that the previous methods
that  only  consider  co-occurrence  cannot  effectively  infer
friendship  when  facing  users  without  co-occurrence,
ITSIC improves the SCI+ [12] model by constructing user
interest trajectories  and  adding  interest  trajectory  simi-
larity  features,  which  can  effectively  handle  each  pair
of users  regardless  of  whether  there  is  co-occurrence be-
tween pairs of users.

In  general,  by  clustering  and  filtering  the  data  set,
higher-quality check-in data can be obtained first, there-
by improving the effect of friendship speculation and re-
ducing  the  time  overhead  of  speculation;  Secondly,  the
user interest trajectory is constructed, and the similarity
feature  of  user  interest  trajectory  is  proposed  to  deal
with those users without co-occurrence, and then the co-
occurrence feature  is  combined  as  the  input  of  the  ran-
dom forest classifier to infer user friendship.
 2. Check-in clustering and screening

In  the  existing  friendship  reasoning  research,  most
researchers filter  out  some  noise  check-in  from  the  sur-
face  of  the  data  set.  In  fact,  for  user  check-ins  in  the
dataset, not all check-in data has a positive meaning for
inferring friendship between users, but there is a part of
check-in data  that  can  effectively  express  the  relation-
ship between users. We call this part of the check-in data
as effective check-in of users, and the rest of the check-in
that has no positive meaning to friendship speculation of
user is the noise check-in. Utilizing effective user check-ins
for  friendship  prediction  enhances  prediction  accuracy
and time efficiency due to reduced data volume.

Effective  check-ins  are  obtained  through  clustering
and  screening.  MeanShift  [8] migration  clustering  algo-
rithm is  used  to  cluster  users’ check-ins  into  a  series  of
check-in  clusters  and their  corresponding cluster  centers
(cluster centers  are  represented  by  latitude  and  longi-
tude, for example (−45.789, 122.3456)). The input of the
algorithm is check-in data of users, clustering bandwidth
parameter bandwidth, and the output is a series of clus-
ters and their cluster centers. The algorithm we use is al-
gorithm 1,  in  which  the  MeanShift  migration  clustering
algorithm is included. The algorithm input includes user
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D U1 b
Rh Rirr

check-ins , user list , clustering bandwidth , check-
ins  partition threshold , , and the algorithm out-
put is user interest check-in, abnormal check-in, and noise
data.
Algorithm 1  Check-in clustering

D U1 b
Rh, Rirr

Input: Check-in data , user list , bandwidth , Thresh-
old .

Output: Interest/Irregular check-in.
u U1 1: for user  in  do

 2:　　Get  single  user  check-in  Du  and  remove  duplicate
data;

 3:　　//clustering of user check-in in each period
t (0, 23) 4:　　for time  in  do

Du 5:　　　df_time = . timestamp(t, t+1);
> 6:　　　if len(df_time) 5 then

 7:　　　　df_time[irr] = 0;
 8:　　　　Get clustering results df_time according b;
 9:　　　　Select effective sign in according to the distance

from the sign in point to the cluster center;
10:　　　　for row in df_time do
11:　　　　　dis = distance(cen[0][0], cen[0][1], row.latitude,

row.longitude);
Rirr> >Rh12:　　　　　if dis  then

13:　　　　　　df_time.loc[row.Index, irr] = 1;
14:　　　　　end if
15:　　　　end for
16:　　　else if df_time.empty then
17:　　　　continue
18:　　　else
19:　　　　temp_df = df_time;
20:　　　end if
21:　　　df_user = df_temp.append(temp_df);
22:　　end for

Dcheck Dcheck23:　　  = . append(df_user);
24: end for

Dcheck25: return .

The specific  processing process:  firstly,  all  check-ins
are grouped according to users in line 3. Then, in lines 5

Om

Om

Rh Rirr

Rh

dis < Rh

dis > Rh dis > Rirr

dis > Rirr

Dcheck

to 6, the user check-in is divided into 24 groups accord-
ing to the time. The time interval of each group is 1 h.
The  MeanShift  algorithm is  used  to  process  each  group
of data.  Then the cluster center  of the largest  clus-
ter  is  selected  from  the  output  clusters  as  the  interest
center  for  user  check-in.  With  as  the  center,  two
thresholds  and  are set  simultaneously  (the  spe-
cific settings will  be explained below) to divide check-in
data of users, where  stands for the threshold of inter-
est check-in. In lines 12 to 15, we calculate the distance
from each  check-in  to  the  cluster  center  and  divide  the
interest check-in, irregular sign in, and noise data accord-
ing  to  this  distance.  Specifically,  in  line  14,  we  get  the
corresponding data by setting the if condition. When the
condition is set to , we get the interest check-in;
When the condition is set to  and , we
get  irregular  check-in;  When  is  finally  set,
noise  data  is  obtained,  but  this  is  unnecessary.  Finally,
we  stored  the  corresponding  data  of  the  corresponding
user in .
 3. User trajectory construction

Existing  works  dealing  with  user  trajectories  either
use dwell points as single-temporal locations of user tra-
jectories or use embedded learning to learn user trajecto-
ry representations. The former uses a single stop point to
express only part of the meaning of the trajectory, while
the latter construct the trajectory with the context, but
the  construction  is  complex.  To  more  comprehensively
describe the meaning of each moment position in the tra-
jectory of  users  and reduce the complexity of  trajectory
construction. This paper proposes two kinds of user inter-
est  point  trajectory  representations  based  on  clustering
and predicts the relationship between two users based on
the similarity feature of the trajectory.

1) Single-interest trajectory construction
A single-interest trajectory is a fixed-length trajecto-

ry  obtained  based  on  all  the  check-in  information  of  a
single user. There are two forms of single-interest trajec-
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Figure 1  Proposed reasoning model.
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[(0, 1),
(1, 2), . . . , (23, 0)]

tory.  The  first  is  point-based  trajectory.  We  divide  the
check-in information of a single user after clustering and
filtering  into  24  segments  according  to  time (i.e., 

). Then, the interest location of a user in
each period is calculated separately. For example, from 12
o’clock to 13 o’clock, the experiment sets the average of
all check-in latitudes and longitude in this period as the
latitude and longitude of the user interest point, and its
calculation is expressed as
 

lt =

∑n

i=1
Pi,lon

n
,

∑n

i=1
Pi,lat

n

 (1)

t Pi,lon

i Pi,lat

i

Su = {l0, l1, l2, . . . ,
l23}

where  represents  the  t-th  period,  represents  the
longitude of the -th check-in at this time, and  rep-
resents  the  latitude  of  the -th  check-in  at  this  time.  It
should be noted that when the user does not check in at
this period, the position of this period will be set to emp-
ty. After counting the position of each moment, sort the
positions in order of period to obtain the interest trajec-
tory  of  users,  which  is  expressed  as 

.
2) Multi-interest trajectory construction
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The multi-interest trajectory is  also of  fixed length.
Different from the single-interest trajectory, it has multi-
ple clusters at a single moment as the interest clusters at
that moment. First, the initial check-in data is clustered,
and each user  will  get  multiple  clusters  at a  sin-
gle time . To reduce the number of clusters and reduce
the  computational  complexity,  we  set  the  proportional
threshold  to filter  the  clusters  at  a  single  mo-
ment of the user when the ratio of the number of check-
ins  in  the  user  current  cluster  to  the  total  number  of
check-ins at the current moment is less than , the
cluster is not enough to represent the interest of the user,
so it is discarded. Conversely, when the check-in ratio of
a cluster is greater than or equal to , the cluster
is considered the interesting cluster of users. At the same
time,  we  set  an  interesting  weight  for  each  considered
cluster to measure the importance of the current cluster
to the user at the current moment. The trajectory of the
user  at  a single  moment is  expressed as 

, 
 is  expressed  as  the i-th  cluster  that  satisfies

the  screening  conditions  in  the j-th  period,  is  the
weight  of  the  corresponding  cluster,  and  its  calculation
formula is
 

p =
numc

numall
(2)

numc

numall

where  is  the  number  of  positions  in  the  current
cluster, and  is the total number of positions in all
valid interest clusters at the current moment.
 4. Track similarity calculation

1) Single-interest track similarity
The single interest trajectory is of equal length, and

there  is  one  interest  point  at  each  moment.  Therefore,
when calculating  the  similarity  of  two  interest  trajecto-
ries, we use Euclidean distance to calculate the distance
between two positions at the same time in the two tra-
jectories  respectively,  then  accumulate  all  the  distance
values, and finally calculate the average distance accord-
ing to the number of periods. The calculation process is
shown in (3).
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where  ED  represents  the  Euclidean  distance  calculation
function,  represents the i-th position of user , and

 represents the i-th position of user .
2) Multi-interest trajectory similarity
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The  multi-interest  trajectory  construction  process
shows that the multi-interest trajectory has multiple in-
terest clusters in a single moment, as shown in Figure 2.
The trajectory of user  at time  is a set of clusters de-
noted as , where ( ) rep-
resents  an  interesting  cluster  and  weight  of  the  user  at
time .
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Figure 2  Multi-interest track.
 

When  calculating  the  similarity  of  two  users,  the
similarity  of  the  two  trajectories  at  a  single  moment
must  be  calculated  individually.  Then  the  similarity  of
all  moments  is  accumulated,  and  finally,  the  trajectory
similarity of the two users is obtained.
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We use the following method to calculate the trajec-
tory  similarity  of  users  at  a  single  moment:  Given  the
trajectories ,  of  two  users  at  a  certain  moment.
First,  traverse  the  interest  clusters  of  user ,  find  the
closest interest clusters in the cluster set of user  respec-
tively,  calculate  the  cluster  center  distance,  add  the
weights  of  the  two  clusters,  and  finally  accumulate  the
weighted scores  to  obtain . Then traverse  the  inter-
est clusters of user , find the nearest interest clusters in
the cluster set of user , calculate the cluster center dis-
tance and add weights for calculation, and get . The
final interest similarity at this moment is min( , ).
Since the  two-way  friendship  authentication  is  consid-
ered, the minimum value of the two similarities is taken
as the final moment similarity of the two users. The sim-
ilarity  calculation  process  at  the  last  moment  is  as
shown in (4) and (5).
 

Wu1 =

k∑
i=0

(min(ED(cu1i , cu2))× pi × pj) (4)

 

simt = min(Wu1,Wu2) (5)
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cu1i u1

cu2j u2
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where  and  are  the  numbers  of  clusters  of  the  two
users  at  this  moment,  respectively, , ,

 is the i-th interest cluster of user  at this moment,
and  is the j-th interest cluster of user  at this mo-
ment. ,  are the  weights  corresponding  to  the  clus-
ters of interest, respectively.

After  obtaining the similarity  of  user  moments,  the
similarity of each moment is accumulated, divided by the
number of  moments,  and finally,  the trajectory similari-
ty  of  two  users  is  obtained.  The  calculation  process  is
shown in the following equation:
 

Simt =

∑24

0
simt

num_t
(6)

simt

t num_t

where  represents the similarity of two users at time
,  and  represents  the  total  number  of  times,

which is set to 24 here.

 IV. Experiments
This section  first  introduces  the  data  sets  and  pa-

rameter  settings  used  in  the  experiments  and  compares
the information of the original data and the filtered data
sets. Then, by comparing the two proposed schemes with
related research methods, explore the influence of differ-
ent categories of data sets generated under different dis-
tance parameters in the sin_SCI scheme on the results of
friendship reasoning, and the effect of different combina-
tions  of  co-occurrence  features  in the  mul_SCI  scheme.
Finally, the  AUC  score  was  used  as  the  judging  stan-
dard.
 1. The data set

The experiments use two real datasets: Gowalla and
Brightkite [6]. These two datasets are location-based so-
cial  network  datasets  from  SNAP  Stanford  and  have
been  widely  used  in  related  research. Table  4 presents
some statistics on the original and filtered datasets.

 
 

Table 4  Statistics of the dataset

Statistics GA G(0–20) G(1–15) BA B(0–15) B(1–50)

User 79k1 79k 79k 21k 21k 21k

Checkins 0.58M2 0.46M 0.34M 0.33M 0.20M 0.19M
Friends 362k 362k 359k 107k 102k 103k

Avg.Checkins 73 57 44 154 97 90

Location 779k 658K 555k 331k 220k 103k

Note: 1k denotes thousand; 2M denotes million.
 
 

In Table  4,  User  represents  the  number  of  users,
Checkins indicate the number of check-ins, Friends indi-
cate  the  number  of  friends,  Avg.Checkins  indicate  the
average number of check-ins, and Location indicates the
number of locations. GA and BA represent the complete
Gowalla  and  Brightkite  datasets  respectively.  G(0–20)
represents  the  Gowalla  data  set  obtained  by  clustering
screening when the range of distance parameter is set to
[0, 20]. Similarly, B(0–15) represents the Brightkite data
set  obtained  by  clustering  screening  when  the  range  of
distance parameter is set to [0, 15].

The table reveals that Gowalla has approximately 4
times  more  users  than  Brightkite,  yet  its  check-ins  are
only twice  as  many.  Brightkite,  on  the  other  hand,  ex-
hibits  a higher average check-in density.  It’s worth not-
ing  that  the  clustering  screening  algorithm concentrates
on  users’ check-ins,  preserving  the  total  user  count  and
friend count after screening.
 2. Baseline and evaluation indicators

1) Baseline
As far as we know, under the same scenario, the lat-

est research is SCI+ [12] and CIFEF [7]. Therefore, this
paper takes these two methods as the baseline of this ex-
periment.

SCI+  [12]:  This  model  considers  the  co-location

characteristics  among  users  to  speculate  friendship  and
proposes four  co-location  characteristics:  co-location  di-
versity, location prevalence, duration of co-location, and
stability. The diversity of co-location is based on the lo-
cation  entropy  of  co-location  sites  to  help  measure  the
coincidence  of  users’ co-location.  Location  popularity  is
based  on  the  global  location  entropy  of  a  location  to
measure the popularity of the location in the global. co-
location duration  indicates  the  co-location  duration  be-
tween two  users.  Co-location  stability  indicates  the  sta-
bility of the duration of user co occurrence.

CIFEF [7]: The model uses embedding technology to
learn the implicit weekday trajectory features and week-
end trajectory features from the user check-in trajectory
sequence, respectively. At the same time, a new explicit
feature is proposed to capture the explicit information of
co-occurring  user  pairs.  This  explicit  feature  measures
the importance of each common location of user pairs by
introducing the time interval of check-in into location en-
tropy.

2) Model feature comparison
In order  to  more  clearly  present  the  differences  be-

tween the model in this paper and the existing schemes,
we list the features used in our scheme and the baseline
scheme in Table 5. It should be noted that the first five
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features in the table can be explained in the baseline de-
scription and the last features are the features of this pa-
per; Table 5 only distinguishes the differences of various
models from the perspective of features, and does not in-
volve the  specific  feature  formation  process  of  the  mod-
els, for example, the interest track feature in our scheme
is based on the clustering of multiple interest tracks.
 
 

Table 5  Feature comparison

Method Diversity Popular Duration Stability Embedded
track

Interest
track

SCI+ ✓ ✓ ✓ ✓
CIFEF ✓ ✓ ✓
sin_SCI ✓ ✓ ✓ ✓ ✓
mul_SCI ✓ ✓ ✓ ✓
 
 

3) Evaluation indicators
The  model  evaluation  metrics  used  in  this  paper

mainly include the following metrics.
• AUC: We use AUC score as the main evaluation

index of  friendship  prediction  model,  which  can  be  di-
rectly  called  by  Scikit-learn  [24]. AUC is  calculated  us-
ing  the  area  of  the  receiver  operating  characteristic
(ROC) curve. Higher AUC represents that the query re-
trieves less non-relevant data.

•  Precision,  Recall,  and  F1:  These  are  commonly
used  evaluation  indicators  in  classification  models.
Wherein  accuracy  represents  the  probability  of  actually
positive  samples  among  all  predicted  positive  samples;
The recall rate represents the probability that the actual
positive samples are predicted to be positive samples. In
practical application, F1 value is used to comprehensive-
ly evaluate the accuracy rate and recall rate. When both
the accuracy rate and recall rate are high, F1 will also be
high.
 3. Cluster processing

bin_seeding bin_seeding

O = [o1, o2, . . . , on]

o1
Om = o1

Om

For all the check-ins of each user in the initial data
set, use MeanShift to perform clustering processing, and
specify the algorithm parameter bandwidth, where band-
width is the search radius during clustering. At the same
time,  set  to  True  and  set  to
True, which optimizes the initialization of the kernel po-
sition and speeds up the algorithm. The output result of
the algorithm is the cluster center O of the classification
cluster with decreasing density, where ,
where n is the number of clusters obtained by clustering,
and  is  the  cluster  center  with the  highest  density.  It
can  be  known that .  To  more  effectively  divide
all  the  check-ins  of  a  single  user  in  the  initial  data  set,
with  as the center,  a series  of r intervals  are set  to
divide the data set. Then, the distance distribution of all
check-ins  to  the  largest  cluster  center  in  the  two  data
sets is calculated to set the interval of r more reasonably,
as  shown  in Figures  3 and 4,  where  the  abscissa  is  the
distance between a single check-in data and the center of

the  current  check-in  cluster  of  users,  in-unit  of  meter.
The  ordinate  is  the  proportion  of  the  number  of  check-
ins within a certain distance (i.e., the abscissa range) in
the total number of check-ins.
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Figure 3  Brightkite check-in distance statistics.

 

1
0

5

10

15

20

25

30

5 10 15 20

Distance range from cluster center (m)

T
o
ta

l 
p
ro

p
o
rt

io
n
 (

%
)

25 50 Bigger

Gowalla

 

Figure 4  Gowalla check-in distance statistics.
 

According to the statistics in the above figure, it can
be  observed  that  starting  from  the  cluster  center,  the
check-in concentration  in  the  Brightkite  dataset  is  dis-
tributed near  the  largest  cluster  center.  With  the  in-
crease of the distance range, the number of check-ins de-
creases outward.  The check-ins with a check-in distance
of fewer than 50 m account for 83% of the total, and the
check-ins less than 5 m account for 49% of the total. Half
of the check-in data are concentrated within 5 m of the
cluster  center;  In  the  Gowalla  dataset,  as  the  distance
range  increases,  the  number  of  check-ins  increases  first
and then decreases. Check-ins less than 50 m account for
80% of  the  total,  and  check-ins  less  than  10  m account
for 57% of  the total.  Over half  of  the check-ins are dis-
tributed within 10 m of the cluster center. It can be seen
that the user check-in intensity of the two datasets is dif-
ferent. Specifically, the activity range of Gowalla users is
wider  than  that  of  Brightkite.  In  general,  starting  from
the  cluster  center,  the  number  of  check-ins  in  the  two
datasets  gradually  decreases  as  the  distance  increases,
which also confirms the principle of MeanShift clustering,
and the density gradually decreases from the cluster cen-
ter to the outside.
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 4. Performance evaluation of the sin-SCI scheme
To achieve  the  purpose  of  screening  out  the  effec-

tive check-in, after many experiments with different dis-
tance parameters, the final experiment set up 6 groups of
r ranges to divide the data set, which are [0, 5], [0, 10],
[0, 15], [0, 20], [0, 50], [1, 25], [1, 50]. In the experiment,
SCI+  [12] was  set  as  the  baseline  method.  The  experi-
mental group using the trajectory similarity feature was
set as a control experimental group to observe the contri-
bution of the interest similarity feature to improving the
performance of  friendship  reasoning.  A  series  of  experi-
mental  groups  with  different  distance  screening  ranges
were set up to observe the impact of check-in data in dif-
ferent ranges on friendship reasoning under check-in clus-
tering. The experiments use AUC scores to evaluate the
effect  of  friendship  inference  under  different  datasets.
Table  6 shows  the  experimental  results  of  the  baseline
method  and  the  method  based  on  clustering  screening
check-in.
 
 

Table 6  AUC scores from different data sets

Experimental group BA GA

SCI+ 0.901 0.924

ori+simi 0.938 0.959

0 < d < 5 0.943 0.965

0 < d < 10 0.943 0.964

0 < d < 15 0.944 0.963

0 < d < 20 0.940 0.965

0 < d < 50 0.939 0.964

1 < d < 25 0.938 0.970

1 < d < 50 0.937 0.969
 
 

In Table  6,  BA  represents  the  Brightkite  dataset,
and GA  also  represents  the  Gowalla  dataset.  The  left-
most column of the table represents different experimen-
tal groups, SCI+ represents the baseline grouping of the
experiment SCI+ [12],  original+simi is  the experimental
grouping  that  adds  the  trajectory  similarity  feature
based  on  the  baseline,  and  the  others  are  experimental
groupings based on the similarity of sin_SCI trajectories
with different distance range filtering conditions. Data in
bold  in  the  table  represents  the  highest  AUC  value
achieved.

The  observations  of  the  experimental  results  are  as
follows.  First,  adding  interest  trajectory  similarity  does
help  friendship  prediction.  Under  all  data  groups  of  the
two datasets, after adding the similarity feature of inter-
est  trajectory,  the  friendship  prediction  effect  of  the
model is improved. Among them, the effect of friendship
reasoning is significantly improved on Brightkite, and the
AUC score reaches 0.938, which is 4.1% higher than that
of SCI+, and the AUC score is 3.7% higher on Gowalla.
We speculate that this is due to the higher quality of the
check-in data  in  Brightkite,  thus  forming  a  more  com-

plete trajectory, while in Gowalla. However, the number
of  check-ins  is  much  larger  than  that  of  Brightkite,  the
check-in data is  more scattered.  The quality of  check-in
is far inferior to the former, so the composing trajectory
is  relatively  vague,  so  it  cannot  improve  the  friendship
inference  effect  between  users,  which  is  consistent  with
the conclusions obtained in Figures 3 and 4.

Secondly,  on  the  whole,  the  results  are  consistent
with expectations, and the results brought by the check-
in data under different distance constraints are different.
Specifically, in the Brightkite dataset, when r takes [0, 15],
the AUC score of  the BA group reaches 0.944, which is
4.7%  higher  than  the  baseline;  In  the  Gowalla  dataset,
when r is  taken as [1,  25],  the GA grouping AUC score
reaches  0.970,  which  is  4.9%  higher  than  the  baseline
score. Overall all screening-based experimental group re-
sults are better than the baseline results.
 5. Performance evaluation of mul-SCI scheme

Considering the results obtained in the previous part
of  the  experiment,  the  two  data  sets  obtained  the  best
results under different screening distances. Although it is
proved that there is indeed some valid check-in data that
can improve  the  inference  effect,  this  makes  our  pro-
posed model  not  scalable;  On the other  hand,  it  can be
seen from the previous results that the trajectory similar-
ity is effective, so we then propose a mul_SCI trajectory
construction scheme to strengthen the trajectory similari-
ty feature,  and we use multi-interest trajectory similari-
ty  for  friendship  inference  and  compare  with  existing
SCI+ [12], CIFEF [7]. The result is shown in Table 7.
 
 

Table 7  AUC score under different methods

Method Brightkite Gowalla Average

SCI+ 0.901 0.924 0.9125

CIFEF 0.903 0.939 0.921

sin_SCI 0.944 0.965 0.9545

mul_SCI 0.965 0.975 0.97
 
 

The  proposed  mul_SCI  scheme  further  strengthens
the effectiveness of the trajectory similarity feature. This
is because using the mul_SCI scheme considers more tra-
jectory meanings  at  a  single  moment,  enhancing  the  ef-
fectiveness of trajectory similarity, and the final effect is
better than sin_SCI.

However, it can be seen from the multi-interest tra-
jectory construction process that the mul_SCI scheme is
very computationally  complex.  It  considers  all  the  con-
tributing features and multiple interest clusters at a sin-
gle moment of the trajectory, which brings a large over-
head to the similarity calculation. Therefore, we conduct-
ed a  separate  reasoning test  for  all  features  to  see  their
contribution  to  friendship  reasoning  and  then  selected
the  optimal  combination  to  reduce  the  time  overhead
while  maintaining  a  certain  performance.  The  following
experimental  tests  are  carried  out  on  the  Gowalla

  716 Chinese Journal of Electronics, vol. 33, no. 3



dataset,  and  the  experimental  results  are  shown  in  the
Figure 5.
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Figure 5  Single feature effect test.
 

As can be seen from the figure, under the indicators
of precision, recall, and F1, the most effective features for
distinguishing users  are  Duration  and  Population,  fol-
lowed  by  SIMI  trajectory  similarity  feature.  Under  the
AUC evaluation,  SIMI  ranks  fourth,  after  the  Diversity
feature.  Then  we  further  test  the  inference  effect  of  all
features combined with SIMI to see the degree of interac-
tion between  co-occurrence  features  and  SIMI.  The  re-
sults are shown in Figure 6.
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Figure 6  Feature combination effect.
 

As can  be  seen  from  the  above  figure,  after  Dura-
tion  is  combined  with  SIMI,  its  AUC  value  exceeds  all
combinations, followed  by  the  Popularity+SIMI  combi-
nation  and  the  Diversity+SIMI  combination.  Therefore,
we  select  the  optimal  Duration,  Popularity,  Diversity,
and SIMI random combination for inference, the result is
shown in Figure 7.

In the above figure, TD represents the Duration fea-
ture,  P  represents  the  Popularity  feature,  D  represents
the Diversity feature, SIMI represents the trajectory sim-
ilarity feature,  and  mul_SCIP  represents  the  combina-
tion of  the previous four features.  First  of  all,  it  can be
seen that the optimal combination is the mul_SCI exper-
imental  group,  followed  by  the  mul_SCIP experimental
group, followed by TD+P+SIMI, and finally, the combi-

nation of  TD+D+SIMI  and  P+D+SIMI.  The  combina-
tion of SIMI multi-interest trajectory features and Dura-
tion,  Popularity,  and  Diversity  features  we  propose
achieves the effect second only to the mul_SCI scheme.
From  the  point  of  view  of  AUC,  mul_SCIP  is  reduced
by  0.06  relative  to  mul_SCI.  However,  compared  with
the CIFEF scheme, the numerical value has increased by
0.29, and other indicators are based on the same level as
mul_SCI. Our scheme has reached the optimum.
 6. Time cost analysis

In this  section,  we  test  and  analyze  the  time  con-
sumption  of  friendship  inference  between  the  proposed
and  comparison  schemes  on  the  two  datasets.  We  take
the time of the SCI+ [12] scheme as the basic time unit
and then express the time consumption of other schemes
respectively. The results are shown in Figure 8.
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Figure 8  Time-consuming analysis.
 

It can be seen from Figure 8 that by signing in the
sin_SCI-based sign-in  screening  scheme,  the  time  over-
head  on  the  two  datasets  is  reduced  by  28%  and  33%
compared with SCI+ [12]. The mul_SCI scheme increas-
es the time overhead of the two datasets by 12% and 21%,
respectively,  compared  with  SCI+ [12] due  to  the  com-
plexity  of  trajectory  construction  is  higher  than  that  of
sin_SCI and no data screening is  performed. Still,  com-
pared with CIFEF [7], the time overhead is reduced by 20%
and 8% respectively. The final combined feature scheme
mul_SCIP reduces the time overhead by 8% and 11% re-
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Figure 7  Combination effect comparison.
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spectively compared with  the  mul_SCI scheme.  We be-
lieve  that  there  are  two  main  reasons  for  this  result.
First, we reduced the size of the dataset through cluster-
ing. It can be seen from Table 4 in Section IV.1 that af-
ter screening, the number of sign ins in the two datasets
has  been  reduced  to  varying  degrees,  which  ultimately
reduces the time spent on model processing; Secondly, we
reduce the time consumption of feature calculation by re-
ducing the number of co-occurrence features; The reason
why the time overhead has not decreased significantly is
that we use clustering to generate more clusters and cal-
culate the similarity of interest clusters in these clusters,
which will undoubtedly increase the time overhead of the
model. In general, the purpose of maintaining the perfor-
mance and reducing the time overhead is achieved. (Note
that  the  mul_SCIP  here  is  the  optimization  of  the
mul_SCI scheme. All mul_SCI mentioned in the follow-
ing refers to the mul_SCIP grouping here.)

In general, our clustering and filtering of the dataset
based  on  single-interest  trajectories  can  indeed  reduce
the time overhead of the prediction algorithm; while us-
ing  multi-interest  trajectories  to  improve  performance
leads to an increase in time overhead.  Then,  further re-
ducing  the  number  of  co-occurring  features  reduces  the
time overhead to a certain extent.

 V. Discussion
In this section, the sensitivity of the sin_SCI scheme

to the clustering bandwidth parameter bandwidth is ex-
plored, followed by the discussion of the influence of the
c_num  parameter  on  the  mul_SCI  scheme,  and  then
some topics related to but beyond the scope of this study
are discussed.

First, the  experiment  analyzes  the  degree  of  influ-
ence  of  the  size  of  the  MeanShift  clustering  parameter
bandwidth on the dataset of interest. Several bandwidth
sizes are set in the check-in clustering: {0.3, 0.4, 0.5, 0.6,
0.7,  0.8,  0.9}.  In Figure  9,  it  can  be  observed  that
sin_SCI achieves  the  best  performance  when  the  band-
width size is set to 0.6 on the Gowalla dataset and 0.4 on
the  Brightkite  dataset.  With  the  bandwidth  size  set  to
0.5, this seems to be a good balance of the two datasets.

c_num
c_num

c_num = [0.1, 0.2, 0.3, 0.4, 0.5] c_num =

0.1

c_num =
0.5

Secondly, in order to explore the impact of parame-
ter  on friendship inference based on multiple in-
terest  trajectories,  we set  a  series  of  meaningful 
values, .  When 

, it means that as long as the number of positions in a
cluster  reaches  one-tenth  of  the  current  moment,  it  can
be determined as  a  valid  cluster,  and there  are  at  most
ten valid interest clusters at a moment. When 

, it means that only when the number of check-ins in
the  cluster  accounts  for  half  of  the  total  number  of
check-ins at a time, it will be determined as a valid clus-
ter.  Note  that  in  this  case,  there  are  at  most  two  such
clusters at a time. Finally, our test results are shown in
Figure 10.
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Figure 10  AUC under different c_num.
 

c_num
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With the increase of , AUC generally shows a
downward  trend.  This  is  because  the  larger  is,
the  fewer  valid  clusters  there  are  in  a  single  trajectory
moment,  and  the  less  useful  information  the  trajectory
represents, thus causing performance degradation. Specif-
ically, there has been a downward trend in the Brightkite
dataset,  while  the  Gowalla  dataset  is  a  flat  curve  after
0.2.  We  speculate  that  this  is  because  the  check-ins  in
the Brightkite dataset are all centrally distributed, mak-
ing clusters of different magnitudes distinct, however, in
Gowalla, due  to  the  similarity  in  cluster  size,  the  num-
ber  of  interest  clusters  changes  less  when  is
greater  than  0.2,  ultimately  leading  to  a  flat  trend  in
AUC.

In addition, as the collection of personal location in-
formation becomes more  convenient,  there  is  also  a  risk
of user privacy leakage. At present, there are many ma-
ture schemes for location privacy protection, such as the
differential privacy-based location protection scheme [25],
[26],  and  the  k-anonymity-based  location  protection
scheme [27]. When the location of the user cannot be ac-
curately obtained, the real interest location and trajecto-
ry of users cannot be obtained, which increases the diffi-
culty of inferring user similarity.  Therefore,  the focus of
future defense  should continue to  be placed on the pro-
tection of the location of the user, and at the same time,
attention  should  be  paid  to  the  convenience  of  the  user
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Figure 9  AUC under different clustering bandwidths.
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to obtain services.

 VI. Conclusions
In this paper,  friendship inference based on interest

check-in data  and  interest  trajectory  similarity  in  loca-
tion  social  networks  is  studied.  The  proposed  ITSIC
model uses the Meanshift clustering algorithm to cluster
user check-in  data  and  tests  the  performance  of  friend-
ship  reasoning  under  two  schemes,  sin_SCI,  and  mul_
SCI.  This  paper  verifies  the  effectiveness  of  the  trajec-
tory interest  similarity  feature  and  explores  the  perfor-
mance  of  prediction  based  on  different  check-in  data
under  a  single  interest  trajectory.  At  the  same  time,  it
further mines the interesting trajectory of users and pro-
poses  a  multi-interest  trajectory  construction  scheme.
Co-occurrence features are combined to select the combi-
nation with the best performance.  Finally,  extensive ex-
periments are carried out on two public datasets. The ex-
perimental results show that the mul_SCI scheme of the
ITSIC  model  outperforms  existing  methods  in  inference
and reduces the time overhead of friendship inference.

For future  work,  we  plan  to  design  privacy  protec-
tion algorithms according to the characteristics of users’
check-in data in different periods to ensure data distribu-
tion and limit users’ privacy leakage to a certain extent.
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