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ABSTRACT Split AI inference partitions an artificial intelligence (AI) model into multiple parts, enabling
the offloading of computation-intensive AI services. Resource allocation is critical for the performance of
split AI inference. The challenge arises from the time-sensitivity of many services versus time-varying
traffic arrivals and network conditions. The conventional prediction-based resource allocation frameworks
have adopted separate traffic prediction and resource optimization modules, which may be inefficient due
to discrepancies between the traffic prediction accuracy and resource optimization objective. This paper
proposes a new, objective-driven, differentiable optimization framework that integrates traffic prediction and
resource allocation for split AI inference. The resource optimization problem (aimed to maximize network
revenue while adhering to service and network constraints) is designed to be embedded as the output layer
following the traffic prediction module. As such, the traffic prediction module can be trained directly based
on the network revenue instead of the prediction accuracy, significantly outperforming the conventional
prediction-based separate design. Employing the Lagrange duality and Karush-Kuhn-Tucker (KKT) con-
ditions, we achieve efficient forward pass (obtaining resource allocation decisions) and backpropagation
(deriving the objective-driven gradients for joint model training) of the output layer. Extensive experiments
on different traffic datasets validate the superiority of the proposed approach, achieving up to 38.85% higher
network revenue than the conventional predictive baselines.

INDEX TERMS Resource allocation, traffic prediction, differential optimization, split AI inference.

I. INTRODUCTION

THE integration of artificial intelligence (AI) and com-
munication is considered as a crucial usage scenario for

the upcoming sixth-generation (6G) networks, as highlighted
in the ITU-R report for the framework of IMT-2030 [1].
As recommended in the 3rd generation partnership project
(3GPP) TR 22.874 [2], split AI inference can facilitate the

computation offloading of AI services in edge computing
networks and alleviate the limitation of delay, resources, and
the number of devices [3]. The split AI inference involves
dividing AI models, such as deep neural networks (DNNs),
into multiple parts based on the splitting points, which can be
deployed or offloaded to different edge servers [4]. In split
AI inference, the intermediate computation results of each
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part of a model are transmitted to the corresponding edge
server. As specified in the 3GPP [2], the optimal splitting
points can help reduce the resource and energy consumption
of resource-constrained local devices [5], [6], decrease the
end-to-end delay, and improve the accuracy, efficiency, and
privacy of networks [3], [7].

There are various existing studies to optimize split AI
inference with the objectives of communication latency [8],
[9], energy consumption [10], throughput [11], and qual-
ity of service (QoS) [12]. Resource allocation (including
split decisions) is a critical concern in split AI inference
for computation-intensive models. One notable approach is
Neurosurgeon [3], which introduced an algorithm to identify
the optimal layer for splitting DNNmodels while minimizing
energy consumption and latency. Additionally, other stud-
ies [13], [14] jointly optimized the allocation of computation
and communication resources.

In existing approaches, the challenges of conventional
frameworks arise from the lack of time-sensitive service pro-
visioning capability when dealing with time-varying traffic
arrivals across a network [15], [16]. First, the static resource
allocation methods are inadequate for accommodating fluc-
tuations in traffic inference and, consequently, often result
in violations of service level agreements (SLAs) [17]. They
fail to tackle fluctuations in network traffic and resource
availability in a dynamic network. Second, to tackle the issue
of time-varying network traffic, prediction-based resource
optimization approaches have been proposed. They predict
network traffic using different prediction methods. As illus-
trated in Fig. 1(a), a traffic predictionmodule, such as the long
short-term memory (LSTM) network, can forecast network
traffic patterns, and resources can be proactively allocated to
handle incoming traffic according to the prediction. Despite
their advantages, existing prediction-based resource alloca-
tion approaches suffer from inefficiency due to the disjointed
design structure of the traffic prediction and resource alloca-
tion modules.

The motivation of this paper lies in addressing the
challenge of effectively provisioning services in networks
experiencing time-varying traffic arrivals. In conventional
frameworks, inefficiencies arise primarily because conven-
tional traffic prediction modules prioritize the accuracy of
future traffic prediction by minimizing the mean squared
error (MSE) between predicted and ground-truth traffic pat-
terns. To meet the requirements of edge networks for split
inference as specified in the 3GPP [2], novel frameworks are
anticipated to solve the problem that is difficult to account for
the broader network objectives (e.g., maximizing throughput
or revenue.) in conventional approaches.

In this paper, we propose a novel, objective-driven, differ-
entiable optimization framework. Distinctively different from
the existing separate designs of traffic prediction and resource
allocation, the proposed framework integrates these twomod-
ules for split AI inference in edge networks. This integration
(i.e., the objective-driven design) enables the proposed frame-
work to be trained based on the network revenue, instead of

FIGURE 1. Comparison between different frameworks. (a) The
existing prediction-based framework, which adopts the
separate design of traffic prediction and resource optimization;
(b) The objective-driven integrated framework, which embeds
the optimization as the output layer of the traffic prediction
module. In the objective-driven framework, the traffic prediction
module is trained to maximize the resource allocation objective
(e.g., network revenue), instead of minimizing prediction errors.

the traffic prediction accuracy. Specifically, we formulate the
resource allocation problem to maximize network revenue
under computational and bandwidth resource constraints, and
propose to embed the problem as the output layer of the traffic
prediction AI model. As a result, the model accounts for
both traffic prediction and resource allocation. By contrast,
the existing models can only capture traffic prediction and
optimize traffic prediction accuracy.

To achieve this integration, the concept of differentiable
optimization [18], [19] is leveraged, which enables the
generation of gradients between the loss function and the
parameters involved in the differentiable optimization of a
learning model. By harnessing differentiable optimization,
the traffic prediction and resource allocation modules can
be seamlessly integrated. This approach allows the traffic
prediction module to be trained to optimize network rev-
enue directly, rather than minimize prediction error as in
conventional approaches. The proposed framework offers a
new solution for establishing a more efficient approach to
time-varying traffic provisioning in edge networks.

The key contributions of this paper are listed as follows.
• We formulate a new resource allocation problem for
time-sensitive split AI inference network in the presence
of uncertain traffic and network re heterogeneity, where
the resources must be allocated without knowing the
upcoming traffic arrivals and network conditions.

• We propose an objective-driven framework that com-
bines network traffic prediction and resource optimiza-
tion, hence integrating the optimization problem as the
output layer of a learning model. This integration facili-
tates training the traffic prediction module to maximize
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TABLE 1. The summary of existing resource optimization studies based on reinforcement learning and deep learning.

network revenue, instead of only minimizing the predic-
tion error.

• We generate efficient resource allocation decisions and
derive the objective-driven gradients for joint model
training by employing the Lagrange duality and Karush-
Kuhn-Tucker (KKT) conditions of the output layer (i.e.,
the differentiable optimization module).

• Extensive experiments are conducted on different
network traffic datasets to validate the superiority
of the proposed objective-driven framework to the
existing methods. As compared to the conventional
prediction-based separate design, the proposed frame-
work can achieve up to 38.85% higher network revenue.

The rest of the paper is organized as follows. Section II
provides an overview of the related works. Section III
presents the system model in edge intelligence. formu-
lates the resource management problem. Section IV for-
mulates the resource allocation problem and introduces the
objective-driven approach and different models of the pro-
posed framework. The experiment results are analyzed in
Section V, followed by a conclusion in Section VI.

II. RELATED WORK
This section provides an overview of research studies related
to split AI inference and compares different methods in the
topics of predictive resource allocation. A comparison study
of the existing studies is presented in Table 1, where existing
resource allocation frameworks are based on their structures,
network resources, and learning models.

A. REINFORCEMENT LEARNING-BASED RESOURCE
ALLOCATION
In resource-constrained systems, efficient resource man-
agement and balancing network traffic among different
AI services are crucial. Markov decision process (MDP)

provides a suitable framework for addressing sequential
decision-making problems. Reinforcement learning (RL)
offers various methods to solve MDP problems [24].
Xiong et al. [24] formulated a resource allocation problem at
the edge node as anMDP and implemented a deep Q-network
(DQN) algorithm that utilizes multiple replay memories to
reduce resource consumption.

Several studies have applied RL to address resource allo-
cation problems. These frameworks considered computing
capability and channel conditions by treating resource con-
sumption minimization or network revenue maximization as
system objectives. They monitored the network state and
selected optimal allocation schemes [20], [21]. Wang et al.
[22] applied RL to an edge intelligence network, considering
various resources, such as computational resource, band-
width, and energy consumption, to reduce latency. Tu et al.
[23] proposed an Online Predictive Offloading algorithm that
combines a LSTMnetwork and a deep reinforcement learning
(DRL) model. However, these RL-based resource allocation
approaches may be ineffective, as historical traffic data are
not fully exploited.

B. DEEP LEARNING-BASED RESOURCE ALLOCATION
DNN models are also efficient for solving traffic predic-
tion and resource optimization problems. Fattore et al. [29]
explored the use of LSTM to predict user mobility and make
distributed resource allocation decisions in the mobile edge
computing (MEC) network. Zhu and Wang [25] developed
an intelligent resource allocation algorithm for base stations
(BSs) by utilizing LSTM to predict traffic distributions. The
prediction results provided insights into traffic demand and
served as a constraint in their resource allocation problem.

Some studies have developed advanced predictive mod-
els based on LSTM for efficient resource allocation.
Li et al. [26] combined LSTM with historical average values
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to predict the traffic demands of a BS to solve a power
control problem. To optimize resource allocation, convex
problems can be combined with the predictive models [27],
[30]. To capture the interaction between services and users,
attention-based LSTM models can be utilized to predict
traffic flow and adaptive resource allocation models can
improve efficiency under resource constraints based on the
prediction results [28]. Kavehmadavani et al. [31] proposed
a joint intelligent framework that integrates traffic predic-
tion and flow split distribution. However, as illustrated in
Fig. 1(a), the efficiency of the prediction-based resource
allocation framework may be compromised due to the sep-
arate design architecture of traffic prediction and resource
allocation.

As shown in Table 1, we compare the existing resource
optimization studies based on different RL or deep learning
frameworks. Several limitations of existing works are iden-
tified. RL-based approaches addressed different sequential
decision-making problems and failed to predict the traf-
fic data using the historical data. These approaches cannot
output accurate prediction results. In deep learning-based
approaches, the efficiency may be compromised because
the traffic prediction and resource allocation modules are
separated. In other words, deep learning-based approaches
make it difficult to generate an objective-driven framework.
They only aim at accurate predictive traffic, not the network
revenue.

C. DIFFERENTIABLE OPTIMIZATION
The OptNet framework [18] has introduced a promising
breakthrough by incorporating constrained optimization as
a layer within deep learning architectures. This framework
establishes the relationship between model-based optimiza-
tion problems and AI models, enabling the use of exact
gradients through differentiation of the KKT conditions of
a quadratic program [32]. This allows for objective-driven
model training. Although the OptNet framework has been
applied in various research areas, such as adversarial behavior
learning [33], power provisioning [34], and graph match-
ing [35], its application in resource allocation has not been
adequately explored in the existing literature. Our work
aims to bridge this research gap by integrating prediction
and optimization modules and proposing an objective-driven,
differentiable optimization approach for traffic prediction
and resource allocation in the context of split AI infer-
ence. This integration allows for a unified framework that
combines the benefits of deep learning-based prediction
models with the optimization capabilities of the OptNet
framework.

III. SYSTEM MODEL
This section introduces a split AI inference edge network and
formulates the resource-constrained problem. As illustrated
in Fig. 2, our analysis focuses on the structure of the edge
network, comprising a central controller and interconnected
edge servers via communication links.We represent the set of

TABLE 2. Definitions of notations.

all edge servers asN = {n1, n2, . . . , nN }, whereN represents
the total number of edge servers. Similarly, the set of all
communication links is denoted as E = {e1, e2, . . . , eE },
where E represents the total number of communication links.
The notations used in this paper are summarized in Table 2.

A. SPLIT AI INFERENCE MODEL
As stated in Section I, split AI inference partitions an AI
model into multiple parts to be deployed at different network
servers. Based on [2], [3], and [7], this split AI inference strat-
egy considers the resource consumption, end-to-end delay,
and private information security in splitting networks. The
strategy is pre-determined. We define the indexes of different
AI service models using K = {1, 2, . . . ,K }, where K is
the total number of AI services [4]. The split parts of a
specific model are indexed by Mk = {M k

1 ,M k
2 , . . . ,M k

mk },
where M k

i (1 ≤ i ≤ mk ) is the i-th part of AI ser-
vice k and mk denotes the number of partitions of this
model.

The partitioned models are deployed to the edge servers.
In this paper, we consider the case where the models
are pre-deployed at the servers by adopting the existing
approaches. For example, Hivemind [4] is a popular method
to solve the model splitting and deployment problem effi-
ciently, which inherits the logic of the distributed Dijkstra’s
algorithm. After deploying the AI models, the system oper-
ates in a chain structure. As shown in Fig. 2, each edge
server processes its received intermediate data/original input
by running its owned part, and sends the processed results
to the next edge server (owning the subsequent model part).
The framework security is based on the split AI partitioning
strategy and can improve the security of private informa-
tion [2]. For instance, our previous work [7] considered the
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FIGURE 2. An illustrative example of the split AI inference network. The AI model is partitioned into multiple parts that are
deployed at the edge servers. The data (e.g., image) can be processed along the path of the deployed model parts. The
controller is responsible for allocating the resources for time-sensitive services in the presence of uncertain traffic and
network heterogeneity.

security-efficiency tradeoff in split AI inference to alleviate
the risk of two passive attacks for recovering the input data
and private labels.

To this end, each service k can be described by
Sk (Pathk , ck , bk ). In particular, Path = {Pathk |k ∈ K}

denotes the set of ordered links between the edge servers
used in service k [36]. For instance, the path of service
N is denoted by PathN = {(n1, n2), (n2, n3), (n3, n4)} in
Fig. 2. This indicates that the computation path of the ser-
vice contains edge servers {n1, nn, n3, n4}. Here, ck and bk

represent the data density (overhead) of service k regarding
server processing and link transmission, respectively. cki ∈ R
denotes the data density at edge server i, which represents
the computation resource consumption for each unit of input
data of service k on server i. bk(i,j) ∈ R denotes the data
density at the link connecting servers i and j, which rep-
resents the bandwidth consumption for each unit of input
data of service k . Let ck = [cki ] ∈ Rmk and bk =

bk(i,j) ∈ Rmk−1 collect the data density factors along the
path.

Different from data transmission, the input and output data
sizes may not be equal, depending on the number of neurons
at the cut layer of the part. The above data density factors,
ck and bk , are unified and defined based on the consumption
per unit input data size. Moreover, the data density factors
depend on the SLA (QoS metric), i.e., how many resources
can guarantee on-time service provisioning for a unit size of
input traffic.

B. TRAFFIC MODEL AND ADMISSION CONTROL
Let Dk (t) denote the volume (e.g., in Mb) of arrived traffic
at time slot t for service k . We consider the practical but
challenging scenario [37], [38], where the resource allocation
must be optimized without knowing the current data arrival
Dk (t). Particularly, Dk (t) can only be observed at the end of
each slot t . In other words, the framework needs to predic-
tively allocate resources based on historical traffic arrivals in
the previous slots {0, 1, · · · , t − 1} [27].

Note that the resource allocation (i.e., preserving how
many computational and bandwidth resources at the edge
server/inter-server links) determines the maximum value of
accommodated data. Admitting more traffic would result in
the violation of SLA. Let dk (t) be the size (e.g., in Mb) of
admitted input data for service k at slot t . dk (t) must not
exceed the total size of traffic arrivals, i.e.,

0 ≤ dk (t) ≤ Dk (t) ∀k ∈ K. (1)

Recall that the data density factors specify the minimum
required computation/bandwidth resources to accommodate
a unit size (e.g., per Mb) of input data within the SLA
requirement. Given the admitted data size dk (t), the edge
server i ∈ Pathk and link (i, j) ∈ Pathk need to reserve cki dk (t)
computational resources and bk(i,j)dk (t) bandwidth resources
for service k , respectively.

Let Ci (e.g., in GHz) and B(i,j) (e.g., in Mbps) denote the
maximum computational and bandwidth resources of edge
server i and inter-server link (i, j), respectively [23]. Given

1182 VOLUME 2, 2024



Lyu et al.: Objective-Driven Differentiable Optimization

the resource limitation, the data admission (i.e., resource
allocation) must also satisfy∑

k

cki dk (t) ≤ Ci ∀i ∈ Pathk , k ∈ K; (2a)∑
k

bk(i,j)dk (t) ≤ B(i,j) ∀(i, j) ∈ Pathk , k ∈ K. (2b)

IV. OBJECTIVE-DRIVEN DIFFERENTIABLE
OPTIMIZATION OF TRAFFIC PREDICTION AND
RESOURCE ALLOCATION
This section introduces the formulated problem, the overall
framework of the differentiable optimization framework, and
outlines the process of solving the optimization problem.
Fig. 3 shows the framework of the proposed, objective-driven,
differentiable optimization, which resembles the structure
presented in Fig. 1(b) and aims to maximize network revenue
rather than minimize the prediction error. The optimization
problem is embedded as the output layer following the net-
work traffic prediction module. As shown in Fig. 3, the
proposed framework integrates two parts, i.e., traffic predic-
tion and differentiable optimization.

A. PROBLEM FORMULATION
The infrastructure provider (i.e., the owner of edge servers)
is responsible for allocating the resources. Its objective is to
maximize the network revenue of split AI inference services
at each time slot t . The network revenue is made up of two
parts, including: 1) the revenue paid by the service provider
according to SLA for successfully accommodated data, and
2) the costs of allocating the resources (e.g., resource con-
sumption for computations).

Let rk denote the unit income for accommodating a unit
size of data (e.g., in $/MB). qC and qB are the costs for allocat-
ing computational and bandwidth resources (also measured
in dollars). The problem of maximizing the network revenue
can be formulated as

max
dk (t)

∑
k∈K

{rkdk (t) − qC
∑

i∈Pathk

cki dk (t)

− qB
∑

(i,j)∈Pathk

bk(i,j)dk (t)}

s.t. (1), (2a), (2b), (3)

where the data admission dk (t) specifies the resource alloca-
tion, as stated in (2).

Problem (3) is a linear programming (LP) problem. How-
ever, as stated earlier, we consider a practical but challenging
scenario, where the resources must be allocated predictively
without the prior knowledge of the current data arrival Dk (t).
Additionally, we further consider that the maximum resource
parameters Ci and B(i,j) cannot be directly observed, as the
exposure of the maximum resources would increase the risks
of cyberattacks. The controller can only learn some informa-
tion parameters from successfully accommodated traffic at
each slot.

B. OBJECTIVE-DRIVEN LSTM AND DIFFERENTIABLE
OPTIMIZATION MODULES

• Objective-driven LSTM Module. The LSTM traffic
prediction module is used to predict the arriving data
for each service k at each time slot t . The LSTM mod-
ule follows the same structure as the widely adopted
LSTM network, whereas its training objective is to max-
imize network revenue, i.e., the gradients of Problem (3)
generated from the differentiable optimization module.
Please refer to Section IV-B-II) for details.

• Differentiable Optimization Module. The differen-
tiable optimizationmodule aims to optimize the resource
allocation decisions for Problem (3). The optimal
resource allocation strategy maximizes the network
revenue. This module is also responsible for 1) embed-
ding Problem (3) as a differentiable optimization layer
following the LSTM module, and 2) approximating
unobservable network resources and calculating the
objective-driven gradients for the training of the predic-
tion module. Please refer to Section IV-B-I) for details.

By incorporating differentiable optimization, we inte-
grate traffic prediction and resource allocation modules.
The traffic prediction module can be trained to maximize
the network revenue instead of minimizing the prediction
error.

1) DIFFERENTIABLE OPTIMIZATION MODULE
Problem (3) is interpreted as a layer for training the objective-
driven model. This module generates the resource allocation
decisions dk (t) based on the predictive traffic from the LSTM
module. We solve the problem in this module to obtain the
optimal resource allocation strategy. As shown in Fig. 3,
the predictive traffic Dk (t) of the LSTM module serves as
the input of the differentiable optimization module, and the
output is the optimal solution of Problem (3). The network
resource parameters, i.e., Ci and B(i,j), need to be predicted or
approximated in the module. There are two types of gradients
required in the differentiable layer, including: 1) ∂l

∂Dk (t)
, which

is used to train the LSTM prediction module in an objective-
driven manner, where l represents the loss (e.g., the MSE
between output and target) of the solution, and 2) ∂l

∂Ci
and

∂l
∂B(i,j)

, which are used to approximate the optimal network
resources Ci and B(i,j), respectively.

To obtain these gradients for Problem (3), we combine all
inequality constraints and redefine the parameters as

G =


[cki ]
[bk(i,j)]
I

−I

 ∈ R(2K+E+N )×K
; (4a)

h =


Ci
B(i,j)
Dk (t)
0

 ∈ R(2K+E+N )
; (4b)
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FIGURE 3. The framework of the proposed, objective-driven, differentiable optimization of traffic prediction and resource allocation.

pk = rk − qC
∑

i∈Pathk

cki − qB
∑

(i,j)∈Pathk

bk(i,j); (4c)

p =
[
p1, p2, . . . , pK

]
∈ RK , (4d)

where I is the identity matrix, [cki ] ∈ RN×K and [bk(i,j)] ∈

RE×K represent the collectionmatrices of cki and b
k
(i,j), respec-

tively; pk represents the unit revenue of service k and p
represents the collective unit revenue across all services. For
brevity, let d = {d1(t), d2(t), · · · , dK (t)} ∈ RK represent the
collective admitted traffic of all services in time slot t . Then,
Problem (3) can be reformulated as

min
d

− pTd (5a)

s.t. Gd ≤ h. (5b)

Problem (5) is an LP problem and can be solved applying
Lagrange duality. Let λ ∈ R(2K+E+N ) (λ ≥ 0) be the dual
variable associated with the inequality constraint (5b). The
Lagrangian of (5) can be written as [18]

L(d, λ) = −pTd + λT (Gd − h), (6)

where h is the differentiable optimization parameter in (4b)
that can be affected by variables Ci(t) and B(i,j)(t). The KKT
conditions of this Lagrangian are

−p + GTλ∗
= 0, (7a)

(λ∗)T (Gd∗
− h) = 0, (7b)

where d∗ and λ∗ are the optimal primal and dual variables,
respectively. Based on KKT conditions, we can obtain the
closed-form expressions for the optimal dual variable λ∗ and

network revenue (i.e., objective), which must satisfy

GTλ∗
= p, (8a)

−pTd∗
= infL(d, λ) = −hTλ∗. (8b)

This provides an effective way for the forward pass of the out-
put layer to obtain the optimal resource allocation decisions.
We proceed to calculate the derivative of l with respect

to h for efficient backpropagation, such that the resource
optimization and traffic prediction modules can be directly
trained based on the loss function (i.e., maximizing the net-
work revenue). We take the derivatives of these conditions
from (7) associated with d∗, λ∗, and h, i.e.,

GT dλ = 0, (9a)

diag(Gd∗
− h)dλ + diag(λ∗)(G(dd) − dh) = 0, (9b)

where diag(·) represents diagonal matrix. It can be rewritten
in the matrix form as[

0 GT

diag(λ∗)G diag(Gd∗
− h)

] [
dd
dλ

]
=

[
0

diag(λ∗)dh

]
. (10)

The derivatives of these conditions (10) give the gradient
of d with respect to h. The Jacobian ∂d∗

∂h can be computed
from (10). Let dh = I and then solve this equation. The result
of dd is the Jacobian ∂d∗

∂h for gradient calculation [18].
Next, we clarify the relationship between the loss and the

unobservable parametersCi and B(i,j). In the backpropagation
process, the framework gets the backward pass vector ∂l

∂d ∈

RK . The gradient can be obtained based on the chain rule
∂l
∂h =

∂l
∂d ·

∂d
∂h ∈ R(2K+E+N ). We multiply the inverse of the
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FIGURE 4. The structure of the objective-driven LSTM network.

left matrix on the right-hand side of (10), i.e.,[
dd
dλ

]
=

[
0 GT

diag(λ∗)G diag(Gd∗
− h)

]−1 [
( ∂l
∂d∗ )T

0

]
. (11)

The corresponding derivative of l with respect to h in Prob-
lem (5b) can be given by

∂l
∂h

= −diag(λ∗)dλ =


∂l
∂Ci
∂l

∂B(i,j)
∂l

∂Dk (t)
∂l
∂0

 . (12)

The gradient (12) consists of all required vectors to update the
objective-driven LSTMmodule (i.e., ∂l

∂Dk (t)
) the unobservable

resources (i.e., ∂l
∂Ci

and ∂l
∂B(i,j)

). During the backpropagation,
the computational resource Ci and bandwidth resource B(i,j)
can be approximated by employing MSE loss and the gradi-
ents in (12).

2) OBJECTIVE-DRIVEN LSTM MODULE
This module predicts data arrivals. LSTM is a crucial variant
of recurrent neural network (RNN) that addresses the chal-
lenges of gradient disappearance and explosion in traditional
RNNs [39]. Fig. 4 shows the structure of the objective-driven
LSTM module, which follows the standard LSTM network
by cascading LSTM cells [40].

Each LSTM cell includes four gates: input Dk (t), forget
ft , cell state ct and output ot gate [40]. The output gate
calculates the generation of the output based on the cell
state and input data. The forget gate determines the extent,
to which the previous information should be disregarded in
the current context. The updating of the cell state is based
on the input and the previous output of the cell. The input
of the LSTM module is a window of the previous traffic
{Dk (t − L), . . . ,Dk (t − 1)}, where L represents the sequence
length of LSTM cells [41]. The output of the module is the
predictive traffic arrival Dk (t) of all services at slot t , which
also serves the admission control constraint in Problem (3).

Algorithm 1 Integrating Differentiable Optimization With
Learning-Based Traffic Prediction

Initialize the network topology {N , E}, the attributes of
services {Sk}, model partition set {Mk}, the traffic dataset
{DK }

Input the network traffic data;
for time slot t = 1 . . . T :

Predict traffic flow Dk (t);
Solve Problem (3) and obtain solutions d, λ∗

k ;
Apply this allocation strategy dk (t);
Calculate the target in (3);
Obtain MSE l and ∂l

∂h by (12);
Update model parameters;

End for.

Unlike conventional prediction-based frameworks, the
LSTM network is trained based on the objective of Prob-
lem (3). It does not explicitly minimize the MSE of traffic
prediction. As shown in Fig. 4, the training metric is the
gradient ∂l

∂Dk (t)
derived from Problem (3). In other words,

the LSTM network is updated to optimize the overall
performance.

C. IMPLEMENTATION IN MODEL-SPLIT EDGE NETWORK
The proposed algorithm is illustrated in Algorithm 1. The

network topology and service attributes are generated in the
initialization stage. Each service is split into several partitions
and deployed on the edge servers. During the training process,
the framework first predicts the arrival traffic Dk (t) of this
slot based on historical data, and then passes Dk (t) to the
differentiable optimization module. In other words, these
two modules are connected by the prediction Dk (t), which
serves as both the output of the prediction module and the
input of the resource allocation module. After receivingDk (t)
to determine the admitted traffic constraint, the resource
allocation module solves the LP Problem (3) to obtain the
optimal primal variable d∗ and the optimal dual variable λ∗.
The objective of the resource allocation is derived from the
optimal parameters. The MSE between the objective and the
output serves as the loss function. In the backpropagation
step, the updating gradient of the model (i.e., ∂l

∂h ) is obtained
from the differentiable optimization layer to approximate net-
work resources Ci and B(i,j) and update the LSTM prediction
module.

Fig. 3 illustrates the interaction between the controller
and the environment in Algorithm 1. The learning model is
deployed at the controller. At the beginning of each slot t ,
the controller predicts the traffic arrival Dk (t) for each ser-
vice and passes it to the differentiable optimization module.
The resulting resource allocation strategy d∗ is obtained by
solving the LP problem in (5). The edge servers reserve the
corresponding resources for the traffic at this time slot. The
actual traffic arrivalsD∗

k (t) are available at the end of the time
slot. Accordingly, the controller calculates the loss and the
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backpropagation gradient using (12) to update all parame-
ters, including the prediction module and the differentiable
optimization module.

At each time slot, the complexity of the proposed frame-
work isO(L+ (K +E +N )3), encompassing: 1) the forward
pass with a linear complexity of O(L + K + E + N ), where
the complexity of the LSTM module is O(L) [40] and the
complexity of the resource allocationmodule isO(K+E+N )
due to the availability of the closed-form solution in (8), and
2) the backpropagation with a complexity of O(L + (K +

E + N )3), where the linear LSTM backpropagation incurs a
complexity ofO(L) and the resource allocationmodule incurs
a complexity ofO((K+E+N )3) [18]. The complexity of the
proposed framework scales only cubically with the numbers
of servers N , links E , and services K , and can be reasonably
implemented in real-time. Consequently, the traffic volume
and network size determine the complexity and convergence
speed of Algorithm 1.
Based on the time complexity analysis, the complexity

grows cubically with the numbers of services, servers, and
links, which affects the scalability of the proposed frame-
work. Because the numbers of servers, links, and services
affect the dimensions of the corresponding parameters in
the proposed LP Problem (3), the change of network topol-
ogy or services would result in a new LP problem in the
optimization module. Nevertheless, the approximate values
of the unobservable resources (i.e., Ci and B(i,j)) are still
valuable after this change. Moreover, a new network ser-
vice can also result in the reconstruction of the LSTM
prediction module due to the fact that LSTM (and other
conventional prediction networks) can only accept fixed input
dimensions [42], [43], [44].

V. EXPERIMENTAL RESULTS
In this section, we conduct extensive experiments on dif-
ferent network traffic datasets to validate the superiority of
the proposed objective-driven framework. In the following,
we present the experimental settings and analyze the results.

A. EXPERIMENTAL SETTING AND BENCHMARKS
We have developed a Python-based platform to evaluate the
proposed framework. The experimental setup is summarized
in Table 3. The topology and the historical traffic arrivals
of our experiments are extracted from the TOTEM Project
dataset [45]. The dataset provides a network topology con-
sisting of 23 nodes and 74 links, and records network traffic
data on a time slot basis. We employ three different DNN-
based services: AlexNet, VGG, and FACE with the optimal
partitioning points according to [3], and conduct extensive
experiments, where the density parameters represent the
resource consumption for each unit of traffic data, as spec-
ified in [2]. The optimal partitioning points help balance
computational and bandwidth resource consumption, and the
framework energy consumption of the splitting network.

The computational resource Ci and bandwidth resource
B(i,j) of each edge server and link follow a normal

TABLE 3. The experimental parameters.

distribution [46], [47], [48] to capture the network hetero-
geneity. Compared with uniform distributions [49], [50],
normal distributions make it easier to tackle the heterogeneity
of resources in a network (i.e., the standard deviations of the
distributions). Moreover, the normally distributed data points
are closer to their mean, thereby reducing excessive errors
caused by unobservable resources in the benchmarks.

To deploy models at the servers, we utilize the Greedy
on Used Server (GUS) algorithm [51]. This algorithm aims
to minimize the number of occupied servers by prioritizing
the placement of models on already used servers, thus avoid-
ing the allocation of additional spare servers. We apply this
algorithm to the edge intelligence framework, deploying each
partition on servers. This allows resource starvation scenarios
to be simulated in the experiments.

For comparison purposes, we consider the following
benchmarks.

• Non-splitting framework: This framework uses the
conventional non-splitting framework, which does not
split AI inference models. This benchmark deploys each
model to one server. Therefore, the efficiency of each
service depends on this server. The non-splitting frame-
work consists of a traffic prediction and an optimization
module, which are the same as the predictive optimiza-
tion framework.

• Predictive optimization framework: This framework
consists of a traffic prediction layer and a simple opti-
mization layer, which has the same structure as in [27],
[29], and [30]. The prediction layer predicts arriving
data in the same way as the proposed framework. The
optimization layer is not a part of the learning model.
We consider two traffic prediction modules: LSTM and
Bi-LSTM. The Bi-LSTM collects the forward and back-
ward information, and consists of two LSTM layers. The
exact values of computational and bandwidth resources
are unobservable. We use the mean of these normal
distributions instead. Compared to the proposed frame-
work, the predictive optimization framework has lower
time complexity, and fails to approximate these unob-
servable parameters, which can cause inefficiency.

• Offline optimization framework: The optimal
framework has the same structure as the predictive
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FIGURE 5. The average throughput achieved by the splitting and
non-splitting frameworks.

optimization framework, with access to all of its avail-
able optimal parameters. This framework represents the
best-case solution to the network resource allocation
problem and provides a benchmark for other frame-
works. The traffic variations and resource parameters are
known to the offline optimization framework, so that it
serves as the upper bound for both the proposed frame-
work and prediction-based frameworks. Compared to
the proposed framework, the offline optimization frame-
work outputs the optimal resource allocation in the
network (i.e., the target of the network), which can be
hard to generate in practice.

B. VALIDATION OF SPLITTING MODEL
We consider the difference between splitting and non-
splitting frameworks. As shown in Fig. 5, we compare
the average network traffic for over 700 slots on the
TOTEM dataset. It is noticed that the splitting framework
improves the average throughput substantially, compared
to the non-splitting framework, i.e., 289.50 Mb/slot versus
68.81 Mb/slot. The non-splitting framework is limited by
the local resources, while the splitting framework develops a
cooperative computing network to achieve higher efficiency.

C. ADMITTED NETWORK TRAFFIC VOLUME
Recall in Problem (3) that the network revenue is propor-
tional to the admitted traffic volume

∑K
k=1 dk (t).We compare

the total traffic flows
∑K

k=1 dk (t) achieved by different
approaches in Fig. 6. The throughput would be identical to
the network revenue when taking p = [1] ∈ Rk .

After 20 training epochs, all frameworks exhibit period-
icity. On average, the proposed framework achieves a total
traffic flow of 289.50 Mb/slot over 700 slots, while the pre-
dictive framework based on LSTM and Bi-LSTM achieves
261.48 Mb/slot and 256.61 Mb/slot, respectively. The pro-
posed framework outperforms the predictive frameworks,

FIGURE 6. The admitted network traffic volume (i.e., network
throughput) achieved by different frameworks.

providing an improvement of 9.12% and 11.03% in network
throughput.

It is noted in Fig. 6 that the throughput gain of the pro-
posed approach becomesmore pronounced at the traffic peak.
The approach can achieve up to approximately 10% higher
throughput than the conventional prediction-based separate
frameworks. This validates the effectiveness of our integrated
framework since the traffic prediction module is trained to
maximize the network revenue (not minimizing the traffic
prediction error in the conventional design).

To validate the discrepancy between the traffic prediction
accuracy and resource optimization objective (maximizing
throughput), we also compare the predicted and ground-truth
network traffic achieved by different frameworks in Fig. 7.
Here, the offline curve indicates the ground-truth traffic,
while the other three lines represent the predicted traffic in
the proposed framework (aimed to maximize throughput)
and the predictive frameworks (aimed to minimize predic-
tion errors). The prediction of the proposed objective-driven
approachmay deviate from the ground-truth traffic, achieving
a prediction accuracy of 90.92%. By contrast, the LSTM and
Bi-LSTM frameworks achieve a higher prediction accuracy
of 98.27% and 97.98%, but degrade throughput.

Based on Figs. 6 and 7, we can conclude that the acc-
uracy of traffic prediction does not fully capture the objec-
tive of maximizing network throughput. As a result, the
proposed objective-driven integrated approach can achieve
approximately considerably throughput (on average) than the
conventional prediction-based separate design. Moreover, the
maximal throughput gain happens at the traffic peak (where
the predicted traffic deviates most from the ground truth).

D. RESULTS ON NETWORK HETEROGENEITY
1) AVERAGE RESOURCE HETEROGENEITY
We consider the heterogeneity of the network by assuming
that the computational resourcesCi, ∀i ∈ Path and bandwidth
resources B(i,j), ∀(i, j) ∈ Path follow normal distributions
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FIGURE 7. The predicted and ground-truth network traffic
achieved by different frameworks. The offline provides the
ground-truth traffic.

(the few servers/links with negative values are discarded
before the deployment of the AI parts). The distributions of
computational and bandwidth resources can be described as

Ci ∼ N (µC , σ 2
C ), B(i,j) ∼ N (µB, σ

2
B), (13)

where µC and µB represent the means of the resources dis-
tributions, and σC and σB represent the standard deviation of
them.

The average resourceM ∈ R can be described as

M =
µC + µB

2
. (14)

Fig. 8 illustrates the average throughput of the consid-
ered frameworks under different levels of resource avail-
ability. The average resource M represents the compu-
tational and bandwidth resources of the network. When
the average resource is relatively small, the throughput
of all frameworks is limited by scarce resources. The
proposed framework achieves slightly higher efficiency.
As the average resource increases, all frameworks achieve
higher throughput. The proposed framework surpasses the
benchmarks rapidly. When the average resource exceeds
the requirements, the throughput tends to stabilize and the
proposed framework shows its improvement. When the
average resource is 120 Mb/slot, the proposed framework
achieves 292.15 Mb/slot, while the predictive frameworks
based on LSTM and Bi-LSTM achieve 264.62 Mb/slot and
257.36 Mb/slot, respectively. This improvement is attributed
to the effective approximation of unobservable resources
in the differentiable optimization module of the proposed
objective-driven structure.

2) RESOURCE DEVIATION HETEROGENEITY
Let 6 ∈ R represent the average of the two standard devia-
tions, σC and σB; i.e.,

6 =
σC + σB

2
. (15)

FIGURE 8. The average throughput of different frameworks
under different average resource heterogeneity.

FIGURE 9. The utility (%) of the framework (i.e., the percentage
of admitted traffic to the offline optimum) under different
resource heterogeneity.

The resource distribution becomes more complex as
6 increases. In the proposed framework, these unobserv-
able resources are iteratively matched through the proposed
differentiable optimization module during the backpropa-
gation process. A higher 6 indicates a greater deviation
of resources from their mean values. As 6 increases, the
task of parameter matching by the methods becomes more
challenging.

Fig. 9 illustrates the resource utility outcomes under var-
ious standard deviation scenarios. The utility is defined as
the percentage of admitted service traffic to the maximum
service traffic. The utility helps verify the feasibility of
the framework. When 6 is relatively small, the through-
put of the proposed framework slightly surpasses that of
the benchmarks. As 6 increases, the superiority of the
proposed framework is increasingly noticed. This improve-
ment is achieved by effectively approximating unobservable
resources, which results in the improved accuracy of resource
allocation.
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TABLE 4. The summary of resource utility (%), i.e., the percentage of admitted traffic to the offline optimum, on network heterogeneity.

FIGURE 10. The admitted network traffic volume under Kaggle
dataset.

3) DATASET HETEROGENEITY FROM KAGGLE
In addition to the TOTEM Project dataset, we have also
conducted experiments using an alternative dataset obtained
from Kaggle [52]. This Kaggle dataset exhibits a higher level
of complexity than the TOTEM Project dataset, incorporat-
ing intricate patterns and periodic fluctuations in the traffic
data from various servers. This increased complexity poses
challenges for prediction-based frameworks, particularly in
accurately forecasting traffic for individual time slots.

As shown in Fig. 10, there can be a notable limitation of
the conventional predictive optimization framework in han-
dling intricate datasets, leading to high network traffic errors.
By contrast, the proposed framework emerges as a viable
solution. On average, our proposed framework achieves a
traffic rate of 78.60 Mb/slot, while the conventional predic-
tive optimization frameworks based on LSTM and Bi-LSTM
achieve 66.92 Mb/slot and 68.25 Mb/slot, respectively. Our
framework outperforms the predictive frameworks by about
12%over 700 time slots. This improvement is attributed to the
incorporation of the differentiable optimization layer in the
proposed framework. This layer mitigates the adverse impact
of the LSTM’s sub-optimal performance by dynamically
updating the parameters to appropriate values, compensating

for the limitations of LSTM in handling complex and period-
ically fluctuating datasets.

4) HETEROGENEITY RESULT SUMMARY
Table 4 presents the network resource utility (i.e., the percent-
age of admitted traffic to the offline optimum) under different
parameter distributions and datasets. The table shows a joint
impact of resource heterogeneity and dataset complexity. 1)
AsM or 6 increases, the differentiable layer in the proposed
framework can approximate the network resource parameters
via gradients, resulting in a throughput gain or a resource util-
ity gain. 2) A complicated dataset (e.g., Kaggle) would reduce
the prediction accuracy of the LSTM model, where the pro-
posed objective-driven framework can show its performance
gain due to its robustness and compensate for the prediction
errors. The gain can be as significant as up to 38.85% (86.71%
versus 62.45%) at the large values of 6 on a dataset with
higher complexity.

In summary, the accuracy of traffic prediction (as in the
conventional prediction-based separate frameworks) cannot
fully capture the objective of maximizing network revenue
(i.e., the throughput in the experiments). By training the traf-
fic prediction module to maximize network revenue (instead
of minimizing prediction error), the proposed approach can
significantly increase the revenue (by up to 38.85%), espe-
cially when the network resource heterogeneity (i.e., M
and 6) and traffic uncertainty (complexity of traffic dataset)
are prominent.

Moreover, the proposed framework can scale to a large
number of edge servers and inter-server links, although the
adopted experimental topology originates from the TOTEM
dataset. The reason is that the numbers of servers and links
only affect the dimensions of the proposed LP problem and
does not compromise the stability of the framework. The
proposed framework is effective in the face of complex traf-
fic datasets, significant network heterogeneity (i.e., network
resources), and different network sizes.

VI. CONCLUSION
This paper has proposed a new, objective-driven, dif-
ferentiable optimization framework that integrates traffic
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prediction and resource allocation for split AI inference.
To facilitate objective-driven training, the optimization prob-
lem (aimed to maximize network revenue while adhering
to service and network constraints) has been embedded as
the output layer after the traffic prediction module. We have
conducted extensive experiments on different traffic datasets,
verifying the superiority of the proposed objective-driven
framework to existing alternatives in resource utility. The
proposed approach is effective in the face of complex traffic
datasets and significant network heterogeneity (i.e., differ-
ent network resources) in which situation the LSTM suffers
from the degradation of network throughput. Our approach
can achieve up to 38.85% higher network revenue than its
alternatives.

The proposed framework integrates traffic prediction and
resource allocation, which can increase the efficiency of
networks solving LP optimization problems. In the future,
we will consider more general optimization problems, which
can require more resources and non-trivial extension of the
proposed framework. Moreover, an online network dataset
will be considered to adapt to more network scenarios.
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