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ABSTRACT It is anticipated that aerial-terrestrial integrated networks incorporating unmanned aerial vehi-
cles (UAVs) mounted relays will offer improved coverage and connectivity in the beyond 5G era. Meanwhile,
federated learning (FL) is a promising distributed machine learning technique for building inference models
over wireless networks due to its ability to maintain user privacy and reduce communication overhead.
However, off-the-shelf FLmodels aggregate global parameters at a central parameter server (CPS), increasing
energy consumption and latency, as well as inefficiently utilizing radio resource blocks (RRBs) for distributed
user devices (UDs). This paper presents a resource-efficient and decentralized FL framework called FedMoD
(federated learning with model dissemination), for millimeter-wave (mmWave) aerial-terrestrial integrated
networks with the following two unique characteristics. Firstly, FedMoD incorporates a novel decentralized
model dissemination scheme that uses UAVs as local model aggregators through UAV-to-UAV and device-
to-device (D2D) communications. As a result, FedMoD 1) increases the number of participant UDs in
developing the FL model; and 2) achieves global model aggregation without involving CPS. Secondly,
FedMoD reduces FL’s energy consumption using radio resource management (RRM) under the constraints of
over-the-air learning latency. To achieve this, by leveraging graph theory, FedMoD optimizes the scheduling
of line-of-sight (LOS) UDs to suitable UAVs and RRBs over mmWave links and non-LOS UDs to available
LOS UDs via overlay D2D communications. Extensive simulations reveal that FedMoD, despite being
decentralized, offers the same convergence performance to the conventional centralized FL frameworks.

INDEX TERMS Decentralized FL model dissemination, energy consumption, UAV communications.

I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) are expected to
have a significant impact on the economy by 2026 with

a projected global market value of US$59.2 billion, mak-
ing the inclusion of UAVs critical in beyond 5G cellular
networks [1]. UAV-mounted communication platforms have
several unique features, including the high likelihood of
establishing line-of-sight connections with ground nodes,
rapid deployment, and adjustable mobility [2]. With such
attributes, UAVs can serve as aerial base stations (BSs) or

relays in conjunctionwith terrestrial base stations, resulting in
aerial-terrestrial integrated networks (ATINs). By connecting
cell-edge user devices (UDs) to terrestrial cellular networks
via aerial BSs or relays, ATINs improve coverage and con-
nectivity significantly [3]. The 3GPP standard incorporates
using UAVs as a communication infrastructure to comple-
ment terrestrial cellular networks as well [4]. During current
5G deployment efforts, it has been shown that the millimeter-
wave band at 28 GHz has a significantly larger bandwidth
than the sub-6 GHz band. At the same time, air-to-ground
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communications can avoid blockages and maintain LOS
connectivity due to UAV’s high altitude and flexibility [5].
Therefore, the mmWave band is suitable for deploying high-
capacity ATINs in next-generation cellular networks.

A data-driven decision-making process enables wireless
networks to manage radio resources more efficiently by
predicting and analyzing several dynamic factors, such as
users’ behavior, mobility patterns, traffic congestion, and
quality-of-service expectations. Data-driven radio resource
management (RRM) has gained increasing popularity thanks
to the expansion of wireless sensing applications, enormous
data availability, and devices’ increasing computing capa-
bilities. To train machine learning (ML) models, raw data
collected from individual UDs is aggregated in a central
parameter server (CPS). As a result, such centralized ML
approaches require enormous amounts of network resources
to collect raw data from UDs. In addition, centralized ML
also impairs users’ privacy since CPS can easily extract
sensitive information from raw data gathered from UDs.
Recently, Google proposed federated learning (FL) for UDs
to collaboratively learn a model without sharing their private
data [6]. In FL, UDs update parameters according to their
local datasets; only the most recent parameters are shared
with the CPS. Using local models from all participating UDs,
the CPS updates global model parameters and shares them
with the UDs. The local and global models are adjusted itera-
tively until convergence. Unlike centralized ML approaches,
FL protects UDs’ privacy and improves wireless resource
utilization significantly. Nevertheless, the convergence per-
formance of FL in wireless networks significantly depends
on the appropriate selection of the participating UDs, based
on channel and data quality, and bandwidth allocation among
the selected UDs [7].

Recently, UAV-supported FL has emerged as an integral
component for decentralized decision-making in the ATINs
of beyond the 5G era [8]. UAV-supported FL frameworks can
leverage UAVs in two different ways. In particular, UAVs are
frequently used as aerial sensors, where UAVs collect data
using their on-board sensors (e.g., camera and air quality
meter) and participate in FL by training models locally and
sharing model parameters with the CPS [9]. Meanwhile, 6G
ATINs can also deploy UAVs with edge computing capabili-
ties, denoted onboard radio access node (UxNB), to extend
the coverage or increase the cellular capacity by acting as
an aerial BS or aerial relay [10]. In this context, UAV (i.e.,
UxNB) can be leveraged in building the FL model as a global
model aggregator for a large number of ground UDs, thanks
to its large coverage and high probability of establishing LOS
communications [11]. However, in both use cases of the UAV-
supported FL framework, the convergence and accuracy of
FL notably depend on appropriately exploiting the unique
attributes of air-to-ground communication links.

This work focuses on the UAV-assisted FL framework,
where a swarm of UAVs are deployed in an mmWave ATIN
to provide global model aggregation capability to the ground

UDs. Conventionally star-based FL is exploited for such
UAV-supported FL framework, where all the local model
parameters are aggregated from UDs to a single UAV (i.e.,
CPS) using the air-to-ground communication links. Although
such a star-based FL is convenient, it poses several chal-
lenges in the context of mmWave ATINs. First, a star-based
FL requires a longer convergence time due to the pres-
ence of straggling local learners. Recall the duration of
transmission and hovering of a UAV influences its energy
consumption, and consequently, the increased convergence
time of FL directly increases the energy consumption of
UAVs. This presents a significant challenge for implementing
UAV-supported FL inATINs since UAVs usually have limited
battery capacity. In addition, due to the increased distance
and other channel impairments, a number of local learners
(i.e., groundUDs)with excellent datasetsmay fail to establish
reliable links with the UAV-mounted global aggregator and
are excluded from building the FL model. This can notably
affect the overall accuracy of the developed FL model. The
use of star-based FL frameworks in mmWave ATINs is also
confronted by the uncertainty of air-to-ground communica-
tion links resulting from random blocking and the mobility of
UAVs. To address these challenges and fully exploit the capa-
bility of UAV swarms, a distributed FL scheme is required.
This work aims to achieve this goal by proposing a resource-
efficient FL framework for mmWave ATINs that incorporates
decentralized model dissemination and energy-efficient UD
scheduling to UAVs while leveraging both UAV-to-UAV and
UD-to-UD collaborations.

A. SUMMARY OF THE RELATED WORKS
In the current literature, communication-efficient FL design
problems are explored. In [12], the authors suggested a
stochastic alternating direction multiplier method to update
the local model parameters while reducing communications
between local learners and CPS. In [13], a joint client
scheduling and RRB allocation scheme was developed to
minimize accuracy loss. To minimize the loss function of
FL training, UD selection, RRB scheduling, and transmit
power allocation were optimized simultaneously [14]. The
number of global iterations and duration of each global iter-
ation were minimized by jointly optimizing the UD selection
and RRB allocation [15]. Besides, since UDs participating
in FL are energy-constrained, many studies have focused on
designing energy-efficient FL frameworks. As demonstrated
in [16], the energy consumption of FL can be reduced by
uploading only quantized or compressed model parameters
from UDs to CPS. Furthermore, RRM enhances the energy
efficiency of FL in large-scale networks. Several aspects
of RRM, such as client scheduling, RRB allocation, and
transmit power control, were extensively studied to minimize
both communication and computation energy of FL frame-
works [17], [18]. An energy-efficient FL framework based
on relay-assisted two-hop transmission and a non-orthogonal
multiple access scheme was recently proposed for energy and
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resource-constrained Internet of Things (IoT) networks [19].
In the aforesaid studies, conventional star-based FL frame-
works were studied. Due to its requirement to aggregate all
local model parameters on a single server, the star-based FL
is inefficient for energy- and resource-constrained wireless
networks.

Hierarchical FL (HFL) frameworks involve network edge
devices uploading model parameters to mobile edge com-
puting (MEC) servers for local aggregation, where the MEC
servers upload aggregated local model parameters to CPS
periodically. The HFL framework increases the number
of connected UDs and reduces energy consumption [20].
To facilitate the HFL framework, a client-edge-cloud collab-
oration framework was explored [21]. HFL was investigated
in heterogeneous wireless networks by introducing fog access
points and multiple-layer model aggregation [22]. Dynamic
wireless channels in the UD-to-MEC and MEC-to-CPS hops
and data distribution are crucial in FL learning accuracy
and convergence. Thus, efficient RRM is imperative for the
implementation of HFL. As a result, existing literature eval-
uated several RRM tasks, including UD association, RRB
allocation, and edge association, to reduce cost, latency, and
learning error of HFL schemes [23], [24].
While HFL increases the number of participating UDs, its

latency and energy consumption are still hindered by dual-
hop communication for uploading and broadcasting local and
global model parameters. Server-less FL is a promising alter-
native to reduce latency and energy consumption. This FL
framework allows UDs to communicate locally aggregated
models without involving central servers, thereby achiev-
ing model consensus. The authors in [25] proposed an FL
scheme that relies on device-to-device (D2D) communica-
tions to achieve model consensus. However, this FL scheme
has limited latency improvement due to the requirement of
global model aggregation with two-time scale FL over both
D2D and user-to-CPSwireless transmission. In [26] and [27],
the authors developed FL model dissemination schemes by
leveraging connected edge servers (ESs), which aggregate
local models from their UD clusters and exchange them with
all the other ESs in the network for global aggregation. How-
ever, a fully connected ES network is prohibitively expensive
in practice, especially when ESs are connected by wireless
links. In addition, each global iteration of the FL framework
takes significantly longer because ESs continue to transmit
local aggregated models until all other ESs receive them
successfully [26], [27]. In [28], we addressed this issue by
introducing conflicting UDs, which are the UDs residing in
the overlapping zones of neighboring clusters, and allowing
parameter exchanges among such conflicting UDs and local
model aggregators.

In spite of recent advances in resource-efficient, hierar-
chical, and decentralized FL frameworks, existing studies
have several limitations in utilizing UAVs as local model
aggregators in mmWave ATINs. In particular, state-of-the-
art HFL schemes of [21], [22], and [23] can prohibitively

increase UAVs’ communication and propulsion energy con-
sumption because they involve two-hop communications and
increased latency. Although energy-efficient FL frameworks
were considered in our prior studies [19], such study consid-
ered conventional HFL framework and did not consider the
notion of decentralized model dissemination. Additionally,
the mmWave band requires LOS links between UDs and
UAVs for local model aggregation and LOS UAV-to-UAV
links for model dissemination. Accordingly, the FL model
dissemination frameworks proposed in [26], [27], and [28]
will not be applicable to mmWave ATINs. Many research
studies have highlighted the importance of UAVs in enhanc-
ing various performancemetrics. For instance, UAVs can help
in reducing the total network energy consumption, minimiz-
ing the average age of information, and meeting the strict
latency requirements of less than 100 milliseconds for sup-
porting real-time applications of mobile edge systems [29].
Moreover, UAVs can improve system resources through
device-to-device (D2D) communication [30] and enhance
learning accuracy in UAV-assisted HFL systems [31]. We
emphasize that in order to maintain convergence speed and
reduce energy consumption, the interaction among UD-
to-UAV associations, RRB scheduling, and UAV-to-UAV
link selection, in addition to the inherent properties of
mmWave bands, must be appropriately characterized. This
fact motivates us to develop computationally efficient model
dissemination and RRM schemes for mmWave ATINs imple-
menting decentralized FL.

B. CONTRIBUTIONS
The key motivation of deploying UAVs as the local model
aggregators is that the flexible deployment of UAV allows
to establish short-distance LOS communications over the
mmWave band to the geographically distant UDs, enabling
a large number of UDs to participate in FL and reducing
the probability of occurrence of straggling UDs [16], [17].
Furthermore, thanks to higher transmit power than UDs and
favorable LOS communications, UAVs can rapidly exchange
locally aggregated parameters with each other. Specifically,
a single UAV cannot provide LOS coverage to many geo-
graphically distributed UDs (i.e., data owners). Accordingly,
we deploy multiple UAVs to provide LOS coverage to as
many UDs as possible and enable collaboration among these
UAVs to achieve rapid convergence of FL while using LOS
UAV-to-UAV links. Our proposed UAV-based solution is also
advantageous for conducting FL in rural wireless networks
and battlefields without centralized infrastructure.

In this work, we investigate the problem of developing
an efficient FL model for ATINs, where a swarm of UAVs
with edge computing capabilities are deployed to collect and
aggregate model parameters from many distributed ground
UDs over mmWave channels. The considered UAV-assisted
FL is particularly efficient in remote or out-of-network
coverage areas such as battlefields, forests, and disaster-
affected zones, where centralized infrastructure (such as BS)
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is either absent or malfunctioned for global model aggrega-
tion. To efficiently exploit UAV swarm for conducting FL
in mmWave ATINs, this work proposes a resource-efficient
and fast-convergent FL framework, referred to as Federated
Learning with Model Dissemination (FedMoD), with two
distinct features.

• UAV-enabled Model Dissemination: FedMoD enables
decentralized model parameter dissemination by uti-
lizing UAVs as local model aggregators and taking
advantage of UAV-to-UAV and D2D communications.
With the potential to place UAVs near cell edge UDs,
the proposed UAV-based model parameter collection
and aggregation significantly increases the number of
participating UDs in the FL model construction process.

• Enhanced Energy Efficiency: FedMoD also ensures
energy-efficient model training subject to certain FL
latency constraints, making it particularly suitable for
UAV-enabled FL in ATINs. Unlike the conventional
centralized FL schemes, FedMoD effectively exploits
collaborations among the UAVs to build both resource-
efficient and energy-efficient FL models.

To the best of the authors’ knowledge, this is the first
work that develops a decentralized FL framework specif-
ically tailored for mmWave ATINs while considering the
characteristics of the communication channels. The specific
contributions of this work are summarized as follows.

• A UAV-based distributed FL model aggregation method
is proposed by leveraging UAV-to-UAV communica-
tions. Through the proposed method, each UAV is able
to collect local model parameters only from the UDs in
its coverage area and share those parameters over LOS
mmWave links with its neighbor UAVs. The notion of
physical layer network coding is primarily used for dis-
seminating model parameters among UAVs. This allows
each UAV to collect all of the model parameters and
aggregate them globally without the involvement of the
CPS. Based on the channel capacity of the UAV-to-
UAV links, a conflict graph is established to facilitate
the distributed model dissemination among the UAVs
and a maximal weighted independent search (MWIS)
method is proposed to solve the conflict graph problem.
A decentralized FL algorithm is developed in light of
the derived solutions, and its convergence is rigorously
proved.

• Additionally, a novel RRM scheme is investigated to
reduce the overall energy consumption of the developed
decentralized FL framework under the constraint of
learning latency. The proposed RRM optimizes both (i)
the scheduling of LOS UDs to suitable UAVs and radio
resource blocks (RRBs) over mmWave links and (ii) the
scheduling of non-LOS UDs to LOS UDs over side-link
D2D communications such that non-LOS can transmit
their model parameters to UAVs with the help of avail-
able LOS UDs. Both scheduling problems are provably
NP-hard, so their optimal solutions require prohibitively

complex computational resources. Therefore, two graph
theory solutions are proposed for the aforementioned
scheduling problems to strike a suitable balance between
optimality and computational complexity.

• To verify FedMoD’s effectiveness over contemporary
star-based FL and HFL schemes, extensive numerical
simulations are conducted. Simulation results reveal that
FedMoD achieves good convergence rates and supe-
rior energy consumption compared to the benchmark
schemes.

The rest of this paper is organized as follows. In Section II,
the system model is described in detail. In Section III, the
proposed FedMoD algorithm is explained thoroughly along
with its convergence analysis. Section IV presents the energy
consumption problem elements of the decentralized FL.
SectionV presents the RRMscheme for improving the energy
efficiency of the proposed FedMoD framework. Section VI
presents various simulation results on the performance of the
proposed FedMoD scheme. Finally, the concluding remarks
are provided in Section VII.

II. SYSTEM MODEL
A. SYSTEM OVERVIEW
The envisioned mmWave ATIN model is illustrated in Fig. 1,
which consists of a single CPS, a swarm of UAVs with edge
computing capability that can talk to each other through
mmWave air-to-air (A2A) links, and multiple ground UDs
that are under the serving region of each UAV. The UDs are
connected with the UAVs via mmWave ground-to-air (G2A)
links. In this system model, UDs own the local datasets and
train models locally, whereas UAVs collect and aggregate the
locally trained model parameters. In particular, we assume
that UDs are far from the CPS and cannot directly transmit the
locally trained model parameters to CPS. Hence, we leverage
UAV swarm for global model aggregation. Notably, each
UAV can collect local parameters from only a set of UDs with
LOS mmWave connections. To this end, we develop a decen-
tralized model dissemination framework while exploiting
UAV-to-UAV and D2D communications to build the global
FL model. Although we entirely offload the CPS to perform
global aggregation, the CPS is still required to coordinate the
clustering optimization of UAVs and their associated UDs
through reliable control channels.

The set of all the considered UDs is denoted by U =
{1, 2, · · · ,U} and the set of UAVs is denoted by K =

{1, 2, · · · ,K }. The FL process is organized in iterations,
indexed by T = {1, 2, · · · ,T }. Similar to the resource
settings in [32] and [33], each UAV k is granted a lim-
ited number of Bk orthogonal RRBs, and the total number
of granted RRBs for all the UAVs is denoted by the set
B = {1, 2, · · · ,B}. The UDs are scheduled to these RRBs
to offload their local parameters to the UAVs. The set of
UDs in the serving region of the k-th UAV is denoted by
Uk = {1, 2, · · · ,Uk}. In addition, for the u-th UD, the set
of available UAVs with LOS connectivity is denoted by a
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FIGURE 1. A typical ATIN network with one CPS, 3 UAVs, 9 UDs, and a set of RRBs
per each UAV.

set Ku. For the analytical tractability, we make the following
assumptions. A1: In a given FL iteration, each ground UD is
associatedwith only oneUAVover LOSmmWaveG2A links.
However, different FL iterations can change the association
between a UAV and a UD.A2: The UDs transmit their locally
trained model parameters to the associated UAV over orthog-
onal RRBs as such there is no co-channel interference among
the concurrently scheduled UDs to a given UAV. We also
assume that D2D communications also exploit orthogonal
RRBs and therefore, we do not consider interference among
the concurrently scheduled D2D links.A3: Each UAV broad-
casts the aggregated global model parameters to its scheduled
UDs over orthogonal RRBs as such all the UDs can decode
the received models.

The assumption A1 is considered since, due to the direc-
tional RF signal propagation characteristics of the mmWave
band, a ground UD can only be associated with a single UAV
as long as it has a clear LOS path. However, the associa-
tion between a UAV and a UD is changed in different FL
iterations due to the inherent mobility of UDs and UAVs.
Meanwhile, assumptions A2 and A3 are considered to avoid
interference in model parameter transmission and reception
phases. Note that assumptionsA2 andA3 are also considered
with the existing cellular communication standards, where
orthogonal frequency division multiple access (OFDMA)
is adopted to avoid interference among the simultaneously
transmitting/receiving UDs.

B. COMMUNICATION MODEL
Suppose that the k-th UAV flies, and hovers at a fixed fly-
ing altitude Hk , and all the UAVs are assumed to have the
same altitude. Let xl = (xk , yk ,Hk ) is the 3D location of

the k-th UAV and (xu, yu) is the 2D location of the u-th
UD. In accordance with [34], for the mmWave UD-UAV
communications to be successful, one needs to ensure LOS
connectivity between UAVs and UDs. However, some of the
UDs may not have LOS communications to the UAVs, thus
they can not transmit their trained local parameters directly
to the UAVs. Let Ulos be the set of UDs that have LOS links
to the UAVs, and let Unon be the set of UDs that do not have
LOS links to the UAVs. Given an access link between the
u-th UD, i.e., u ∈ Ulos, and the k-th UAV, the path loss
of the channel (in dB) between the u-th UD and the k-th
UAV is expressed as follows PL(u, k) = 20 log10(

4π fcdu,k
c ),

where fc is the carrier frequency, and c is the light speed,
and du,k is the distance between the u-th UD and the k-th
UAV [34]. The wireless channel gain between the u-th UD
and the k-th UAVon the b-th RRB is huk,b = 10−PL(u,k)/10. Let
p be the transmission power of the UDs and maintains fixed
and No as the AWGN noise power. Therefore, the achievable
capacity at which the u-th UD can transmit its local model
parameter to the k-th UAV on the b-th RRB at the t-th global
iteration is given by Shannon’s formula Ruk,b = W log2(1 +
p|huk,b|

2

N0
),∀u ∈ Uk , k ∈ Ku, where Uk ⊂ Ulos and W is the

RRB’s bandwidth. Note that the transmission rate between
the u-th UD and the k-th UAV on the b-th RRB determines
if the k-th corresponding UAV covers the u-th UD and has
LOS to the u-th UD. In other words, the u-th UD is within
the coverage of the k-th corresponding UAV if Ruk,b meets the
rate threshold R0, i.e., Ruk,b ≥ R0, and has LOS link to the
k-th UAV. Each UAV k,∀k ∈ K aggregates the local models
of its scheduled UDs only.

To disseminate the local aggregated models among
the UAVs to reach global model consensus, each UAV
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communicates with its neighbor UAVs through mmWave
A2A links. To guarantee global convergence, each UAV
must receive the locally aggregated model parameters from
all other UAVs in the network. To this end, we exploit
Algorithm 1 of Section III-B to find suitable neighbors for
each UAV as such, the global convergence is accelerated.
We consider that LOS A2A links are available among the
neighboring UAVs [35]. We also assume that the UAVs
employ directive beamforming to improve the transmission
rate. The gain of the UAV antenna located at xk , denoted by
GA, at the receiving UAV is given by [36]

GA(dA,xk ) =

GAm, if −
θab

2
≤ 8 ≤

θab

2
GAs , otherwise,

(1)

where dA,xk is the distance between the typical receiving UAV
and the k-th UAV at xk , GAm,G

A
s are the gains of the main-

lobe and side-lobe, respectively, and 8 is the sector angle,
θab ∈ [0, 180] is the beamwidth in degrees [37]. Accordingly,
the received power at the typical receiving UAV from UAV k
at xk is given by

PAr,k = PGA(dA,xk )ζAH
xk
A d
−αA
A,xk , (2)

where ζA represents the excess losses, H xk
A is the Gamma-

distributed channel power gain, i.e., H xk
A ∼ 0(mA,

1
mA

), with
a fading parameter mA, αA is the path-loss exponent, and P is
the transmit power of UAVs and maintains fixed. As a result,
the SINR at the typical receiving UAV is given by

γ =
µAH

xk
A d
−αA
A,xk

I + σ 2 , (3)

where µA = PAGAmζA, I is the interference power. Such
interference can be expressed as follows

I =
K∑

j=1,j̸=k

PGA(dA,xj )ζAH
xj
A d
−αA
A,xj , (4)

where GA(dA,xj ) = GAm with a probability of qA and
GA(dA,xj ) = GAs with a probability of 1− qA.
Once the local aggregated model dissemination among

the UAVs is completed, the k-th UAV adopts a common
transmission rate Rk that is equal to the minimum achievable
rates of all its scheduled UDs Uk . This adopted transmission
rate is Rk = minu∈Uk R

k
u, which is used to transmit the global

model to the UDs to start the next global iteration.

C. TRANSMISSION TIME STRUCTURE
The UAVs start local model aggregations after receiving the
locally trained models of the scheduled UDs across all the
RRBs. Since different UDs Ulos will have different transmis-
sion rates, they will have different transmission durations for
uploading their trained parameters to the UAVs/RRBs. Let
s be the size of the UD’s local vector parameter (which is
the same for the global model), expressed in bits. Note that
the analysis in this subsection is for the transmission duration

of one global iteration t . For simplicity, we represent X as
the number of elements in the set X . The time required by
the u-th UD, u ∈ Ulos, to reliably transmit its model update
to the k-th selected UAV over the b-th RRB is then given
by T comu =

s
Ruk,b

. With this consideration, we can see that,
given the number of participating UDs Ulos, the transmission
duration is Tu = maxu∈Ulos{T

com
u } = maxu∈Ulos

s
Ruk,b

. When
Ulos is large, maxu∈Ulos{T

com
u } can dramatically grow. The

minimum rate of the scheduled UDs is expressed by Rumin =

minu∈Ulos{R
u
k,b} = minu∈Ulos W log2(1 +

p|huk,b|
2

N0
). The trans-

mission duration is therefore constrained by this minimum
rate. Without the loss of generality, let us assume that UD
u ∈ Ulos has the minimum rate Rumin. The corresponding
transmission duration is s

Rumin
. The selection ofRumin dominates

the local model’s transmission duration from the UDs to the
UAVs, thus, it dominates the time duration of one FL global
iteration. This is because the FL time consists of the local
model transmission time and the learning computation time.
Since the computation times of the UDs for local learning
do not differ much, the FL time of one global iteration is
dominated by Rumin. Thus, R

u
min can be adapted to include

fewer or more UDs in the training process.
For the different transmission durations Ulos, some UDs

will finish transmitting their local models before other UDs.
Thus, high transmission rate UDs in Ulos will have to wait
to start a new iteration simultaneously with relatively good
transmission rate UDs. We propose efficiently exploiting
such waiting times to assist the UDs with non-LOS channels
to the UAVs. Define the portion of the time that not being
used by ū-th UD (i.e., ū ̸= u, u ∈ Ulos) at the t-th iteration
is referred to as the idle time of the ū-th UD and denoted by
T ūidle. This idle time can be expressed as T ūidle = ( s

Rūk,b
−

s
Rumin

)

seconds. Such idle time can be exploited by UDs ū ∈ Ulos
via D2D links if they ensure the complete transmission of
the local parameters of the non-LOS UDs to the UAVs. More
specifically, the idle time of the ū-th UD should be greater
than or equal to the transmission duration of sending the local
parameters from the û-th non-LOSUD to the ū-th UD plus the
time duration of forwarding the local parameters from the ū-
th UD to the k-th UAV.Mathematically, it must satisfy T ūidle ≥
( s
Rūû
+

s
Rūk,b

). From now on, we will use the term relay to UD

ū ̸= u, ū ∈ Ulos. In relaymode, each communication period is
divided into two intervals corresponding to the non-LOSUD-
relay phase (D2D communications) and the relay-UAV phase
(mmWave communication). The aforementioned transmis-
sion duration components of UDs and relays for one global
iteration are shown in Fig. 2. Note that UDs can re-use the
same frequency band and transmit simultaneously via D2D
links.

When the û-th UD does not have a LOS communication to
any of the UAVs, it may choose the ū-th UD as its relay if the
ū-th relay is located in the coverage zone of the û-th UD. Let
Uû be the set of relays in the coverage zone of UD û. Let hūû
denote the channel gain for the D2D link between the û-th UD
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FIGURE 2. Transmission time structure for LOS UDs and
non-LOS UDs for the t-th global iteration.

and the ū-th relay. Then, the achievable rate of D2D pair (û, ū)

is given by Rūû = W log2(1 +
p|hūû|

2

N0
),∀ū ∈ Ulos, û ∈ Unon.

In relay mode, the transmission duration for sending the local
parameter of the û-th UD to the k-th UAV through relay ū is
Tû =

s
Rūû
+

s
Rūk,b

, which should satisfy Tû ≤ T
ū
idle.

Remark 1: Similar to [2], [9], [11], and [28] we consider
that UAVs remain static at each global FL iteration and
they collect model parameters from their LOS UDs, locally
aggregate them, exchange such locally aggregated parameters
with the neighbor UAVs for global aggregation, and send
the globally aggregated parameters to ground UDs. Such a
consideration has two reasons. First, a single global iteration
requires a fraction of a second time to ensure fast conver-
gence of FL. Meanwhile, moving UAVs from one location
to another location requires time in the order of seconds [38].
Second, if UAVs remain mobile within a global FL iteration,
their neighbor UAVs and UAV-to-UAV communication chan-
nels would rapidly change, causing instability to the proposed
model dissemination and decentralized FL framework. It is
noteworthy that UAVs change their positions using a prede-
fined trajectory at the end of each global FL iteration, and
can be associated with new UDs. This allows UAVs to collect
local FL parameters from a large set of geographically distant
UDs by providing them LOS connectivity over mmWave
channels. However, the joint optimization of UAVs’ trajecto-
ries and resource scheduling to optimize FL performance is
beyond the scope of the current work, and will be considered
in the future extension of this paper.
Remark 2:We propose a novel synchronous FL, where we

efficiently exploit the waiting times to assist the UDs that
have non-LOS channels to the UAVs. Such FL framework
results in more accommodated UDs than its synchronous
counterparts (i.e., HFL and star-based FL).

III. FedMoD: DEVELOPMENT OF DECENTRALIZED FL
FRAMEWORK
A. FEDERATED LEARNING PROCESS
Each UD u in FL possesses a set of local training data,
denoted as Du. The local loss function on the dataset of the
u-th UD can be calculated as

Fu(w) =
1
|Du|

∑
(xi,yi)∈Du

fi(w),∀u ∈ U, (5)

where xi is the sample i’s input (e.g., image pixels) and yi is
the sample i’s output (e.g., label of the image) and fi(w) is the
loss function that measures the local training model error of
the i-th data sample. The collection of data samples at the set
of UDs that is associated with the k-th UAV is denoted as D̃k ,
and the training data at all the learning involved UDs, denoted
asUinv, is denoted asD. The ratios of data samples are defined
as m̂u =

|Du|

|D̃k |
, mu =

|Du|
|D| , and m̃k =

|D̃k |
|D| , respectively.

We define the loss function for the k-th UAV as the average
local loss across the k-th cluster F̂(w) =

∑|Uk |
u=1

|Du|

|D̃k |
Fu(w).

The global loss function F(w) is then defined as the average
loss across all the clusters F(w) =

∑|Uinv|
u=1

|Du|
|D| Fu(w). The

objective of the FL model training is to find the optimal
model parameters w∗ for F(w) that is expressed as follows
w∗ = argminw F(w). In this work, we propose FedMoD that
involves three main procedures: 1) local model update at the
UDs, 2) local model aggregation at the UAVs, and 3) model
dissemination between the UAVs.

1) LOCAL MODEL UPDATE
Denote the model of the u-th UD at the t-th global iteration as
wu(t). This UD performs model updating based on its local
dataset by exploiting the stochastic gradient descent (SGD)
algorithm, expressed as

wu(t) = wu(t − 1)− λg(wu(t − 1)), (6)

where λ is the learning rate and g(wu(t − 1)) is the stochastic
gradient computed on the dataset of the u-th UD.

2) LOCAL MODEL AGGREGATION
After all the selectedUDs complete their local model updates,
they offload their model parameters over the available RRBs
to the associated UAVs. A typical UAV k aggregates the
received models by computing a weighted sum as follows

w̃k (t) =
∑
u∈Uk

m̂uwu(t),∀k ∈ K. (7)

3) MODEL DISSEMINATION
EachUAVdisseminates its local aggregatedmodel to the one-
hop neighboring UAVs. The model dissemination includes
l = 1, 2, · · · , α times of model dissemination until at least
one UAV receives the local aggregatedmodels of other UAVs,
where α is the number of dissemination rounds. Specifically,
at the t-th iteration, the k-th UAV aggregates the local models
of its associated UDs as in (7).

At the beginning of the model dissemination step, the k-
th UAV knows only w̃k (t) and does not know the models of
other UAVs’ models w̃j(t), j ̸= k,∀j ∈ K. Consequently,
at the t-th global iteration and l-th round, the k-th UAV has
the following two sets:
• The Known local aggregated model: Represented by
Hl
k (t) = {w̃k (t)}.

• The Unknown local aggregated models: Represented by
W l

k (t) = {w̃j(t), w̃j̃(t), · · · , w̃K (t)} and defined as the
set of the local aggregated models of other UAVs.
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These two sets are referred as the side information of the
UAVs. For instance, at l = α, the side information of the
k-th UAV is Hα

k (t) = {w̃k (t), w̃j(t), w̃j̃(t), · · · , w̃K (t)} and
Wα

k (t) = ∅. To achieve global model consensus, UAV k
needs to know the other UAVs’ models, i.e., Wk (t), so as
to aggregate a global model for the whole network. To this
end, we propose an efficient model dissemination scheme,
detailed in Section III-B, enabling the UAVs to obtain their
Unknown local aggregated models Wk (t),∀k ∈ K, with
minimum dissemination latency.

B. MODEL DISSEMINATION
This section develops a distributed model dissemination
scheme that overcomes the need for CPS for global aggrega-
tions or UAV coordination. Note that all the associations of
UAVs Kk can be computed locally at the k-th UAV since all
the needed information (e.g., complex channel gains and the
indices of the local aggregated models) are locally available.
In particular, UAV k ∈ K knows the information of its
neighboring UAVs only.

At each dissemination round, transmitting UAVs use the
previously mentioned side information to perform XOR
model encoding, while receiving UAVs need the stored
models to obtain the Unknown ones. The entire process of
receiving the Unknownmodels takes a short time. According
to the reception status feedback by each UAV, the UAVs
distributively select the transmitting UAVs and their models
to be transmitted to the receiving UAVs at the l-th round,
∀l. The transmitted models can be one of the following two
options for the i-th receiving UAV, ∀i.

• Non-innovative model (NIM): A coded model is non-
innovative for the i-th receiving UAV if it does not
contain any model that is not known to UAV i.

• Decodablemodel (DM): A codedmodel is decodable for
the i-th receiving UAV if it contains just one model that
is not known to the i-th UAV.

In order to represent the XOR coding opportunities among
the models not known at each UAV, we introduce a FedMoD
conflict graph. At the l-th round, the FedMoD conflict graph
is denoted by G(V(l), E(l)), where V(l) refers to the set of
vertices, E(l) refers to the set of encoding edges. Let Kk be
the set of neighboring UAVs to the k-th UAV, and letKw ⊂ K
be the set of UAVs that still wants some local aggregated
models. Hence, the FedMoD graph is designed by generating
all vertices for the k-th possible UAV transmitter that can
provide some models to other UAVs, ∀k ∈ K. The vertex set
V(l) of the entire graph is the union of vertices of all possible
transmitting UAVs. Consider, for now, generating the vertices
of the k-th UAV. Note that the k-th UAV can exploit its previ-
ously received modelsHl

k (t) to transmit an encoded/uncoded
model to the set of requesting UAVs. Therefore, each vertex is
generated for each modelm ∈W l

i (t)∩H
l
k (t) that is requested

by each UAV i ∈ Kw∩Kk and for each achievable rate of the
k-th UAV r ∈ Rk,i = {r ∈ Rk |r ≤ rk,i and i ∈ Kw ∩ Kk},
where Rk,i is a set of achievable capacities between the k-th

UAV and the i-th UAV, i.e.,Rk,i ⊂ Rk . Accordingly, the i-th
neighboring UAV in Kk can receive a model from the k-th
UAV. Therefore, we generate |Rk,i| vertices for a requesting
model m ∈ Hl

k (t) ∩W
l
i (t),∀i ∈ Kw ∩ Kk . A vertex vki,m,r ∈

V(l) indicates the k-th UAV can transmit the m-th model to
the i-th UAVwith a rate r .We define the utility of vertex vki,m,r
as

w(vki,m,r ) = rNk , (8)

where Nk is the number of neighboring UAVs that can be
served by the k-th UAV. This weight metric shows two poten-
tial benefits (i)Nk represents that the k-th transmitting UAV is
connected to many other UAVs that are requesting models in
Ht
k (l); and (ii) r provides a balance between the transmission

rate and the number of scheduled UAVs.
Since UAVs communicate among themselves, their con-

nectivity can be characterized by an undirected graph with
sets of vertices and connections. All possible conflict connec-
tions between vertices (conflict edges between circles) in the
FedMoD conflict graph are provided as follows. Two vertices
vki,m,r and v

k ′
i′,m′,r ′ are adjacent by a conflict edge in G, if one

of the following conflict conditions (CC) is true.

• CC1. (encoding conflict edge): (k = k ′) and (m ̸= m′)
and (m,m′) /∈ Hl

k ′ (t) × H
l
k (t). A conflict edge between

vertices in the same local FedMoD conflict graph is con-
nected as long as their corresponding are not decodable
to a set of scheduled UAVs.

• CC2. (rate conflict edge): (k = k ′) and (k ̸= k ′)
and (r ̸= r ′). All adjacent vertices correspond to the
same (or different) UAV k and should have the same
achievable rate.

• CC3. (transmission conflict edge): (k ̸= k ′) and (i =
i′). The same UAV cannot be scheduled to two different
UAVs k and k ′.

• CC4. (half-duplex conflict edge): (k = i′) or (k ′ = i).
The same UAV can not transmit and receive in the same
dissemination round.

To distribute the local aggregatedmodels among the UAVs,
we propose a graph theory method as follows. Let Sk repre-
sent the associations of the neighboring UAVs in the coverage
zone of the k-th UAV, i.e., the associations of UAV k to the set
Kk . Then, let the local FedMoD conflict graph Gk (Sk ) ⊂ G
for an arbitrary UAV k ∈ K represent the set of associations
Sk . Our proposed distributed algorithm has two phases: i) the
initial phase and ii) the conflict solution phase. In the initial
phase, UAV k ∈ K constructs the local FedMoD conflict
graph Gk (Sk ) and selects its targeted neighboring UAVs using
themaximumweight independent set (MWIS) searchmethod
that results in MWIS Sk . Each UAV exchanges its scheduled
UAVs with its neighbor UAV. Then, the conflict solution
phase starts. The UAV that is associated with multiple UAVs
(UAV that is located at the overlapped regions of UAVs)
is assigned to one UAV that offers the highest weight of
scheduling that UAV. UAVs that do not offer the maximum
weight cannot schedule that UAV and therefore, remove that
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Algorithm 1 Distributed UAV-UAV Scheduling for
Model Dissemination
Data: K, w̃k ,H0

k (t),W
0
k (t),∀k ∈ K.

Initialize Phase:
Initialize: K = ∅.
for all k ∈ K do

Construct Gk (Kk ) and calculate weight w(v)
using (8), ∀v ∈ Gk .
Find MWIS Sk .

end for
Conflict Solution Phase: for i = 1, 2, · · · do

Transmit Ŝk = {j ∈ Kk | j ∈ Sk}.
Set K = {j ∈ K | ∃(k, k ′) ∈ K2, j ∈ Ŝk ∩ Ŝk ′}.
for all j ∈ K do

Set K̂(j) = {k ∈ K | j ∈ Ŝk}.
for all k ∈ K̂(j) do

Set Mkj =
∑

v∈Sk w(v) and Kk = Kk\{j}.
Construct Gk (Kk ) and compute w(v) by (8)
and solve S̃k MWIS.
Set M̃kj =

∑
v∈S̃k

w(v) and transmitMkj

and M̃kj.
end for
Set k∗ =
argmaxk∈K̂(j)

(
Mkj +

∑
k ′∈K̂(j),k ̸=k ′ M̃k ′j

)
.

Set Kk∗ = Kk∗ ∪ {j}.
for all k ∈ K̂(j)\{k∗} do

Set Sk = S̃k .
end for

end for
end for
Result: S = Sk , · · ·

UAV from their set of associated UAVs and vertices. We then
design the new graph. We repeat this process until all the
conflicting UAVs are scheduled to, at most, a single trans-
mitting UAV. The detailed process of the algorithm for a
single dissemination round is presented in Algorithm 1. The
computational complexity of Algorithm 1 is O(αK 2K 2

ave),
where Kave is the average number of connected UAVs to a
typical UAV [28]. For further illustration, we explain the dis-
semination method that is implemented at the UAVs through
an example as given in Appendix A.

The steps of FedMoD that include local model update,
local aggregation at the UAVs, and model dissemination
among the UAVs are summarized in Algorithm 2. In addition,
the convergence rate of FedMoD is rigorously proved in
Appendix B.

IV. FedMoD: ENERGY-EFFICIENCY ENHANCEMENT OF
DECENTRALIZED FL
A. FL TIME AND ENERGY CONSUMPTION
1) FL TIME
The constrained FL time at each global iteration consists of
both computation and wireless transmission time which is
explained below.

Algorithm 2 FedMoD Algorithm
Data: Number of global iterations T , number of local

iterations Tl
Initialize: t = 1 and start with the same model for
each UD u: wu(t − 1).
for t = 1, 2, · · · ,T do

for each UD u ∈ Uinv in parallel do
Update the local model as wu(t) according
to (5).

end for
for each UAV k ∈ K in parallel do

Receive the most updated model from the
UDs in Uk .
Obtain w̃k (t) by performing local model
aggregation according to (7).
for l = 1, 2, · · · , α do

UAVs disseminate their models among
them as explained in Section III-B
and Algorithm 1.

end for
end for
Update w̃k (t − 1) = w̃k (t) = w(t).
Broadcast w(t) to the UDs in Uk .
Update t = t + 1.

end for
Result: Final global model w.

The wireless transmission time consists of (1) the uplink
transmission time for transmitting the local updates from the
UDs to the associated UAVs K. This transmission time is
already discussed in Section II-C and represented by Tu. (2)
The transmission time for disseminating the local aggregated
models among the UAVs. The model dissemination time
among all the UAVs is Tdiss, i.e., for oneUAV and one dissem-
ination round, Tdiss = s

r , where r is the adopted transmission
rate of that UAV. Tdiss is generalized in (17) in Appendix A.
(3) The downlink transmission time for transmitting the local
aggregated models from the UAVs to the scheduled UDs U .
The downlink transmission time for UAV k can be expressed
T dok =

s
Rk
. On the other hand, the computation time for local

learning at the u-th UD is expressed as T compu = Tl
QuDu
fu
,

where Tl is the number of local iterations to reach the local
accuracy ϵl in the u-th UD, Qu as the number of CPU cycles
to process one data sample, and fu is the computational fre-
quency of the CPU in the u-th UD (in cycles per second).

By combining the aforementioned components, the FL
time τk at the k-th UAV can be calculated as

τk = max
u∈Uk

T compu + max
u∈Uk

T comu + T dok

= max
u∈Uk

{
Tl
QuDu
fu

}
+ max

u∈Uk

{
s

Ruk,b

}
+

s
Rk
. (9)

Therefore, the total FL time for all the global iterations T
is τ = T (maxk∈K(τk ) + Tdiss), which should be no more
than the maximum FL time threshold Tmax. This constraint
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is expressed as

τ = T
(
max
u∈U

{
Tl
QuDu
fu

}
︸ ︷︷ ︸

local learning

+ Tu︸︷︷︸
uplink transmission

+ max
k∈K

{
s
Rk

}
︸ ︷︷ ︸

downlink transmission

+ Tdiss︸︷︷︸
dissemination duration

)
≤ Tmax.

(10)

Along the same lines of [18], [19], [23], [28], and [33],
in this work, we focus on optimizing single FL global iter-
ation’s duration due to the following two reasons. First,
we consider a time-constrained FL where the total time of
executing the entire FL remains less than a given threshold,
Tmax (e.g., a second). Such constraint can be satisfied by
ensuring that the maximum possible duration to complete
a single global iteration is less than Tmax/T , where T is
the total number of the global FL iterations to converge the
FL. Second, the duration of single FL round depends on the
scheduling of the LOS UDs to UAVs/RRBs and non-LOS
UDs to available LOS UDs. By scheduling a suitable set
of UDs at each single round as the local learners, one can
avoid straggler UDs and the resultant long waiting time to
start model aggregation at the local model aggregators (i.e.,
UAVs). Accordingly, optimizing duration of the single round
of FL enables to satisfy the given FL time constraint.

2) ENERGY CONSUMPTION
The system’s energy is consumed for local model training at
the UDs, wireless models transmission, and UAVs’ hovering
in the air. In what follows, we quantify the energy consumed
at UDs and UAVs at each global FL iteration.

a: Energy consumption at UDs
In each global FL iteration, a UD consumes energy for com-
puting local model parameter and for uploading the computed
parameters to the associated UAV or LOS UD. Both types of
energy consumption are explained as follows.
• UD’s computation energy consumption: The power con-
sumption of the u-th UD to process a single CPU cycle
is αcf 2u , where αc is a constant related to the switched
capacitance [39], [40]. The energy consumption for local
computation at the u-th UD is obtained by Ecompu =

TlQuDuαcf 2u .
• UD’s communication energy consumption: For the u-th
UD, the energy consumption to transmit the local model
parameters to the associated UAVs (or LOS UDs) can be
denoted by Ecomu and calculated as Ecomu = pT comu .

Thus, the overall energy consumption of the u-th UD in one
global FL iteration is obtained as Ecompu + Ecomu ,∀u.

b: Energy consumption at UAVs
In each global FL iteration, a UAV consumes energy for its
hovering/transition and wireless transmission to support both

model dissemination and aggregated model parameter trans-
mission. Both types of energy consumption are explained as
follows.
• UAV’s mechanical energy consumption: UAV’s need to
remain stationary at the air for the entire duration of
each global FL iteration and it can change positions
at different global FL iterations. Hence, its propulsion
energy consumption consists of both hovering and tran-
sition energy consumption. UAV’s hovering power is

expressed as phov =
√

(mg)3

2πr2p npρ
[2], where m is UAV’s

weight, g is the gravitational acceleration of the earth, rp
is propellers’ radius, np is the number of propellers, and
ρ is the air density. In general, these parameters of all the
UAVs are the same. The hovering time of UAV(s) should
be equal to duration of a single FL iteration such that
all the UAVs can collect local model parameters from
their associated UDs and perform model dissemination.
The duration of a single FL time is given by τFLsingle =
maxk∈K τk +Tdiss. Thus, the hovering energy consump-
tion of the k-th UAV is obtained as Ehovk = phovτFLsingle.
Meanwhile, the transition energy consumption of the k-
th UAV is obtained as E transk = Ptrans dv where Ptrans is
the hardware power consumption for moving UAV, d is
the distance between two hovering points, and v is the
UAV speed [41]. Without loss of generality, we consider
that the UAVs have given trajectories and the distance
between two neighboring points in these trajectories is
same. Consequently, the transition energy consumption
can be considered as a constant. Overall, the k-th UAV’s
mechanical energy consumption at one global FL itera-
tion is obtained as Emehk = Ehovk + E

trans
k .

• UAV’s communication energy consumption: The con-
sumed energy for transmitting the local aggregated
models back to the associated UDs can be denoted by
Ecomk and calculated as Ecomk,1 = PT dok . Meanwhile, the
energy consumed for disseminating model parameters is
obtained Ecomk,2 = PTdiss. Thus, the total communication
energy consumed at the k-th UAV for one global FL
iteration is Ecomk = Ecomk,1 + E

com
k,2 .

The overall energy consumption of the k-th UAV in one
global FL iteration is obtained as Emehk + Ecomk , ∀k . Accord-
ingly, the overall energy consumption of the k-th UAV and the
u-th UD for all global iterations T , ∀k and ∀u, respectively,
are obtained as

Ek = T
(
Emehk + Ecomk

)
,Eu = T

(
Ecompu + Ecomu

)
. (11)

B. PROBLEM FORMULATION
Given the ATIN and its FL time and energy components,
our next step is to formulate the energy consumption min-
imization problem that involves the joint optimization of
two sub-problems, namely UAV-LOS UD clustering and
D2D scheduling sub-problems. To minimize the energy con-
sumption at each global iteration, we need to develop a
framework that decides: i) the UAV-UD clustering; ii) the
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adopted transmission rate of the UDs Ulos to transmit their
local models to the set of UAVs/RRBs; and iii) the set of
D2D transmitters (relays) that helping the non-LOS UDs to
transmit their local models to the set of UAVs K. As such,
the local models are delivered to all UAVs with minimum
duration time, thus minimum energy consumption for UAV’s
hovering and UD’s wireless transmission. Therefore, the
energy consumption minimization problem in the ATIN can
be formulated as follows.

P0: min
Rumin,Ulos,Unon

∑
k∈K

Ek +
∑
u∈U

Eu

s.t.



C1: Uk,los ∩ Uk ′,los = ∅,∀(k, k ′) ∈ K,
C2: Uk,los ∩ Uu′,los = ∅,∀k ∈ K,
C3: Uu,los ∩ Uu′′,los = ∅,
C4: Ruk,b ≥ R0, (u, k, b) ∈ (U ,K,B),
C5: Tû ≤ Tu, u ∈ Ulos,
C6: T ūidle ≥ (

s

Rūû
+

s

Rūk,b
), ū ∈ Ulos, û ∈ Unon,

C7: τ ≤ Tmax.

(12a)

The constraints are explained as follows. Constraint C1 states
that the set of scheduled UDs to the UAVs are disjoint, i.e.,
each UD must be scheduled to only one UAV. Constraints C2
and C3 make sure that each UD can be scheduled to only one
relay and no UD can be scheduled to a relay and UAV at the
same time instant. Constraint C4 is on the coverage threshold
of each UAV. Constraint C5 ensures that the local parameters
of UD û has to be delivered to UAV k via relay ū within s

Rumin
,

i.e., Tû =
s
Rūû
+

s
Rūk,b
≤

s
Rumin

. Constraint C6 ensures that the

idle time of UD ū is long enough for transmitting the local
parameters of UD û to UAV k . Constraint C7 is for the FL time
threshold Tmax . Problem P0 is provably NP-hard. However,
by analyzing the problem, we can decompose it into two sub-
problems and solve them individually and efficiently.
Remark 3: In this work, we develop a novel FedMoD FL

that includes (i) the design of the introduced decentralized
FL framework, (ii) its convergence analysis, and (iii) an opti-
mization objective to assess the performance of the proposed
decentralized FedMoD framework as compared to conven-
tional FL schemes, e.g., HFL and star-based FL schemes,
which is non-trivial due to the following reason. The con-
sidered realistic UAV topology requires careful optimization
over these two main factors: (i) the scheduling of LOS UDs
to suitable UAVs and RRBs over mmWave links and (ii) the
scheduling of non-LOS UDs to LOS UDs over side-link D2D
communications such that non-LOS can transmit their model
parameters to UAVs with the help of available LOS UDs.
On the one hand, such joint factors need to be carefully opti-
mized to form a dynamic clustering topology at each global
iteration. Thus, the optimization problem P0 does not contain
an FL accuracy constraint. The joint optimization of both
RRM and FL accuracy is appealing and can be considered
in our future work.

Remark 4: As mentioned in Section IV-A(2) that the
UAVs need to remain stationary at the air for the entire
duration of each global FL iteration to perform model param-
eter aggregation and dissemination. Therefore, the UAVs’
mechanical energy consumption (and thus, the overall system
energy consumption) directly depends on the time required
to complete one single global FL iteration. Accordingly, the
system’s energy consumption can be reduced by minimizing
the FL time, which in turn depends on the time required for
uploading model parameters from the scheduled UDs to the
associated UAVs. Consequently, in this work, we optimize
the scheduling of the LOS UDs to the UAVs and non-LOS
UDs to the LOS UDs as such the required time to complete
each global FL iteration is maintained and thereby, the energy
consumption is reduced.

C. PROBLEM DECOMPOSITION
First, we focus on minimizing the energy consumption via
efficient RRM scheduling of UDs Ulos to the UAVs/RRBs.
In particular, we can get the possible minimum transmis-
sion duration of UD u ∈ Ulos by jointly optimizing the
UD scheduling and rate adaptation in Ulos. The mathemati-
cal formulation for minimizing the energy consumption via
minimizing the transmission durations for UDs-UAVs/RRBs
transmissions can be expressed as

P1: min
Rumin,Ulos

∑
k∈K

Ek +
∑
u∈U

Eu

s.t.
{
(C1), (C4), (C5), (C7). (13a)

Note that this sub-problem contains UD-UAV/RRB schedul-
ing and an efficient solutionwill be developed in SectionV-A.

After obtaining the possible transmission duration from
UD-UAV transmissions, denoted by Tu of the u-th UD (u ∈
Ulos), by solving P1, we can now formulate the second
sub-problem. In particular, we can minimize the energy con-
sumption of non-LOS UDs Unon that are not been scheduled
to the UAVs within Tu by using D2D communications via
relaying mode. For this, UDs being scheduled to the UAVs
from sub-problem P1 can be exploited as relays and sched-
ule non-LOS UDs on D2D links within their idle times.
Therefore, the second sub-problem of minimizing the energy
consumption of unscheduled UDs to be scheduled on D2D
links via relaying mode can be expressed as P2 as follows

P2: min
Unon

∑
k∈K

Ek +
∑
u∈U

Eu

s.t.

{
(C2), (C3), (C5), (C6)
C8: Unon ∈ P(U\Nlos).

(14a)

Constraint C8 states that the set of relays is constrained only
on the UDs that are not been scheduled to the UAVs. It can
be easily observed that P2 is a D2D scheduling problem that
considers the selection of relays and their non-LOS scheduled
UDs.
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V. ENERGY-EFFICIENT FedMoD: PROPOSED
SOLUTIONS TO P1 AND P2
The proposed FedMoD framework has three sequential pro-
cedures as follows: (i) LOS UDs to UAVs scheduling for
local models upload, (ii) non-LOS UDs to LOS UDs (called
relays) scheduling for D2D communications and local mod-
els upload, and (iii) UAV-UAV communications for local
aggregated models dissemination. Those three procedures
can be executed in a (i) centralized manner, where the CPS
does a seamless integration and coordination between UAVs
and D2D systems or (ii) distributed way, where UAVs can
collect local information from the UDs under their cover-
age for local model upload and collect local information
from their adjacent UAVs for model dissemination. In this
work, we propose a robust and efficient semi-centralized FL
mechanism of the above mentioned procedures to ensure
seamless integration and coordination between UAVs and
D2D systems as follows. In particular, procedures 1 and 2 are
executed at the CPS, which will be presented in Section V-A
and Section V-B, respectively. Procedure 3 is executed in a
distributed manner as presented in Algorithm 1. When the
UAVs complete the global model aggregation, they send the
aggregated model back to the UDs to start a new global
learning iteration. Meanwhile, the UAVs inform the CPS via
mmWave links to start the scheduling procedures 1 and 2.

The overall solution of solving the two subproblems is
presented in Fig. 3.

A. SOLUTION TO SUBPROBLEM P1: UAV-UD
CLUSTERING
We exploit a conflict-graph theoretic approach to solve P1
efficiently.1 We first construct a conflict graph. To this end,
the set of all possible associations between UAVs, RRBs, and
LOS UDs is denoted byA, which is defined asA = K×B×
Ulos. A single association a in the set A can be represented
as (k, b, u), where k represents a UAV, b represents an RRB,
and u represents a UD. The conflict clustering graph in the
network is represented by G(V, E), where V and E are the
sets of vertices and edges of G, respectively. In this graph,
each vertex represents an association in set A, and every
edge between two different vertices represents a conflict
connection between the two corresponding associations of the
vertices, according to C1 in P1. The conflict clustering graph
is constructed by generating a vertex v ∈ V associated with
a ∈ A for UDs that have enough energy to perform learn-
ing and wireless transmissions. To select the UD-UAV-RRB
scheduling that provides a minimum energy consumption
while ensuring C4 and C7 constraints in P1, a weight w(v)
is assigned to each vertex v ∈ V . For simplicity, the weight of

1Note that the conflict-graph theory was also exploited in [28]. However,
different from [28], (i) we exploit UAV-to-UAV and D2D scheduling for
developing a decentralized model dissemination scheme in mmWave ATINs,
and (ii) the focus of the current work is to minimize the network’s energy
consumption for FL while [28] considered maximizing the secrecy rate in
FL. Despite adopting a similar method to solve the resource optimization
problem, our considered FL problem is entirely different from [28].

FIGURE 3. The flowchart for the proposed FedMoD.

vertex vbk,u is defined asw(v
b
k,u) = Ecompu +Ecomu . Two vertices

vbk,u and v
b′
k ′,u′ are conflicting vertices that will be connected

by an edge in E if one of the following connectivity conditions
(CC) is satisfied.
• CC1: (u = u′ and b = b′ or k = k ′). CC1 states that the
same user u is in both vertices vbk,u and v

b′
k ′,u′ .

• CC2: (b = b′ and u ̸= u′). CC2 implies that the same
RRB is in both vertices vbk,u and v

b′
k,u′ .

Note that the violation of constraint C1 in problem P1 is
represented by connectivity conditionsCC1 andCC2. Essen-
tially, two vertices are in conflict with each other if (i) they
contain the same UD that is associated with different UAVs
or RRBs, or (ii) they contain the same RRB that is associated
with different UDs. We emphasize that the conflict clustering
graph designed for solving P1 has several similarities with
the MWIS problem. For example, in both P1 and MWIS,
two non-adjacent vertices are required (according to CC1
and CC2 conditions) and in P1, the same local learning user
cannot be scheduled to multiple UAVs or RRBs as per the
constraint C1. Moreover, energy consumption minimization
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is the objective of problem P2 in ATIN, which is also the same
as the goal of MWIS to select a number of vertices with small
weights. Motivated by such similarity between the MWIS
and P1, the solution to P1 is characterized by the following
theorem.
Theorem 1: The solution to problemP1 is equivalent to the

minimum independent set weighting-search method, in which
the weight of each vertex v corresponding to UD u is

w(v) = Ecompu + Ecomu . (15)

In what follows, we provide a sketch on finding MWIS
set 0∗ among all other minimal sets in the G graph. At first,
we select vertex vi ∈ V, (i = 1, 2, · · · , ) that has the mini-
mum weight w(v∗i ) and add it to 0

∗ (at this point, 0∗ = {v∗i }).
Subsequently, the subgraph G(0∗), which consists of vertices
in graph G that are not adjacent to vertex v∗i , is extracted and
considered for the next vertex selection process. Thereafter,
we select a new minimum weight vertex v∗i′ (i.e., v

∗

i′ should be
in the corresponding set of v∗i ) from subgraph G(0∗). Conse-
quently, the set 0∗ is updated as 0∗ ← {v∗i , v

∗

i′}. We repeat
the aforementioned process until no further vertex is adjacent
to all vertices in 0∗. Note that at most BK vertices can be
selected, and the final MWIS set is therefore denoted by
0∗ = {v∗1, v

∗

2, · · · , v
∗
BK }. We emphasize that such an MWIS

set represents a feasible UD-UAV/RRB scheduling solution
to P1.

B. SOLUTION TO SUBPROBLEM P2: D2D GRAPH
CONSTRUCTION
In this subsection, our main focus is to schedule the non-LOS
UDs to the LOS UDs (relays) over their idle times so that
the local models of those non-LOS UDs can be forwarded to
the UAVs. Since the non-LOS UDs communicate with their
respective relays overD2D links, theD2D connectivity can be
characterized by an undirected graphG(V, E) withV denoting
the set of vertices and E the set of edges. We construct a new
D2D conflict graph that considers all possible conflicts for
scheduling non-LOSUDs onD2D links, such as transmission
and half-duplex conflicts. This leads to feasible transmissions
from the potential D2D transmitters |Unon,tra|.
RecallUnon is the set of non-LOSUDs, i.e.,Unon = U\Ulos,

and let Urelay = Ulos\{u} denote the set of relays that can use
their idle times to help the non-LOS UDs. Hence, the D2D
conflict graph is designed by generating all vertices for ū-th
possible relay, ∀ū ∈ Urelay. The vertex set V of the entire
graph is the union of vertices of all users. Consider, for now,
generating the vertices of the ū-th relay. Note that ū-th relay
can help one non-LOSUD as long as it is in the coverage zone
and is capable of delivering the local model to the scheduled
UAV within its idle time. Therefore, each vertex is generated
for each single non-LoS UD that is located in the coverage
zone of the ū-th relay and Tû ≤ T ūidle. Accordingly, the i-th
non-LOS UD in the coverage zone Zū can transmit its model
to the ū-th relay. Therefore, we generate |Zū| vertices for the
ū-th relay.

All possible conflict connections between vertices (conflict
edges between circles) in the D2D conflict graph are provided
as follows. Two vertices vūi and v

u′
i′ are adjacent by a conflict

edge in Gd2d, if one of the following conflict conditions is
true: (i) (ū ̸= u′) and (i = i′). The same non-LoS UD cannot
be scheduled to two different helpers ū and u′. (ii) (i ̸= i′) and
(ū = u′). Two different non-LoS UDs can not be scheduled
to the same relay. These two conditions represent C3 in P2,
where each non-LoS UD must be assigned to one relay and
the same relay cannot accommodate more than one non-LoS
UD. Given the aforementioned designed D2D conflict graph,
the following theorem reformulates the subproblem P2.
Theorem 2: The subproblem of scheduling non-LOS UDs

on D2D links in P2 is equivalently represented by the MWIS
selection among all the maximal sets in the Gd2d graph, where
the weight ψ(vūi ) of each vertex v

ū
i is given by ψ(v

ū
i ) = r .

Since P2 is also equivalent to an MWIS selection problem,
its solution can be obtained using a similar method detailed
at the end of Section V. A. Due to the space limitations, the
repeated discussion is omitted.

C. COMPUTATIONAL COMPLEXITY
Let U star

inv = min(U ,B), UHFL
inv , and UFedMoD

inv be the number
of involved UDs in the learning of the star-based, HFL, and
FedMoD FL schemes, respectively. Note that since the global
model aggregation is just an averaging of all the trained local
models of the involved UDs, its computational complexity
can be ignored for all the schemes. The star-based requires
a computational complexity of CPS/RRB-UD scheduling,
which requires O

(
U star
inv ) operations. On the other hand,

it requires a computational complexity for local learning at
the UDs, which isO(U star

inv f (S)), where f (S) is the complexity
of ML solver with S dataset, which holds for all schemes.
Such computational complexity depends on dataset type.
Thus, the total computational complexity of the star-based
FL is O

(
T (U star

inv +U
star
inv f (S))) operations. The computational

complexity of the proposed FedMoD is explained as follows.
First, we consider an MWIS greedy search for the following
scheduling procedures: (i) UD-UAV, (ii) D2D links, and (iii)
UAV-UAV, where its computational complexity depends on
vertex generation and graph construction. In particular, the
MWIS solution for UD-UAV scheduling requires generating
a maximum of O(UlosKB) vertices, calculating their weights
requires O(UlosKB), and connecting those vertices requires
O(U2

losK
2B2) [28], which yields the worst-case complexity

ofO(U2
losK

2B2). Next, theMWIS solution for LOS-non-LOS
scheduling requires generating a maximum ofO(UrelayUnon)
vertices, calculating their weights requires O(UrelayUnon),
and connecting those vertices requires O(U2

relayU
2
non) [28],

which yields the worst-case complexity of O(U2
relayU

2
non).

Next, the MWIS solution for UAV-UAV scheduling requires
generating a maximum of O(K 2) vertices, calculating their
weights requires O(K 2), and connecting those vertices
requiresO(K 2) [28], which yields the worst-case complexity
of O(3K 2). Then, in each greedy iteration of each of the
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above procedures, respectively, we select one vertex up to
a maximum Ulos, K , and Urelay vertices. We combine all
the complexities of the different solution elements including
the learning part, which yields the total complexity of the
FedMoD of O

(
T (U2

losK
2B2 + U2

relayU
2
non + 3K 2

+ Ulos +

Urelay+K +UFedMoD
inv f (S))

)
=O

(
T (U2

losK
2B2+U2

relayU
2
non+

UFedMoD
inv f (S))

)
. Similarly, the HFL requires a computa-

tional complexity of UAV/RRB-UD scheduling only and
local learning, which requires O

(
T (U2K 2B2 + UHFL

inv f (S))
)

arithmetic operations. Notably, star-based FL requires low
computational complexity than HFL and FedMoD, and Fed-
MoD is better than HFL since the greedy search of HFL is
over all the UDs in the network, opposed to FedMoD that
is over LOS UDs only. This observation can be seen in the
running time of Table 2 in the numerical section, where HFL
requires more computing time than star-based and FedMoD.

VI. PERFORMANCE EVALUATION
A. SIMULATION SETTING
For our simulations, a circular network area having a radius
of 400 meter (m) is considered. The height of the CPS
is 10 m [2]. Unless specified otherwise, we divide the
considered circular network area into 5 target locations.
As mentioned in the system model, each target location is
assigned to one UAV, and the locations of the UAVs are
randomly distributed in the flying plane with an altitude of
100 m. The users are placed randomly in the area. In addition,
U users are connected to the UAVs through orthogonal RRBs
for uplink local model transmissions. The bandwidth of each
RRB is 2 MHz. The UAV communicates with the neigh-
boring UAVs via high-speed mmWave communication links
[26], [35].

Our proposed FedMoD scheme is evaluated on the MNIST
and CIFAR-10 datasets, which are well-known benchmark
datasets for image classification tasks. Each image is one
of 10 categories. We divide the dataset into the UDs’ local
data Du with non-i.i.d. data heterogeneity, where each local
dataset contains data points from two of the 10 labels. In each
case, Du is selected randomly from the full dataset of labels
assigned to the u-th UD. We also assume non-iid-clustering,
where the maximum number of assigned classes for each
cluster is 6 classes. For ML models, we use a deep neural
network with 3 convolutional layers and 1 fully connected
layers. The total number of trainable parameters for MNIST
is 9, 098 and for CIFAR-10 is 21, 840. We simulate a Fed-
MoD system with 30 UDs (for CIFAR-10) and 20 UDs
(for MNIST) and 5 UAVs each with 7 orthogonal RRBs.
In our experiments, we consider a network topology that is
illustrated in Fig. 11 unless otherwise specified. The remain-
ing simulation parameters are summarized in TABLE 1 and
selected based on [2], [33], [38], and [41]. To showcase the
effectiveness of FedMoD in terms of learning accuracy and
energy consumption, we consider the Star-based FL andHFL
schemes.

TABLE 1. Simulation parameters.

B. FedMoD’s ACCURACY AND CONVERGENCE
PERFORMANCE
We show the training accuracy with respect to number of
iterations for both the MNIST and CIFAR-10 datasets with
different model dissemination rounds α in Fig. 4. Specially,
in Figs. 4(a) and 4(b), we show the accuracy performance
of our proposed FedMoD scheme with full dissemination
against the centralized FL schemes. Particularly, in the con-
sidered star-based and HFL schemes, the CPS can receive the
local trainedmodels from the UDs, where each scheduled UD
transmits its trained model directly to the CPS (in case of star-
based FL) or through UAVs (in case of HFL). Thus, the CPS
can aggregate all the local models of all the scheduled UDs.
In the considered decentralized FedMoD, before the dissemi-
nation rounds start, eachUAVhas aggregated the trained local
models of the scheduled UDs in its cluster only. However,
with the novel dissemination FedMoD method, each UAV
shares its aggregated models with the neighboring UAVs
using one-hop transmission. Thus, at each dissemination
round, UAVs build their side information (Knownmodels and
Unknownmodels) until they receive all theUnknownmodels.
Thus, the UAVs have full knowledge of the global model of
the system at each global iteration. Thanks to the efficient
FedMoD dissemination method, the accuracy of the pro-
posed FedMoD scheme is almost the same as the centralized
FL schemes. Such efficient communications among UAVs
accelerate the learning progress, thereby FedMoD model
reaches an accuracy of (0.945, 0.668 for MNIST and CIFAR-
10) with around 200 and 300 global iterations, respectively,
as compared to the accuracy of (0.955, 0.944 for MNIST)
and (0.665, 0.668 for CIFAR-10) for star-based and HFL
schemes, respectively. It is important to note that although
our proposed scheme overcomes the struggling UD issue of
the star-based scheme and the two-hop transmission of the
HFL, it needs a few rounds of model dissemination. However,
the effective coding scheme of the models minimizes the
number of dissemination rounds. In addition, due to the high
communication links between the UAVs, the dissemination
delay is negligible which does not affect the FL time.

In Figs. 5(a) and 5(b), we further study the impact of
the number of dissemination rounds α on the convergence
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FIGURE 4. Performance comparison between FedMoD and
baseline schemes for MNIST and CIFAR-10: Accuracy vs.
number of iterations.

FIGURE 5. Performance comparison of FedMoD for MNIST and
CIFAR-10 with different α.

rate of the proposed FedMoD scheme for both the MNIST
and CIFAR-10 datasets. For both figures, we consider the
following three proposed schemes: (i) FedMoD scheme-full
dissemination where UAVs perform full model dissemination
at each global iteration, (ii) FedMoD scheme - α = 2 where
partially dissemination is performed and after each 2 com-
plete global iterations, we perform full dissemination, and
(iii) FedMoD scheme - α = 3 where partially dissemination
is performed and after each 3 complete global iterations,
full dissemination is performed. From Figs. 5(a) and 5(b),
we observe that partial dissemination with less frequent full
dissemination leads to a lower training accuracy within a
given number of training iterations. Specifically, the accuracy
performance for full dissemination, α = 2 and 3 schemes
is 0.966, 0.66, 0.75 for MNIST and 0.668, 0.52, 0.59 for
CIFAR-10, respectively. Infrequent inter-cluster UAV dis-
semination also leads to unstable convergence since the UAVs
do not frequently aggregate all the locally trained models of
the UDs.

In Fig. 6, we plot the accuracy of the proposed and bench-
mark schemes versus the number of global iterations for 28
UDs and 20 RRBs. In Fig. 6, we perform the simulations
on CIFAR-10 dataset and consider a practical model, where
the number of available RRBs is less than the number of
UDs. Similar to the discussion of Fig. 4(b), at the beginning
of the learning, the BS aggregates all the local models and
reaches accuracy of 60% and 56% with around 50 global
iterations for star-based and HFL schemes, respectively. The
proposed FedMoD, at the beginning, has limited knowledge
on the global model since it only knows the local model that
depends on its scheduled UDs in the corresponding cluster.

FIGURE 6. Accuracy vs. number of global iterations for a
network configuration of 28 UDs and 20 RRBs.

FIGURE 7. Typical network topologies of the UAVs for model
dissemination and their FL accuracy.

Consequently, it has a low accuracy of 55% at 50 iterations
compared to the aforementioned schemes. However, using
the efficient dissemination scheme between the UAVs, the
proposed FedMoD algorithm effectively disseminates the
aggregated models of UAVs to their adjacent clusters. With
increasing the number of iterations, the UAVs have better
knowledge about the global model of the system. Thus, the
accuracy of our proposed FedMoD scheme is effectively
increased with the number of rounds. Therefore, as can be
seen from Fig. 6, the proposed scheme has better accuracy
than the HFL scheme at convergence of 300 rounds, and both
have improved performances as compared to the star-based
FL scheme. Due to the RRB allocation reusing scheme among
the UAVs, the number of involved UDs in the learning of the
proposed and HFL schemes is larger than of the star-based-
scheme. In fact, the number of involved UDs in the proposed
and HFL schemes can reach up to 28 UDs, while the number
of scheduled UDs in the start-based scheme is maintained by
the total number of the available RRBs in the system, which
is 20 UDs.

C. IMPACT OF NETWORK TOPOLOGY AND FedMoD’s
ENERGY EFFICIENCY
We also evaluate the learning accuracy of FedMoD on dif-
ferent network topologies of the UAVs as shown in Fig. 7(a).
We consider a fully connected network where all the UAVs
are connected and a partially connected network where UAV
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FIGURE 8. Average energy consumption vs. number of UDs.

4 is not connected to UAV 1. In this figure, we perform
4 different rounds of dissemination. As shown in Fig. 7(b),
we see that within a given number of global iterations, a more
connected network topology achieves a higher test accuracy.
This is because more model information is collected from
neighboring UAVs in each round of inter-UAV model aggre-
gation. It is also observed that whenα is greater than 4, the test
accuracy of the partially connected network can approach the
case with a fully connected network. Therefore, based on the
network topology of UAVs, we can choose a suitable value
of α to balance between the number of inter-cluster UAV
aggregation and learning performance.

In Fig. 8, we plot the energy consumption of the proposed
and benchmark schemes versus the number of UDs for a
network of 4 UAVs and 4 RRBs per UAV. From the objective
function of problem P1, we can observe that an efficient
radio resource management scheme leads to a lower energy
consumption. Hence, from Fig. 8, we observe that for Fed-
MoD, the average energy consumption is minimized. Such
an observation is because the proposed schemes judiciously
allocate LOS UDs to the UAVs and their available RRBs
as well as D2D communications. In particular, the random
scheme has the largest energy consumption because it ran-
domly schedules the UDs to the UAVs and their available
RRBs. Accordingly, from energy consumption perspective,
it is inefficient to consider a random radio resource manage-
ment scheme. From Fig. 8, it is observed that the proposed
centralized scheduling FedMoD and distributed FedMoD
schemes offer the same energy consumption performances
for the same number of UDs. Such an observation can be
explained by the following argument. When we have a large
number of UDs, the probability that a UD is scheduled for
more than one UAV decreases. As a result, the conflict among
UAVs and the likelihood of scheduling UDs to the wrong
UAV decreases. As an insight from this figure, a distributed
radio resource management scheme is a suitable alternative
for scheduling the LOS UDs to the UAVs, especially for
large-scale networks.

To further study the performance of the proposed scheme,
in Fig. 9, we plot the energy consumption of the proposed and

FIGURE 9. Average energy consumption vs. number of UDs for
20 RRBs.

benchmark schemes versus the number of UDs for 20 RRBs.
Fig. Fig. 9 depicts that the star-based FL has improved perfor-
mance in terms of energy consumption compared to the HFL
and FedMoD. This is because the UAVs in HFL and FedMoD
need to hover to (1) collect the local models of the UDs and
(2) disseminate their local aggregated models to other UAVs
to reach the global model without the need for global model
aggregator of the star-based. Such UAVs hovering consumes
more energy. Besides the impact of the UAVs hovering on
the energy consumption, the number of involved UDs plays
a vital role in the energy consumption. Since the proposed
FedMoD and HFL can accommodate more scheduled UDs
than the star-based FL, due to reusing the available resources
among different UAVs, the consumed energy is increased.
However, as depicted in Fig. 9(a), increasing the number of
UDs in the learning leads to improve the learning accuracy,
and both schemes work better than the star-based in terms
of learning accuracy. Our proposed FedMoD strikes a bal-
ance between these benchmark schemes by (i) augmenting
the need for two hops of transmission of the HFL; and (ii)
ensuring short range communications between the UAVs and
scheduled UDs (unlike the star-based FL that requires a dis-
tant CPS). Thus, it has improved performance compared to
the HFL.

In Fig. 10, we evaluate the energy consumption (dash lines)
and number of scheduled UDs (solid lines) of the proposed
FedMoD and benchmark schemes by changing the number
of RRBs in a network of 40 UDs. From Fig. 10, we observe
that the number of scheduled UDs of star-based FL is equal
to the number of RRBs in the system. In particular, when
the total number of RRBs is nearly 25, the effective system
capacity of the star-based FL stops growing and can have
at most 25 scheduled UDs. Therefore, the star-based FL is
impractical in terms of the number of scheduled UDs, par-
ticularly for massive networks with limited radio resources.
However, in the considered UAV schemes (i.e., FedMoD and
HFL), the set of RRBs can be re-used among non-adjacent
clustering UAVs. As a result, the number of scheduled UDs
of the considered D2D schemes is increased. Indeed, Fig. 10
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TABLE 2. Execution time (in seconds) of the simulated schemes and their computational complexity.

FIGURE 10. Average energy consumption vs. number of RRBs
for 40 UDs.

(solid lines) shows that UAV schemes achieve more than
25% improvement in the number of scheduled UDs com-
pared to the star-based FL for 40 UDs and 25 RRBs in the
network. On the other hand, the energy consumption (dash
lines) of the FedMoD and HFL is degraded compared to the
star-based due the following argument. First, the FedMoD
offloads the CPS to perform any global model aggregation,
however it consumesmore energy for UAV hovering. Second,
the number of scheduled UDs (solid lines) plays a vital role
in the energy consumption. Since the proposed FedMoD
and HFL can accommodate more scheduled UDs than the
star-based FL, due to reusing the available resources among
different UAVs, the consumed energy is increased. However,
increasing the number of UDs in the learning leads to improve
the learning accuracy as depicted in Fig. 6. Thus, both
schemes work better than the star-based in terms of learning
accuracy.

Finally, Table 2 provides the run time of MATLAB for all
the proposed schemes for one global iteration. We consider
a network setup of 3 UAVs and different number of UDs.
Table 2 shows that HFL scheme requires high computation
time than all the other solutions. This is due to the fact that
HFL searches all the possible UD-UAV/RRB associations in
the network. Star-based scheme has low computing time, but
it relies on the CPS for scheduling and global aggregations.
It also does not converge well in massive networks, where
there is a large number of UDs with limited number of RRBs
in the network. Thus, our proposed FedMoD scheme can
be executed quickly without the need for the CPS’s global
aggregations, making it preferred method for application in
UAV networks.

VII. CONCLUSION
In this paper, we developed a novel decentralized FL scheme,
called FedMoD, which maintains convergence speed and
reduces the energy consumption of FL in mmWave ATINs.
Specifically, we proposed a FedMoD scheme based on
inter-cluster UAV communications and theoretically proved
its convergence. A rate-adaptive and D2D-assisted RRM
scheme was also developed to minimize the overall energy
consumption of the proposed decentralized FL scheme. The
presented simulation results revealed that our proposed Fed-
MoD achieves the same accuracy as the baseline FL scheme
while substantially reducing energy consumption for conver-
gence. In addition, simulation results reveal various insights
concerning how the topology of the network impacts the
number of inter-cluster UAV aggregations required for the
convergence of FedMoD.

APPENDIX A
ILLUSTRATION OF THE PROPOSED MODEL
DISSEMINATION METHOD
For further illustration, we explain the dissemination method
that is implemented at the UAVs through an example of the
network topology of Fig. 11. Suppose that all the UAVs have
already received the local models of their scheduled UDs and
performed the localmodel averaging. Fig. 11 presents the side
information status of each UAV at round l = 0.
Round 1: Since UAV 2 has good reachability to many

UAVs (K2 = {1, 4, 3}), it transmits its model w̃2,0 to
UAVs 1, 4, and 3 with a transmission rate of r(l = 1) =
min{12, 11, 9} = 9 Mbps (CC2 is satisfied). Note that UAV
5 can not transmit to UAV 3 according to CC3, i.e., UAV 3 is
already scheduled to the transmitting UAV 2. When UAV 2
finishes model transmission, the Known sets of the receiving
UAVs is updated to H1

1(t) = {w̃1, w̃2}, H1
3(t) = {w̃3, w̃2},

andH1
4(t) = {w̃4, w̃2}. Accordingly, their Unknown sets are:

W1
1 (t) = {w̃3, w̃4, w̃5}, W1

3 (t) = {w̃1, w̃4, w̃5}, W1
4 (t) =

{w̃1, w̃3, w̃5}.
Round 2: Although UAV 2 has good reachability to many

UAVs, it would not be selected as a transmittingUAVat l = 2.
This is because the UAV has already disseminated its side
information to the neighboring UAVs. Thus, UAV 2 does not
have any vertex in the FedMoD conflict graph. In this case,
UAVs 4 and 5 can simultaneously transmit models w̃4 and
w̃5, respectively, to the receiving UAVs {1, 2} and {3}. When
UAVs 4 and 5 finish models transmission, the Known sets
of the receiving UAVs is updated to H2

1(t) = {w̃1, w̃2, w̃4},
H2

2(t) = {w̃2, w̃4}, andH2
3(t) = {w̃3, w̃2, w̃5}. Clearly, UAVs
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FIGURE 11. A simple example of 5 UAVs with their arbitrary
transmission rates and initial side information at round l = 0.

4 and 5 transmit their models to the corresponding UAVs
with transmission rates of r4 = min{13, 15} = 13 Mbps and
r5 = 16Mbps, respectively. However, for simultaneous trans-
mission and from CC2, all the vertices of the corresponding
UAVs {1, 2, 3} should have the same achievable rate. Thus,
UAVs 4 and 5 adopt one transmission rate which is r(l =
2) = min{r4, r5} = 13 Mbps.
Round 3: UAV 1 transmits model w̃1 to the receiving

UAVs {2, 4}, and their Known sets are updated to H3
2(t) =

{w̃2, w̃4, w̃1}, H3
4(t) = {w̃4, w̃2, w̃1}. UAV 1 transmits its

model to the corresponding UAVs with a transmission rate
of r(l = 3) = min{10, 14} = 10 Mbps.
Round 4: Given the updated side information of the UAVs,

UAV 3 can encode models w̃5 and w̃2 into the encoded model
w̃5 ⊕ w̃2 and broadcasts it to UAVs 2 and 5. Upon reception
this encoded model, UAV 5 uses the stored model w̃5 to
complete model decoding (w̃5 ⊕ w̃2)⊕ w̃5 = w̃2. Similarly,
UAV 5 uses the stored model w̃2 to complete model decoding
(w̃5 ⊕ w̃2) ⊕ w̃2 = w̃5. The broadcasted model is thus
decodable for both UAVs 5 and 2 and has been transmitted
with a rate of r(l = 4) = min{11, 15} = 11 Mbps. The
Known sets of these receiving UAVs are as follows:H4

2(t) =
{w̃2, w̃4, w̃1, w̃5} andH4

5(t) = {w̃5, w̃2}.
Round 5: Given the updated side information of the UAVs

at l = 4, UAV 3 transmits w̃3 to UAVs 2 and 5. Upon
reception this model, UAV 2 has obtained all the required
models, i.e., H5

2(t) = {w̃1, w̃2, w̃3, w̃4, w̃5} and W5
2 (t) =

{∅}. The broadcasted model is transmitted with a rate of
r(l = 5) = min{11, 15} = 11 Mbps. Since UAV 2 has all
the local aggregated models of other UAVs, it can aggregate
them all which results the global model at the t-th iteration:

w̃(t) =
1
D
(w̃1 + w̃2 + w̃3 + w̃4 + w̃5). (16)

Therefore, the global model w̃ is broadcasted from UAV 2 to
UAVs {1, 4, 3} with a rate of min{12, 11, 9} = 9 Mbps.
Next, UAV 3 can send w̃ to UAV 5 with a rate of 15 Mbps.
Therefore, all the UAVs obtain the shared global model w̃
and broadcast it to their scheduled UDs to initialize the next
iteration t + 1. Note that the transmission duration of these

dissemination rounds is

Tdiss =
s
9︸︷︷︸
l=1

+
s
13︸︷︷︸
l=2

+
s
10︸︷︷︸
l=3

+
s
11︸︷︷︸
l=4

+
s
11︸︷︷︸
l=5

+
s
9
+

s
15
.︸ ︷︷ ︸

w̃ broadcasting

(17)

The size of a typical model is s = 9.098 Kb [14], [19],
[33], thus Tdiss = 0.0059 sec. Thanks to the efficient model
dissemination proposed method that disseminates models
from transmitting UAVs to the closest receiving UAVs with
good connectivity, the dissemination delay is negligible.
Remark 5: In the fully connected model, each UAV can

receive the local aggregated models of all UAVs in K
dissemination rounds, where each UAV takes a round for
broadcasting its local aggregated model to other UAVs.

APPENDIX B
CONVERGENCE ANALYSIS
Here, we prove the convergence of FedMoD. To facilitate the
convergence rate analysis of the proposed scheme, we first
provide the following assumptions. For all u ∈ U , we assume:

1) The local loss function is L-smooth, i.e.,. This assump-
tion implies that for some L > 0, ∥▽Fu(w(t + 1)) −
▽Fu(w(t))∥2 ≤ L∥w(t + 1)− w(t)∥2.

2) The mini-batch gradient is unbiased, i.e., EDu|w̃
[f (Du; w̃)] = ▽Fu(w̃), and there exists σ > 0 such

that EDu|w̃

∥∥∥∥[f (Du; w̃)]− ▽Fu(w̃)
∥∥∥∥2
2
≤ σ 2.

3) For the degree of non-IIDness, we assume that there
exists κ > 0 such that ∥▽Fu(w̃)−▽F(w̃)∥2≤ κ,where
κ measures the degree of data heterogeneity across all
UDs.

In centralized FL, the global model at the CPS at each
global iteration evolves according to the following expres-
sion [14]:

w(t + 1) = w(t)− λG(t), (18)

where w(t) = [wu(t)]u∈Uinv and G(t) = [g(wu(t))]u∈Uinv .
However, in FedMoD, the k-th UAV maintains a model
updated based on the trained models of its scheduled UDs
only and needs to aggregate the models of other UAVs using
the model dissemination method as in Section III-B. There-
fore, each UAV has insufficient model averaging unless the
model dissemination method is performed until all UAVs
obtain the global model defined in (16), i.e., at l = α.
In other words, at l = α, the global model of our proposed
decentralized FL should be the one mentioned in (18). For
convenience, we define ũ(t) =

∑
u∈Uinv muwu(t), and con-

sequently, ũ(t) = w̃(t)m. By multiplying both sides of the
evolution expression in (18) by m, yielding the following
expression

ũ(t + 1) = ũ(t)− λG(t)m, (19)

Following [26] and [27] and leveraging the evolution expres-
sion of ũ(t) in (19), we bound the expected change of the local
loss functions in consecutive iterations as follows.
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Lemma 1: The expected change of the global loss function
in two consecutive iterations can be bounded as follows

E[F(ũ(t + 1))]− E[F(ũ(t))]

≤
−λ

2
E∥▽F(ũ(t))∥22+

λ2L
2

Uinv∑
u=1

muσ 2
−

λ

2
(1− λL)Q̃

+
λL2

2
E

∥∥∥∥w̃(t)(I−M)

∥∥∥∥2
M
, (20)

where Q̃ = E
[∥∥∥∥ ∑Uinv

u=1mu▽Fu(wu(t))

∥∥∥∥2
2

]
, M = mIT ,

and ∥X∥M=
∑M

i=1
∑N

j=1mi,j|xi,j|
2 is the weighted Frobenius

norm of an M × N matrix X.
For proof, please refer to Appendix C.
Notice that w̃(t) deviates from the desired global model due

to the partial connectivity of the UAVs that results in the last
term in the right-hand side (RHS) of (20). However, through
the model dissemination method and at l = α, FedMoD
ensures that each UAV can aggregate the models of the whole
network at each global iteration before proceeding to the next
iteration. Thus, such deviation is eliminated.

Due to the model dissemination among the UAVs, there
is a dissemination gap that is denoted by the dissemination
gap between the k-th and j-th UAVs as δj,k (t), which is
the number of dissemination steps that the local aggregated
model of the j-th UAVneeds to be transmitted to the k-th UAV.
For illustration, consider the example in Fig. 8, the highest
dissemination gap is the one between UAVs 5 and 1 which
is 3. Thus, δ5,1(t) = 3. The maximum dissemination gap of
UAV k is δk (t) = maxj∈K{δj,k (t)}. Therefore, a larger value
of δj,k (t) implies that the model of each UAV needs more
dissemination steps to be globally converged. The following
remark shows that δk (t) is upper bounded throughout the
whole training process.
Remark 2: There exists a constant δmax such that δk (t) ≤

δmax , ∀t ∈ T , k ∈ K. At any iteration t, the dissemination
gap of the farthest UAV (i.e., the UAV at the network edge),
δmax = α gives a maximal value for the steps that the models
of other UAVs have been disseminated to UAV k.

Given the aforementioned analysis, we are now ready to
prove the convergence of FedMoD.
Therorem 3: If the learning rate λ satisfies 1−λL ≥ 0, 1−

2λ2L2 > 0, we have

E[∥▽F(ũ)(t)∥22]≤
2{E[F(ũ)(0)− F(ũ)(T )]}

δ
+λL

Uinv∑
u=1

muσ 2

(21)

Proof: From (20), we have

λ

2
E∥▽F(ũ(t))∥22 ≤ E[F(ũ(t))]− E[F(ũ(t + 1))]

+
λ2L
2

Uinv∑
u=1

muσ 2
−

λ

2
(1− λL)Q̃. (22)

E∥▽F(ũ(t))∥2 ≤
2{E[F(ũ(t))]− E[F(ũ(t + 1))]}

λ

+ λL
Uinv∑
i=1

muσ 2
− (1− λL)Q̃ (23)

Since 1−λL ≥ 0 from Theorem 3, the third term in the RHS
of (23) is eliminated, thus we have

E[∥▽F(ũ)(t)∥22] ≤
2{E[F(ũ)(0)− F(ũ)(T )]}

λ

+ λL
Uinv∑
u=1

muσ 2 (24)

APPENDIX C
PROOF OF LEMMA 1
By applying the global loss function to both sides of (19) and
using the L-smoothness assumption, we have:

E[F(ũ(t + 1))]

≤ E[F(ũ(t))]+ E
〈
▽F(ũ(t)),−λG(t)m

〉
+
L
2

E∥λG(t)m∥22= E[F(ũ(t))]

− δE
〈
▽F(ũ(t)),E[G(t)m]

〉
+

λ2L
2

E
∥∥∥∥G(t)m− ▽F̃(t)m+ ▽F̃(t)m

∥∥∥∥2
2
,

where ▽F̃(t) =
[
▽F1(t),▽F2(t), · · · ,▽FUinv (t)

]
. Since

E[L̂(w̃i(t − y))m̂] = ▽L̃(w̃i(t − y))m̂, we have the following

E[F(ũ(t + 1))]

= E[F(ũ(t))]− λE
〈
▽F(ũ(t)),▽F̃(t)m

〉
+

λ2L
2

E
∥∥∥∥G(t)m− ▽F̃(t)m

∥∥∥∥2
2
+

λ2L
2
∥▽F̃(t)m∥22,

where λ2L
2 E

∥∥∥∥G(t)m−▽F̃(t)m+▽F̃(t)m
∥∥∥∥2
2
=

λ2L
2 E

∥∥∥∥G(t)m−

▽F̃(t)m
∥∥∥∥2
2
+

λ2L
2 E∥▽F̃(t)m∥22. This is becasue E[G(t)m] =

▽F̃(t)m, thus the cross-terms ofG(t)m and ▽F̃(t)m are zero.
Thus, we have

E[F(ũ(t + 1))]

= E[F(w̃(t))]− δE
〈
▽F(ũ(t)),

Ninv∑
u=1

mu▽Fu(ũu(t))
〉

+
λ2L
2

E
∥∥∥∥ Uinv∑
u=1

mu

(
g(ũu(t))− ▽F(w̃u(t))

)∥∥∥∥2
2

+
λ2L
2
∥▽F̃(t)m∥22
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= E[F(ũ(t))]− λE
〈
▽F(ũ(t)),

Uinv∑
u=1

mu▽Fi(w̃u(t))
〉

+
λ2L
2

Uinv∑
u=1

m2
uE

∥∥∥∥g(w̃u(t))− ▽Fu(w̃u(t))

∥∥∥∥2
2

+
λ2L
2
∥▽F̃(t)m∥22.

From Assumption 3, we have E
∥∥∥∥g(w̃u(t)) − ▽

Fu(w̃u(t))

∥∥∥∥2
2
≤ σ 2. Also, sTk = 1

2∥s∥
2
2+

1
2∥k∥

2
2−

1
2∥s− k∥22.

Thus, we have

λE
〈
▽F(ũ(t)),

Uinv∑
u=1

mu▽Fu(w̃u(t))
〉

=
λ

2
∥▽F(ũ(t))∥22

+
λ

2
E∥

Uinv∑
u=1

mu▽F(w̃u(t))∥22

−
λ

2
E

∥∥∥∥▽F(ũ(t))−
Uinv∑
u=1

mu▽F(w̃u(t))

∥∥∥∥2
2
.

With such a constraint, we can have

E[F(ũ(t + 1))]

≤ E[F(ũ(t))]−
(

λ

2
∥▽F(ũ(t))∥22

+
λ

2
E

∥∥∥∥ Uinv∑
u=1

mu▽F(ũu(t))
∥∥∥∥2
2
−

λ

2
E

∥∥∥∥▽F(ũ(t))

−

Uinv∑
u=1

mu▽F(w̃i(t))

∥∥∥∥2
2

)

+
λ2L
2

Uinv∑
u=1

m2
uσ

2
+

λ2L
2
∥▽F̃(t)m∥22

≤ E[F(ũ(t))]−
(

λ

2
∥▽F(ũ(t))∥22+

λ

2
E

∥∥∥∥ Uinv∑
u=1

mu▽F(w̃u(t))

∥∥∥∥2
2

−
λ

2
E

∥∥∥∥ Uinv∑
u=1

mu

(
▽F(ũ(t))− ▽F(w̃u(t))

)∥∥∥∥2
2

)

+
λ2L
2

Uinv∑
u=1

m2
uσ

2
+

λ2L
2

E∥▽
Uinv∑
u=1

mu▽Fu(w̃u(t))∥22.

We denote Q̃ = E∥▽
∑Uinv

i=1 mu▽Fu(w̃u(t))∥22, we have the
following

E[F(ũ(t + 1))]

≤ E[F(ũ(t))]−
λ

2
∥▽F(ũ(t))∥22−

(
λ

2
−

λ2L
2

)
Q̃

+
λ

2
E

∥∥∥∥ Uinv∑
u=1

mu

(
▽F(ũ(t))− ▽F(w̃u(t))

)∥∥∥∥2
2

+
λ2L
2

Uinv∑
u=1

m2
uσ

2

= E[F(ũ(t))]−
λ

2
∥▽F(ũ(t))∥22−

(
λ

2
−

λ2L
2

)
Q̃

+
λ

2
E

∥∥∥∥ Uinv∑
u=1

muE
∥∥∥∥▽F(ũ(t))− ▽F(w̃i(t))

∥∥∥∥
+

λ2L
2

Uinv∑
u=1

m2
uσ

2

≤ E[F(ũ(t))]−
λ

2
∥▽F(ũ(t))∥22−

(
λ

2
−

λ2L
2

)
Q̃

+
λ

2
E

∥∥∥∥ Uinv∑
u=1

muE
∥∥∥∥ũ(t)− w̃u(t)

∥∥∥∥+ λ2L
2

Uinv∑
u=1

m2
uσ

2.

The last inequality holds because of the L- smoothness
assumption of the local loss function. We conclude the proof
by moving E[F(ũ(t))] to the left hand side (LHS), thus we
will have

E[F(ũ(t + 1))]− E[F(ũ(t))]

≤
−λ

2
E∥▽F(ũ(t))∥22

+
λ2L
2

Uinv∑
u=1

muσ 2
−

λ

2
(1− λL)Q̃

+
λL2

2
E

∥∥∥∥w̃(t)(I−M)

∥∥∥∥2
M
. (25)
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