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Abstract—In this article, an efficient and flexible commu-
nication schema for on-chip and off-chip communication is
presented. With a reduced header size, the proposal can
achieve high communication efficiency among the devices
of a distributed static network or the internal components
in a system-on-chip. In addition, the proposal is very versa-
tile in terms of network configurations and topologies. An
FPGA implementation of the proposal has been developed
and thoroughly verified, both in simulation and when im-
plemented in two different FPGA devices. The prototypes
are exhibiting good results which validate the expected
performance, with an efficient use of device resources. As
a result, the proposed schema can both improve existing
applications whose performance is affected by communica-
tion overhead and enable new industrial applications that
require efficient communications in distributed static net-
works.

Index Terms—Efficient communications, FPGA, indus-
trial networks, network on chip, system on chip.

I. INTRODUCTION

IN MODERN industrial applications, communication proto-
cols play a crucial role in enabling efficient and reliable data

exchange between distributed devices and systems. Tradition-
ally, complex control systems are based on one main controller
that manages many secondary controllers, which act over the
rest of the subsystems. In this sense, it is possible to affirm that
the data flow is unidirectional, that is, from the main controller to
secondary controllers and vice versa, but no interaction between
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secondary controllers is allowed. A good example of this is the
electrical grid where at the beginning the commands and orders
were given from the energy sources to the loads, but with the
inrush of the smart-grid paradigm, this frontier is not so clear
anymore [1], [2]. In this scenario, academia and industry support
and explore the use of decentralized and coordinated control
schemes where the communication protocol plays an essential
role [3], [4], [5].

With the advent of Industry 4.0, the importance of such
communication protocols has only increased, as smart factories
and automated supply chains become increasingly common-
place [6], [7]. One of the key challenges in Industry 4.0 is
the need for active maintenance and prognosis, which requires
continuous monitoring and analysis of various data streams to
detect anomalies and predict potential failures [8]. To this end,
the digital twins and cyberphysical systems artifacts are used.
This, in turn, requires a highly efficient and flexible communi-
cation protocol that can support real-time data transmission and
processing across distributed networks [9].

In addition to these challenges, there is also a growing
trend toward modularization and standardization of industrial
systems. A good example is found in the power electronics
field where the main manufacturers are investing time and
resources to develop power converters following the modular
power electronics building block paradigm [10]. This paradigm
advocates the use of standardized power electronics modules
that can be easily integrated and reconfigured to meet specific
industrial requirements, allowing greater flexibility in industrial
systems [11], [12], [13]. Fig. 1 shows a modern electric vehicle
charging station (EVCS), which is an example application of
this new power electronics design paradigm.

Also, with programmable system-on-chip devices and solu-
tions appearing across many different industries and fields [14],
the necessity of having efficient communication between dif-
ferent modules extends also to the inside of the chips [15].
Efficient and minimalist network-on-chip protocols are typi-
cally niche-specific and limited in practice, for example the
SocWire Protocol [16] is tailored to the usage of reconfigurable
modules in space applications, but is limited to a maximum of
three switches per network, with a maximum of 16 ports per
switch [16], [17].

The technical literature and the market portfolio present an
extensive catalog of communication techniques based on the
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Fig. 1. Example of complex industrial system where the proposal
would have a positive impact. DC-coupled EVCS including solar pho-
tovoltaic harvesting and energy storage system.

OSI stack, as well as the Internet stack [6]. For instance, com-
munication methods, such as CAN [18], [19], Modbus [20], and
TCP/IP, are very popular communication mechanisms in many
industrial applications [6], [21], [22]. These protocols are very
flexible since they allow multiple communication modes as well
as other features, such as data integrity and data dispatching
order, among others.

A. Common Extra Features in Industrial
Communications

Each communication technique has its advantages and draw-
backs from an industrial application point of view, and the
selection of a communication schema for a specific environment
is not a trivial task. In general, because of their extra features,
these protocols and communication stacks present long header
fields that limit the communication bandwidth as well as the data
exchange efficiency.

Real-time communication protocols are designed to en-
sure timely and reliable data transmission in applications
where timeliness is critical, such as control systems, robotics,
and automation. These communication protocols are designed
to transmit data in a specific time frame by time-division
multiplexing or by using a priority-based system to ensure
that high-priority data are transmitted first [21], [22], [23],
[24].

In addition, low-latency communication is also a required
feature in real-time communication. This is achieved through
techniques, such as data compression, packet prioritization, and
low-level optimizations to reduce processing time [23], [24].

Real-time communication protocols often incorporate fault-
tolerant mechanisms to ensure that data transmission is reliable,
even in the presence of network failures or other disruptions. This
may include techniques, such as redundancy, error correction,
and retransmission of lost packets [23], [24], [25].

Finally, these communication protocols should be scalable to
support a large number of devices and high data rates. This is
achieved through techniques, such as multicast communication,
where data are transmitted to multiple devices simultaneously,
and by using protocols that can handle large amounts of data
traffic without degrading performance [21], [24].

In the case of [21], [22], [23], and [24], these protocols
possess the mentioned characteristics, although one of them is
proprietary [24] and only accessible under expensive licensing
terms, and two of them require expensive hardware to be im-
plemented [23], [24]. In the case of [24], its usage is intended
for laboratory experiments and demonstrators, but not for actual
deployment of industrial applications.

B. Need for an Efficient Communication Schema

While the aforementioned features are of interest for many
applications, their implementation typically requires increasing
the overhead of the protocols, which in turn increases communi-
cation delays and reduces their efficiency in utilizing the physical
mediums, while also increasing their general complexity, their
difficulty of implementation, and the resources they occupy in
FPGA or ASIC devices. Also, some of the solutions mentioned
in the previous section require specific hardware, such as optical
fiber transceivers to reach the desired data transmission rates. In
some cases, the selection of protocol forces a specific topology
which may not be the desired one or may insert additional delays
in the intended application. Moreover, some topologies such
as ring, daisy-chain, or any topology that depends on a single
master agent are especially vulnerable to failures.

For smaller, ad hoc networks, for example the ones that
naturally appear inside a distributed power converter, all the
aforementioned features introduce so much overhead that the
feasibility of the network to be able to send the required data
through it during a critical time interval (for example, the
sampling time of the power converter) is put into question.
Thus, it would be desirable to have a protocol with a very
reduced overhead that could be quickly deployed for these ad
hoc distributed static networks.

On the one hand, distributed computing may reduce the band-
width requirements of specific applications due to the reduction
of the quantity of information to be sent, since there is no central
controller that needs to receive all the raw data because the
processing capability is distributed among the agents. But, on
the other hand, latency will always be a problem when real-time
control is desired due to it depending exclusively on the path,
the processing capability of the intermediate routing devices,
and the amount of data to transmit, including protocol headers.
This article presents a communication schema that solves the
aforementioned issues, and its FPGA implementation. Since the
schema is designed for static networks, its protocol overhead is
automatically optimized according to the network parameters
selected by the user.

Furthermore, the proposed communication protocol can also
be used in on-chip communication applications, where efficient
and reliable communication is essential to ensure the perfor-
mance and reliability of complex systems-on-chip [26]. By
utilizing a lightweight header format and a decentralized routing
mechanism, the proposed protocol offers a highly efficient and
flexible solution to transmit data within and between different
components of a system-on-chip.

Through a series of experimental evaluations and simu-
lations, the effectiveness and performance of the proposed
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Fig. 2. Possible implementation of the EVCS of Fig. 1 using the proposed approach.

protocol in both industrial on-chip and off-chip communications
are also demonstrated. Specifically, it is shown that the pro-
posed protocol can enable efficient and reliable communication
between different components of a distributed network or a
system-on-chip, even under challenging network conditions and
topologies.

Fig. 2 shows how the proposed approach could be used to
implement the next-generation EVCS shown in Fig. 1. Lynx
switch devices are drawn in blue, whereas power converters with
their corresponding control platforms are drawn in red. Complex
control platforms based on multicore CPU, FPGA, and/or SoC
are drawn in green. In the figure, several examples where the
proposed communication approach could be successfully used
are illustrated. It must be noted that the communication networks
shown could be, or not, isolated (this would depend on the final
application). The isolation of the communication network allows
to provide extra features to the industrial application, such as
security, firewalling, or fault tolerance. In addition, the proposal
also enables the communication of the devices inside networks-
on-chip (NoC) or networks-on-board (NoB) with other modules
outside the chip or board.

In summary, the proposed communication scheme is multi-
purpose and versatile. In particular, the proposal enables effec-
tive communications in the following scenarios, as shown in
Fig. 2 (from highest to lowest communication level).

1) Communication exchange among different systems in a
network. Off-chip communication by using the appro-
priate frontend (off-chip communication protocol, see
Section III-A). This is the case of a conventional static
industrial network.

2) Communication exchange among different elements
within the same board by using the appropriate frontend.
This is the case of the NoB.

3) Communication exchange in a hybrid context that means
some agents are located inside the SoC and other agents
are located outside of the SoC. This case can be found in
NoB for instance.

4) Communication exchange on-chip. All the agents in-
volved in the network are located inside the same SoC
or NoC.

In general, the proposed communication schema offers a
promising solution for addressing the challenges of communica-
tion in modern industrial and on-chip applications. With its high
efficiency, flexibility, and scalability, the proposed protocol has
the potential to significantly improve the efficiency, reliability,
and performance of distributed systems in a wide range of
domains.

II. PROPOSED APPROACH

In general, communication protocols usually have long head-
ers, containing the multiple fields required for the implemen-
tation of the selected communication schema and other fea-
tures that the protocol may provide, such as those discussed
in Section I. However, such long headers are often not practical
for distributed applications that send small amounts of data a
high number of times per second, for example, in distributed
power converters [27], [28]. For these kinds of applications,
it commonly occurs that the header itself greatly exceeds the
size of the useful data of the message, which wastes available
bandwidth capacity and makes real-time communications diffi-
cult or impossible when the number of elements in the network
increases.

In this article, an efficient and flexible communication proto-
col specifically designed to reduce overhead size is proposed.
This communication protocol targets communication in stati-
cally defined networks, meaning networks with constant topol-
ogy. Flexibility is achieved by making the protocol configurable
according to the size of the network. Efficiency is achieved
by reducing overhead to the minimum necessary to route the
information within the specific network. Depending on the
chosen configuration, the protocol headers have a size that varies
between a minimum of 2 (for smaller networks) and a maximum
of 5 bytes (for bigger networks).
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The protocol defines the following terms.
Frame: A frame is the basic unit of information that can

be transmitted by the protocol. This means that no less than
a frame can be transmitted. Frame size is measured in bytes,
which means that the number of total bits in each frame must
always be a multiple of 8.

Module: A module is an end agent in the communication.
This means that modules are the only devices who produce and
consume data during normal operation.

Switch: A switch is an agent that routes frames. A switch
routes frames by sending them to other elements in the network
(either switches or modules). During normal operation, a switch
can neither produce nor consume data: it must always output the
exact same number of bytes it receives.

Network: A network is a group of agents that will send frames
between them following this protocol.

Source: The source of a frame is the module from which a
frame originates.

Destination: The destination of a frame is the module to which
a frame should go.

Jump: A jump happens when a frame goes from one agent to
another. For example, a jump occurs when a frame goes from
a module to a switch, from a switch to a different switch, and
finally when it goes from a switch to its destination.

Path: A path consists of a sequence of jumps. A path is used
to route a frame through the network from a specific source to
the desired destination. From a given source, a given path will
always lead to the same destination. The same path, if starting
on a different source, is not guaranteed to lead to the same
destination. This means that paths are not absolute addresses to
specific modules: they are relative to the position of the source
in the network.

It should be noted that this protocol does not use addresses,
but instead uses paths. This is by design, as this simplifies the
computing cost of routing frames, making the switches and
modules both simpler and faster. Since this protocol does not
have absolute addresses, this means that the same module will
have different paths leading to it, depending on who is sending
the data to it. In networks with any kind of redundancy, there
could be more than one possible path between a source and a
destination. Since networks are static, this makes no difference
for each source module: instead of storing an address for each
of the modules to which it wants to send data, the module must
store a path.

A. Frame Fields

The frame structure of the proposed protocol can be seen in
Fig. 3. A frame in this protocol consists of two fields: the header,
which contains the information to route the frame through the
network, and the data, which is the information the modules
want to transmit and receive. The size of the header is statically
fixed, which means that it depends on the specific configuration
of the protocol and cannot be changed after synthesis. This
allows optimizing the header size to the minimum size necessary
to properly route frames in the specific configured network. The

Fig. 3. Frame structure. The fields take the smallest necessary size to
represent the possible jumps in the network, according to the number of
ports of each switch and the maximum number of jumps a frame may
perform.

size of the data field is dynamic, since it is specified in a sub-field
of the header, so different frames may carry data of different
sizes in the same network.

At the same time, the header contains itself two fields: path,
which contains the jump-by-jump route that the frame should
follow, and data length, which is the length, in bytes, of the data
field.

The path itself is also further subdivided into three fields:
unused bits, which just pad the size of path to a multiple of 8 bits,
current jump, which is used to keep score of how many switches
the frame has passed through, and chain of jumps, which contains
the sequence of jumps the frame should perform to arrive at its
destination.

In this way, a switch does not need to know any information
about the network to route a received frame: it can just read the
current jump field, then use it as an index to select a specific jump
from the chain of jumps field. The value of the selected jump
contains which output port the switch should send the frame to.
This also allows for very fast processing of the frames, increasing
switch throughput.

It should be noted that a frame does not need to perform
all jumps allowed by the chain of jumps field, if it reaches its
destination before performing all possible jumps. For example,
if two modules are connected to the same switch, these two
modules can reach each other in a couple of jumps, even if the
network allows for more.

B. Return Path

The reader may have noticed that the frame does not have
any fields in which to note the source of the frame. In this case,
how would the destination know which module originated the
transmission? How would it know where to send its response,
if the user application needs one to be sent? A naive solution to
this problem would be to just add another field to the header that
would identify the source of the frame, but that would impose a
very inconvenient overhead: the header would almost duplicate
its size, since we would need to add another field with the same
size as path.

For this work, it is proposed that the information to identify the
source is stored in the path, overwriting it, since the destination
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does not need to know how other modules actually reach it. The
most important condition that must be met for this approach to
be valid is to never overwrite any information that will be needed
to route the frame towards the destination. This is achieved by
overwriting the jumps that have already been performed. Each
switch knows from which of its ports a frame came, so after
getting the value of the output port to which to send the frame
(determined by the jump in position current jump inside the
chain of jumps), it can just overwrite that jump with the index of
the input port from where the frame came. Since the switch will
also increment the frame’s current jump by one, the overwritten
jump will never be used by the switches that follow.

This modified path, that the destination sees in the received
frame, is called the return path. The destination could now
reverse this return path to determine which is the source of
the frame, but it is typically more convenient to just store
both the path to and the return path from the modules from
which it expects to communicate with. If the data are correctly
structured (for example, in a table), the module can look up
the received return path to get the direct path for the same
network element. Since increasing the header size would in-
crease overhead throughout all the network, but duplicating path
storage in the modules should be no issue, this is considered an
acceptable tradeoff in this context. In the general case, each
module must store two 1-to-4 byte paths per each module it
wants to communicate with.

Of course, switches do not need to store any paths, since all the
information needed to route frames through the correct output
port is contained in the header.

Fig. 4 shows a network with four four-port switches, over
which an example is illustrated. The example assumes a max-
imum number of jumps of 4, since four jumps are enough to
route a frame between each pair of modules in the diagram. In
the figure, path 0 is the path to route a frame from module 7
to module 3, while paths 1, 2, and 3 show the modifications
of the original path as the frame traverses the network. Finally,
reversing path 3, which is the return path in this example, results
in path 0’ which allows module 3 to send data back to the sender
if required. As it will be explained in Section III-A, only three
jumps appear in the paths since the initial jump from module 7
to switch 3 does not need to be encoded.

A high number of agents would lead to an increase in trans-
mission delays across the network and longer overheads to
store very long paths, which is why the protocol limits the
header size to 5 bytes (4 bytes of path and 1 byte of data
length). Nevertheless, it must be noted that, when configured
for example with eight-port switches and ten maximum jumps,
a network could have thousands of modules, depending on the
exact topology.

C. Impact of Header Size on the Communication
Mechanism

It is possible to model a switch as a network of queues, as it
is shown in Fig. 5. Let λi be the frame arrival rate for each
input port, and μj be the service rate for each output port,
whereas μa represents the service rate of the arbiter. The arbiter

Fig. 4. Network with four-port switches. Four jumps are enough to
route a frame between each pair of modules.

Fig. 5. Switch modeled as a network of queues. The arbiter processes
just the header of every frame and then connects the input queue to the
relevant output queue.

processes just the header of every frame and then connects the
input queue to the relevant output queue, but from a queuing
standpoint it is possible to consider that the complete message
is quickly processed and sent to an output queue. From this
queuing point of view, the arbiter splits the input flows according
to the probability, pj , that a frame is destined to a specific output
port j.

While service times are commonly modeled using exponential
probability distributions, the arbiter service time Ta for the
proposed approach depends only on the clock frequency and
the header size, and thus is deterministic, as will be shown in
Section IV. Thus, Ta = 1/μa. In contrast, the service times Tj

of the output queues will depend on the clock frequency and the
full frame size, so they are not deterministic. A typical assump-
tion is to consider that frame sizes are exponentially distributed,
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and thus Tj will also follow an exponential distribution, with
service rate parameter μj , and mean service time 1/μj .

Assuming the input arrivals can be modeled as independent
Poisson processes, we can calculate the total arrival rate to the
arbiter as

λtotal =
∑

i

λi. (1)

Since the arrivals are determined by a Poisson process and
the service time of the arbiter is deterministic, it is possible to
consider the first part of the switch as an M/D/1 queue (Markov
arrivals, deterministic service time, single server), with input
arrival rate λtotal and service rate μa. Defining the utilization
factor as ρa = λtotal/μa, the average time spent by a frame in
the first part of the switch is

T1 =
1
μa

+
ρa

2μa(1 − ρa)
. (2)

When the utilization ρa is high, the output of this first part
of the switch can be approximated to a Poisson distribution,
which is then split by the arbiter into N flows, according to the
probabilities pj . The resulting flows will also be approximate
Poisson processes with arrival rates λj = pjλtotal. Each of those
flows goes to an M/M/1 queue (Markov arrivals, Markov service
time, single server), where the average time spent by a frame is
as follows:

T2 =
1

(μj − λj)
. (3)

These two times can be combined to estimate the average time
a frame spends inside the switch, assuming it is is routed to the
output queue j

T = T1 + T2 =
1
μa

+
λtotal/μa

2μa(1 − λtotal
µa

)
+

1
μj − pj ∗ λtotal

. (4)

The header size affects multiple elements of the previous equa-
tion: a smaller header size increases the rate at which the arbiter
can process frames, increasing μa, which appears in the denom-
inator of the two first terms of (4). The first term expresses the
actual time spent by the arbiter processing the frame headers;
whereas the second term expresses the time the frame spends
waiting in the input queues for the arbiter to process it. But
also, a smaller header size affects the rate at which the output
queues can process frames—since these output queues must also
transmit the full headers—, thus increasing μj , the service rate
of the output queues.

On the other hand, the required transmission time in a real-
time communication scheme is determined by the amount of
data to be transmitted and the baud-rate of the physical links. For
the sake of simplicity, an example is illustrated in the following
paragraphs.

Assuming the need for a real-time communication procedure
between two machines, A and B, in a network connected by a
switch device, as shown in Fig. 6, and considering a target com-
munication time constraint Tobj, the required communication
time to send a message from A to B can be expressed as

TB
A = TA

b (HA +DA) + TA
b (HA) + δ1

Fig. 6. Example of communication topology used to determine the
minimum transfer for a real-time application.

+ TB
b (HA +DA) + TB

b (HA) + δ2 (5)

where terms TA
b (HA +DA) + TA

b (HA) + δ1 represent the
time to transmit from A and the computation time required
in the switch device to decide the next step. In a similar way,
the terms TB

b (HA +DA) + TB
b (HA) + δ2 represent the data

transmission from the switch device to the final destination
and the computation time required to process the message. HA

and DA represent the header and data size expressed in bytes,
respectively. TX

b is the byte-time in the physical link and δx is
a guard time to ensure real-time communication.

In a similar way, the required communication time for the
response from B to A can be expressed as

TA
B = TB

b (HB +DB) + TB
b (HB) + δ3

+ TA
b (HB +DB) + TA

b (HB) + δ4 (6)

following the same notation.
Then, to guarantee real-time communications, the complete

communication process should be completed inside the target
time constraint, that is

TB
A + TA

B ≤ Tobj. (7)

In addition, for the sake of simplicity, we can assume header
sizes are the same (HA = HB = H), and that the transmission
time in both links can be considered equal (TA

b = TB
b = Tb), as

well as the computational times δx = δ, then it follows:

Tb(8H + 2(DA +DB)) + 4δ ≤ Tobj

Tb ≤ Tobj − 4δ
8H + 2(DA +DB)

. (8)

It is clear from (8) that to fulfill the communication time (Tobj)
for a particular industrial application only two actions can be
performed: either increase the transmission rate or reduce as
much as possible the data to transmit. Assuming the data to
transmit is already optimized, only the header size could be
reduced.

This discussion is general, but does not include the details of
any particular communication protocol. For instance, in CAN-
bus the size of the frame is set to 8 bytes, where the payload is
limited to 48 bits.

III. FPGA IMPLEMENTATION

A. Design Architecture

A key decision in the architecture has been to define a clear
separation between the on-chip and off-chip functionalities. For
this, a simple data/valid/ready entity interface has been defined
for internal communication purposes. In this way, the proposal
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Fig. 7. Constants for protocol configuration are set in a single VHDL
file which is just four lines long. All internal constants for the specific
protocol configuration are automatically derived, from these ones, in
synthesis time.

Fig. 8. Protocol header when configured for a maximum of four jumps
and four-port switches. In this case, the size of the header is the mini-
mum possible, 2 bytes.

can be used for on-chip communications, where a network-
on-chip could be implemented by instancing and connecting
one or more switches in a single FPGA device, while off-chip
communication requires the use of frontends, which convert
from the internal data/valid/ready interface to a protocol more
suitable for communicating with the outside of a chip, such as
UART or SPI. By defining a standardized interface, frontends
can be swapped without modifying the internal behavior of
the switch entities. Also, new frontends can be developed in
order to support different off-chip communication protocols, and
the only requirement is that they support the data/valid/ready
interface.

Another key decision in the architecture has been to make the
protocol as easy as possible to configure. To configure the size
of the network, the user just has to decide how many jumps can
a frame perform through the network, and how many ports each
switch in the network will have. While using VHDL generics
would be the default strategy to achieve this configurability,
the complexity of the design, which requires defining custom
datatypes with sizes that depend on the number of jumps and
ports, implies that using VHDL generics would require the code
to be written in VHDL-2008 [29]. Due to the status of the current
landscape of both proprietary and free and open-source (FOSS)
tools for FPGA design and verification [14], [30], it is clear that,
in order to achieve maximum portability of the design, it is much
desirable to code the design in the VHDL’93 [31] version of the
standard. Thus, the decision was made of defining a package
with only the user-settable constants, which can be very easily
modified by the user, without requiring any knowledge of the
VHDL language.

Fig. 7 shows the contents of this package. This approach does
not cause any loss of generality, because all elements in the same
network will use the same value for Max_Number_of_Jumps and
Number_of_Ports.

From these two user-defined constants, all other sizes and
internal constants are statically derived in synthesis time. In the
case that the user specifies constants that would result in a header
longer than 5 bytes, an assertion warns the user and prevents
simulation and implementation.

Fig. 9. Protocol header when configured for a maximum of six jumps
and four-port switches.

Fig. 10. Protocol header when configured for a maximum of ten jumps
and eight-port switches. In this case, the size of the header is the
maximum allowed, 5 bytes.

In Figs. 8–10, it is shown how the header changes for different
configurations. It must be noted that the initial jump that occurs
from the source to the first switch in the network does not need
to be encoded in the header, since there is no possible ambiguity
in that operation: the module is directly connected to the switch
and it decides to send the frame to it. Even in the case of a
module being connected to more than one switch (for example,
a module that acted as a bridge between two Lynx networks),
there is still no ambiguity since it would be connected to each
switch through a different interface. By sending data through one
or other interface the module is implicitly selecting that initial
jump in the path.

The connection with the frontends is straightforward: a switch
can send data to one of its frontends if the frontend’s ready
signal is active, and the switch must assert its valid signal to
the frontend so it knows that it should capture the data that
comes from the switch. Another set of ready, valid, and
data signals allows a frontend to send data to the switch to
which it is connected.

A network-on-chip implementation may connect multiple
switches inside the same chip. Two adjacent switches, meaning
that they are directly connected through one or more of their
ports, can communicate using their ready, valid, and data
signals, without the need for any frontends.

B. Switch Architecture

The switch has been designed so all of its channels work
independently and in parallel. This allows data channels to be
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Fig. 11. Internal architecture of the switch. Note that the multiple com-
munication channels can process data simultaneously: data can go, for
example, from port 0 to port 2 at the same time that data goes from port
1 to port 3. Furthermore, ports are full duplex: each input port can work
simultaneously and independently from its corresponding output port.

established between different pairs of ports without impacting
the performance of other channels that may also be established.
Furthermore, all ports are full duplex, with their input and output
logic being independent, so it makes sense in this section to
differentiate between input ports and output ports for clarity.
Fig. 11 shows the architecture of a four-port switch, which has
four input ports and four output ports. Each input port has a
finite state machine (FSM) that, for each received frame, decodes
the path inside the header and decides to which output port it
should send the frame. When the FSM knows which output port
it will send the data to, it petitions the arbiter for access to that
specific output port. If the port is free, the arbiter immediately
grants the FSM its ownership, but if it is not, the arbiter uses a
round robin system for granting access to the output ports, so a
single input port cannot exclusively monopolize an output port:
before sending a second frame, it must wait until all the other
input ports which want to send to that specific output port have
finished sending one frame each. After the FSM finishes sending
the frame, it releases the output port so the arbiter is free to assign
it to another FSM if needed. It must be noted that, in order to
avoid bottlenecks, the data to be transmitted does not cross the
arbiter: the arbiter is only used to establish a communication
channel between an input port and an output port.

On the other hand, each output port has a multiplexer (MUX
in Fig. 11), which selects between the output of all FSMs in the
switch, according to which FSM the arbiter has determined is
the current owner of the output port.

C. Verification Procedure and Results

The system has been thoroughly verified by simulation and
FPGA testing. Self-checking testbenches have been developed

for the switch and also for the transmitter and receiver modules
of each of the implemented frontends. These self-checking
testbenches include a test sequencer, protocol drivers for the
inputs, protocol monitors for the outputs, predictors to predict
the expected outputs, and checkers to verify that the actual out-
puts match the expected ones. VUnit [32] has been used for test
management and transaction message passing, and constrained
random testing has been performed using the constrained ran-
dom features of OSVVM [33]. Using VUnit, the different tests
have been parameterized for different values of the VHDL
generics of the modules under test, and also for multiple values
of the total number of transactions processed in each test.

The testbench for the switch adapts to the protocol config-
uration chosen by the user, so the switch is always stimulated
with frames that comply with the protocol, with the exact values
from the header and data fields selected randomly, with different
constraints depending on the specific test case. Furthermore,
all the tests for the switch store all input and output frames in
.csv files, so the exact same stimuli can be used in field tests
over an FPGA device. A script has been developed that reads
all the stimuli generated by the tests, sends them to the FPGA
board, and afterwards checks that the FPGA outputs match the
simulation outputs.

The complete set of switch tests has been run multiple times,
automatically rewriting the User_Constants.vhd file for all
possible configurations between [Max_Number_of_Jumps=2,
Number_of_Ports=2] and [Max_Number_of_Jumps=12,
Number_of_Ports=12], to ensure functionality is preserved
when changing the configuration of the network. Unsupported
configurations, meaning those that result in a header longer
than 5 bytes, are marked as such and thus the testbenches are
not executed.

Line coverage for the synthesizable sources, as reported by
GHDL [34] version 2.0.0-dev (1.0.0.r144.g68a7f85c) is 93.4%.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The switch has been implemented for two different FPGA
boards: the LX9 Microboard (using Xilinx ISE 14.7) and the
PYNQ-Z2 (using Xilinx Vivado 2020.2). Two switch configu-
rations have been implemented for each device: six jumps and
four ports, and ten jumps and eight ports. For ease of testing,
UART frontends have been used. The UART frontends have
been configured with a speed of 1 Mbaud, with 1 stop bit and no
parity, which is equivalent to 100 KB/s, although slower speeds
can be used if needed. The functionality of the implemented
designs has been checked using the inputs and outputs generated
by the testbenches and it matches the expected behavior in all
cases.

Both simulation and measurement over the FPGA imple-
mentations show that the switch, in absence of any contention,
requires two clock cycles to send a single byte, plus an extra two
clock cycles per header byte to begin processing a frame. This
result is summarized in the following:

Tframe=2 · Tclk · (2 · size_header+data_length). (9)

By contention we mean when a frame has to be routed through
a port that is currently being used and thus it has to wait until the
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TABLE I
MAXIMUM CLOCK FREQUENCIES (IN MHZ) FOR DIFFERENT

CONFIGURATIONS OF THE SWITCH IN THE SPARTAN-6 AND ZYNQ-7000
FAMILIES

previous frame has been fully transmitted. Equation (9) suggests
that, as the data_length of the frame increases, the maximum
throughput in bytes per second becomes approximately half the
clock frequency at which the switch operates. For example, if a
switch operates at 50 MHz, the upper bound for its throughput
per port will be around 25 MB/s, which is a good rule of thumb
to approximate the maximum capacity for a single switch port.
The goodput (useful throughput) in bytes per second is actually
given by the following:

Goodput=
1
2
Fclk · data_length

2 · size_header+data_length
. (10)

The leftmost fraction of (10) is fixed, but the right fraction
of that equation will take different values depending on both
the protocol configuration (which determines size_header) and
the size of the specific data that is sent in each frame. When
the size of the payload is not zero, the value for that fraction
is bounded between its minimum, 0.09 (1/11), which happens
when sending frames that only contain 1 byte of data in networks
with 5-byte headers, and its maximum, 0.98 (255/259), which
occurs when header_size is 2 and data_length is 255.

It must be noted that this capacity is per port, so for example
and in the absence of contention, all ports of an eight-port switch
with a 50 Mhz clock could be running at 0.98 × 25 MB/s, which
would result in a total goodput of almost 200 MB/s.

Table I shows the maximum clock frequencies the switch can
have at different configurations, for two different FPGA families,
using two different implementation toolchains (Spartan-6 family
with Xilinx ISE 14.7, and Zynq-7000 family with Xilinx Vivado
2020.2, respectively). Data have been obtained from the post-
place and route timing analyses for each of the implementations.
Configurations marked with a hyphen (–) are unsupported due
to the header being longer than 5 bytes. In Table I, the config-
urations with ten and 12 ports do not fit inside the lx9 device
that the LX9 Microboard includes, so a different device from
the same family and the same speed factor (–2) has been used
for those. For the Zynq-7000, all the implementations have been
made for the same device, specifically the xc7z020-1clg400c.

Fig. 12. Oscilloscope capture of the transmission of two frames (per
port) with data_length = 8 in the switch configured for ten jumps and
eight ports, on the Pynq-z2 development board. The measured time to
send the 5 + 8 byte frame is 660 ns.

Fig. 13. Oscilloscope capture of the transmission of two frames (per
port) with data_length = 255 in the switch configured for ten jumps and
eight ports, on the Pynq-z2 development board. The measured time to
send the 5 + 255 byte frame is 9.69 us.

FPGA resource utilization for different switch configurations
is also shown in Table II. It must be noted that the implemen-
tations contain an UART frontend for each switch port. The
resource utilization table shows that the switch implementations
occupy a small percentage of a modern FPGA such as the
Zynq-7020. The designs have a reasonable resource utilization
even in the Spartan-6 lx9, which is the second smallest device
of a low cost FPGA family first released in 2009. In the case
of the Zynq-7020, many switches can be implemented in the
FPGA, so a network-on-chip with multiple switches can be
easily implemented in the device. Since the results suggest that
the main limitation is the Block RAM (BRAM) capacity of
the FPGA devices, an optimization that can be performed is
to reduce the size of the internal FIFOs so they are synthesized
into distributed memories instead of BRAMs.

Figs. 12 and 13 show four ports of an eight-port, ten-max-
jumps switch outputting data in parallel. The pulsing signals
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TABLE II
DEVICE UTILIZATION FOR DIFFERENT SWITCH CONFIGURATIONS IN THE TWO TESTED FPGA DEVICES

TABLE III
COMPARISON TABLE BETWEEN DIFFERENT COMMUNICATION SCHEMAS

are the valid signal of the output of each channel, which is
activated once each two clock cycles. In this case, the clock of
the switch is running at 54.67 MHz.

Table III presents a comparison between different commu-
nication schemas. The table compares different characteristics
of the approaches, such as overhead, speed, minimum payload
ratios, and maximum number of devices in the network, among
others. The minimum payload ratio is the effective ratio, between
user data and total frame size that corresponds to a frame that
only sends a single data byte. Maximum payload ratios have not
been included, since all protocols tend to achieve a payload ratio
close to 1 when sending frames full of information. Profinet and
EtherCAT are Internet-based protocols, while PESnet, SyCCo
Bus, and RealSync are specifically designed for modular power
converters. It must be noted that SyCCo and RealSync require
specialized hardware (such as optical fiber connections) to
achieve the specified communication rates. For the proposed
approach, maximum capacity per port has been approximated
as explained before: to check how the number of ports and
jumps affects capacity, the reader can check Table I, divide the
frequency by two, and multiply it by 8 to obtain the speed, in
Mbps, per port.

V. CONCLUSION

A flexible communications protocol that enables effi-
cient communications in distributed static networks has been

proposed, implemented and verified both in simulation and when
implemented in two different FPGAs. Single switches can be
implemented in inexpensive FPGA devices, or multiple switches
can be implemented in bigger, midrange FPGAs to easily create
complex NoC. The endpoints of the communication can be either
FPGAs or microprocessors, since the only condition they need
to meet is to use the same physical communications layer that is
implemented in the frontend connected to the specific port of the
switch they are connected to. The protocol header size is auto-
matically optimized to the minimum number of bytes necessary
to establish effective communications, and the switches have
been verified and characterized for many configurations. This
allows the user to decide which network topology will be better
suited for their application, according to their application needs
and the maximum available throughput of the specific switch
configurations they may be considering.

It must be noted that the limitation of a maximum of 5 bytes
per header is a self-imposed restriction, which was adopted to
guarantee that the headers do not grow too much, ensuring that
the reduction of header sizes achieved by the proposed protocol
is effective. If required, this self-imposed restriction could be
removed for specific communication scenarios, at the cost of
bigger header sizes.

The design is flexible so a single switch could have different
frontends on different ports: in the case of distributed networks
with one module acting clearly as a main module that directs the
operation of other, secondary modules, having a faster frontend
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for the main module (such as optical communication link) and
slower frontends for the secondary modules (such as UART
or SPI) optimizes deployment costs and ensures that the main
module has enough bandwidth to communicate with all the
secondary modules.

Finally, although the main target of the proposed communica-
tion schema are static industrial networks which have typically
small to medium sizes, when the protocol is configured with
a high number of jumps and ports per switch, networks with
hundreds or even thousands of modules can be implemented,
depending on the specific network topology. Network traffic
control, which would probably be needed in that case, could
be deployed at a higher level network protocol, which we are
currently considering as future work.

In summary, the authors believe that the minimalist commu-
nication protocol proposed in this work is a good candidate for
static industrial communication networks, for several reasons
given as follows.

1) The payload ratio is high due to the minimalist header
length, which is automatically optimized depending on
network configuration.

2) The return path mechanism allows receivers to identify
the senders and send responses back to them without
requiring space to store an origin address in the frame,
reducing the frame space necessary to store addresses by
a factor of two.

3) The decentralized routing mechanism prevents extra in-
formation exchange between modules.

4) The decentralized routing mechanism allows to share the
loads between communication switches. In this sense,
communication does not depend on a single element in
the network.

5) The minimalist communication proposal is independent
of the network topology structure.

The authors expect that this communication protocol, with
its FPGA implementation, will enable both the improvement
of existing applications that currently suffer from performance
issues due to communication overhead and the creation of new
distributed applications in various industrial settings. The pro-
posal does not intend to replace well-established state-of-the-art
protocols: it strives instead to solve a very specific problem
which is the overhead introduced by communication protocols
in the case of static industrial networks.

Future work will include development of frontends of higher
capacity, implementing error detection and correction, and de-
veloping higher level network functionalities by building over
the ones provided by the switch. In order to achieve that, two
main approaches can be combined: a) reserving space in the
payload to implement control values, and b) adding new types
of blocks to the network, connected to the switches. For example,
independent network discovery and management blocks could
be connected to each switch, and these blocks could talk between
themselves to implement self-discovery of the network and con-
gestion awareness. In addition, communication control blocks
could be inserted between frontends and switches to implement
error detection and correction, message retransmission when

unrecoverable errors are detected, and tolerance to misbehav-
ing modules. Extra security features, such as encryption or
frame tampering detection, could be implemented peer-to-peer
in higher communication layers.
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