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ABSTRACT This paper proposes a new 3D spatial sensing approach via compressed sensing (CS) by
using a single-channel air-coupled piezoelectric micromachined ultrasonic transducer (PMUT) operated with
multi-frequency. Our study focuses on a single-channel transducer with a PMUT array composed of several
diaphragms with different radius sizes. It is known that small variations in the radius size can cause distinct
transmission signals of all diaphragms that are excited by the same excitation signal. In this way, the acoustic
field distribution of a region of interest (ROI) can be distorted especially in the direction perpendicular to the
wave propagation, which could help to obtain more distinctive information about the scatterers at different
locations in any 3D ROI. Therefore, a compressed 3D spatial sensing approach is proposed and used for
acquiring measurements of the designed single-channel transducer. The information of any object in a 3D
ROI can be mapped onto a collection of basis functions constructed via the nearly mutual orthogonal echo
signals from all scatterers in the ROI. Furthermore, the proposed approach is verified with simulated acoustic
measurements obtained from the established PMUT equivalent circuit model and the K-Wave acoustic
propagation model via an obstacle-sensing application. Based on the sparsity nature of objects in the ROI,
the reconstruction of 2D/3D images of objects can be accomplished via a CS-based algorithm. The obtained
image reconstruction results show that the proposed approach allows not only for detecting localization but
also for reconstructing descriptive features of an object.

INDEX TERMS  Air-coupled ultrasound, compressive sensing, piezoelectric micromachined ultrasonic
transducer (PMUT), 3D spatial sensing, ultrasound imaging.

SPECIAL SECTION ON AIR-COUPLED ULTRASOUND

. INTRODUCTION

LTRASOUND imaging has attracted widely attention
Uand achieved tremendous improvements in the last
decades. Due to its versatile and non-invasive properties,
ultrasound imaging techniques can provide real-time, quan-
titative physical and anatomical information, and further
facilitate to capture of meticulous information on objects
in certain applications such as structural cracks, pathologi-
cal tissues, and obstacles. Due to the penetration capability,

safety (non-radiation), and economic efficiency properties of
ultrasound, the development of ultrasound imaging benefits
other ultrasound domains, especially for the ultrasonic testing
(UT) technology employed in a wide variety of applications
from nondestructive testing [1], [2], medical diagnosis [3], [4]
to communication navigation [5], [6].

Nowadays, several ultrasound imaging approaches have
been used for object identification, localization, and quan-
tification, such as the delay-and-sum (DAS) beamforming
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[71, [8], [9], the multiple signal classification (MUSIC)
algorithm [10], [11], and the time domain topological
energy (TDTE) [12], [13]. However, most ultrasound imaging
approaches still mainly focus on dealing with the two-
dimensional (2D) imaging of a region of interest (ROI).
To achieve comprehensive three-dimensional (3D) imaging
of an ROI and effectively characterize 3D objects, includ-
ing shapes and volumes, it is necessary to mechanically or
electrically scan the ultrasonic beam, such as with phased
array technology. This approach allows for the collection of
additional measurements of objects at various positions and
angles. As demonstrated in [14], using a rotatable linear array,
a C-Mode ultrasonic tomography is used to perform imaging
of a breast model, allowing the size and location of the mass to
be recognized. As reported in [15], transmit beamforming is
applied to obtain a narrow beam, and a mechanical moving
sensor array is used to scan the sample, which can gener-
ate the B-mode and C-mode images with high resolution
for characterizing objects. However, achieving the transmit
beamforming system requires additional circuitry to indepen-
dently perform the delay control, leading to a more complex
design of a sonar sensing system. In addition, mechanical
scanning is an exhausting and time-consuming process to
obtain a large amount of experimental data for reconstructing
the desired 3D images of objects, which makes designing
an imaging system with a high frame rate for high-quality
images very challenging. Therefore, it becomes more urgent
for the sensing scenarios, such as 3D imaging, and 3D spa-
tial sensing, to find other suitable approaches that produce
compressed data during the sensing to reduce the amount of
required measurements for 3D imaging reconstruction.

In recent studies, compressed sensing (CS) [16], [17] pro-
vides one promising solution to address the current limitation
of 3D ultrasound imaging. It states that, by carefully select-
ing a sparse representation base and a suitable sampling
strategy, the measurement acquisition procedure can be accel-
erated with the reduced measurement volume, while still the
essential information of the target signal can be guaranteed
accurately reconstructed. So far, CS has been employed in
various applications, including communication systems and
networks [18], medical imaging [19], and seismology [20].
In particular, CS-based measurement acquisition with single
sensors has demonstrated the great potential of the CS-based
imaging approach. Duarte et.al. [21] proposed a single-pixel
camera, which uses a single photodetector with an adjustable
mask to reconstruct images. By projecting an image onto
the photodetector through randomized mask patterns, they
successfully reconstructed the ground-truth image from a few
measurements less than the total number of image pixels.
Similarly, in the field of ultrasound imaging, Kruizinga et al.
[22] demonstrated a coding mask embedded in a single ultra-
sound sensor to break the phase uniformity of the ultrasound
wave in an ROI, where each pixel reflects a unique temporal
echo signal. Thus, the 3D spatial information of an object can
be projected onto a set of incoherent basis constructed by cod-
ing masks based on temporal echo signals, and the 3D image
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reconstruction of an object can be achieved via reconstruction
algorithms developed in CS. Compared to the traditional
3D ultrasound imaging approach of mechanically moving
imaging systems, the CS-based 3D imaging approach can
significantly reduce measurement volume and measurement
acquisition time. Additionally, it also benefits by reducing
the complexity of hardware system implementation and with
less additional cost added to the single ultrasound sensor.
However, the coding mask introduces other problems to the
ultrasound sensing system. For instance, the coding mask
may cause multiple reflections inside the mask before the
ultrasound waves reach the objects, which results in signif-
icant energy loss. In addition, the traditional bulk ultrasound
sensor used in [22] usually has poor impedance matching
due to the thickness vibration mode in fluid media, which
makes the coding mask-based imaging approach not suitable
for air-coupled sensing applications.

However, with  the development of  micro-
electromechanical systems (MEMS) technology, piezoelec-
tric micromachined ultrasonic transducers (PMUT) have
become an excellent solution for improving the transmission
efficiency of the system, especially for the fluid-coupled
applications compared to the traditional bulk ultrasonic
sensors. PMUT transmits and receives ultrasonic through
a curved film in flexural vibration mode (d31), yielding
enhanced acoustic impedance matching between the sensor
cell and the air-coupling [23], [24], [25]. With the cur-
rent lithography technology, the resonance frequency of the
PMUT cell can be easily tuned by adjusting their 2D patterns.
Furthermore, PMUT possesses several advantages over tra-
ditional ultrasonic sensors in terms of circuit integration, low
driving voltage, and high receiving sensitivity [26], [27].

To break the limitation of 3D ultrasound imaging and
utilize the benefits of PMUT in fluid media or air-coupled
sensing applications, this paper proposes a new 3D spatial
sensing approach throughout compressed sensing by using
a single-channel air-coupled PMUT operated with multi-
frequency. Firstly, a new sensor design is presented in this
paper for 3D spatial sensing in air, where a PMUT array is
composed of several cells with different radius sizes. A sin-
gle channel is utilized to control all the cells by applying
the same excitation signal to all of them simultaneously.
The variance of radii of cells results in distinct frequency
responses between each other, which causes the distorted
distribution of the acoustic field in the entire space of ROL.
This could help remove ambiguous echoes from scatters at
different locations in an image plane of ROI perpendicular
to the wave propagation direction. Secondly, following the
principle of CS, a compressed 3D spatial sensing approach is
demonstrated with the designed single-channel sensor, where
the information of any 3D object in the ROI can be mapped
onto a collection of non-coherent basis functions constructed
via the nearly mutual orthogonal echo signals from all scat-
ters in the 3D ROI. Finally, based on the sparsity nature of
objects in the ROI, the 3D image reconstruction of objects is
accomplished by algorithms used to solve the CS problems.
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FIGURE 1. Schematic of the hierarchical design platform employed for a comprehensive development of a PMUT-based

system.

Compared to the coding mask-based 3D imaging method,
the proposed method utilizes a PMUT array and can avoid
the coding mask causing unnecessary multiple reflections,
which can improve energy transmission efficiency. The con-
trol circuit for a single-channel sensor simplifies the system
hardware implementation compared to the traditional delay
control-based system implementation and further reduces the
total cost of the sensor system. The CS-based data acquisition
process used for building the sparse representation matrix
via echo signals has not only overcome the time-consuming
process of pixel-wise scanning in traditional methods but
also can achieve a significantly reduced number of measure-
ments. In addition, this paper has established a time-domain
equivalent circuit model based on a PMUT array simulation
platform. The acoustic measurements of the proposed method
are obtained through the combination of the platform for
PMUT transmission and reception, and the K-Wave acoustic
propagation model [28], [29], [30]. The developed simulation
platform has significantly improved the efficiency of the time
domain simulation for any studies on PMUT arrays, building
up a foundation for the succeeding system optimization and
other researches on PMUT applications.

The remainder of the paper is organized as follows.
Section II provides a thorough explanation of the hierarchical
design platform employed in the PMUT system, illustrating
its integration with a sophisticated compressed 3D spatial
sensing algorithm. In Section III, the PMUT equivalent cir-
cuit model is established in the time domain. The details
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of the proposed compressed 3D spatial sensing method are
presented in Section IV. Section V describes the simulation
setup and verifies the effectiveness of the established PMUT
time domain-based simulation platform. Furthermore, the
study and the validation of our proposed method are carried
out with simulated measurements on 2D/3D objects spatial
sensing, and corresponding analysis results are presented in
Section VI. Finally, conclusions are drawn in Section VII.

Il. SYSTEM LEVEL PARADIGM
During the standard operations of PMUTs, multiple phys-
ical domains including fluid dynamics, mechanics, and
electronics are coupled together. An accurate and efficient
collaborative design taking multiple factors into account is
critical to upgrade the performance of the entire system.
To address this challenge, we developed a system-level sim-
ulation platform for the hierarchical design of PMUT-based
systems, enabling comprehensive designing and optimization
of the entire system. Figure 1 illustrates the technical roadmap
of the proposed platform. This design platform mainly con-
sists of four levels, given as
o Level 1 focuses on the modeling of a single PMUT
cell. This segment relies on classical plate vibration
theory and theoretical acoustics, allowing analytical
solutions [31], [32]. Additionally, finite element method
(FEM) simulations can be performed using commercial
software like COMSOL or ANSYS, either calibrated
based on experiments. This approach guarantees the
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versatility and accuracy of the proposed PMUT simu-
lation platform. Subsequently, a lumped element model
(LEM) of the PMUT cell can be established, consolidat-
ing all physical parameters into electrical ones;

« Level 2 relies on an equivalent circuit model formulated
for PMUT array design and optimization. The lumped
element parameters obtained from level 1 are applied
to construct the distributed element model (DEM) of
the array. This significantly diminishes the computa-
tional load for simulating a large array over a broad
frequency range compared to the finite element method
(FEM). Such an approach is proved particularly benefi-
cial in forecasting the performance of extensive PMUT
arrays intended for liquid-coupled applications [24],
(251, [26], [27];

o Level 3 integrates the electrical model of a PMUT
with the front-end analog circuits, conducting a
multiple-domain coupled simulation to obtain the elec-
trical output signal from the hardware system, serving
as input for level 4;

o Level 4 is grounded in the previously mentioned hard-
ware systems modeling. It entails selecting appropri-
ate algorithms according to the characteristics of the
hardware system to fully leverage its advantages and
optimize the algorithms accordingly.

Note that the first three levels are focused on the hardware,
as described in Sec. III, and level 4 is related to the signal
processing techniques and algorithms illustrated in Sec. IV.

This platform does not only significantly increase the com-
putation efficiency when accounting for any large PMUT
array, but also establishes a coupling relationship among
the multi-physics domains, directly building the relationship
between the structural design of the PMUT and the final
output of the whole system. In other words, it has the poten-
tial to yield an optimization guideline of the whole system
from scratch. The modular design approach of this platform
enables the combination of individual design modules based
on specific analysis scenarios, achieving the most economi-
cally efficient approach while ensuring design requirements
are met.

Compared to FEM and pure numerical simulation method,
it is easier to find a clear optimization guideline from
the proposed equation-based semi-analytical system, which
can standardize all parameters as electrical variables with
a uniform format. It does not only facilitate a systematic
approach to system design but also expands the possibilities
for employing more methods from electrical network theory.
In addition, it enables sophisticated system analyses exempli-
fied by the utilization of circuit simulation software such as
Keysight ADS.

. HARDWARE SYSTEM PARADIGM

A. PMUT MODELING

A typical PMUT employs a vibrating diaphragm with a
diameter of several hundred micrometers, comprising a struc-
tural layer and a thin-film piezoelectric layer [23], [31]
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FIGURE 2. Schematic of a typical PMUT diaphragm with
Aluminum Nitride as piezoelectric material.

covered with top and bottom electrodes, as shown in Figure 2.
Leveraging the inverse piezoelectric effect, an in-plane stress
induced in the piezoelectric layer creates a strain mismatch
between the piezoelectric and silicon layers, driving the
diaphragm into vibration to transmit ultrasound. Conversely,
a voltage signal can be obtained from the electrodes when
receiving the incident pressure.

1) MODELING OF PLATE VIBRATION

Given that the lateral dimensions of the PMUT significantly
exceed its thickness, classic plate theory is employed to
model the dynamic behavior of the plate. When the PMUT
dynamically receives and transmits pressure waves during
operation, the equation of motion of the transversal motion
w(r, t) of an axisymmetric fully clamped diaphragm, in polar
coordinates, can be expressed as

32 dw 4 .

psoy teg -+ DoViw = qo(r, 1), ey
where p; = Zi pih; denotes the area plate density of the
i-th material layer of the diaphragm, 4 is the thickness of
each material layer, ¢ is the viscous damping coefficient,
Dy denotes the flexural stiffness of the plate, and g represents
a transverse force per unit area, encompassing all external
loads [31], [32].

Based on the modal analysis method, the solution of Eq. (1)

can be presented as a linear combination of the mode shapes
W;(r) [31] assuming

wir, 1) = > W), )

where &;(¢) represents the modal displacements of the
diaphragm dependent on time.

Under the axisymmetric harmonic excitation with an angu-
lar frequency of w = 2f, W; can be expressed as [31], [33]:

Jo(may) . ma;

— 3
To(r l)( . 3

where Jo(x) and Ip(x) are the zero-order Bessel function
of the first kind and the modified Bessel function of the
first kind, respectively. Here, ry is the radius of the circular-
shaped diaphragm, i denotes the number of the radial mode
shape, Ag is the normalization coefficient corresponding to

T
V; = AolJo(—r) —
ro
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the position of the reference point on the plate, and «; fulfills
the requirement of [33]

To(map)Ji (o) + Jo(ma)l (o) = 0. 4

Substituting Eq. (2) into Eq. (1), multiplying each one of
them with the corresponding mode shape W;, and integrated
along the radius of the surface of the diaphragm yields

ME(t) + cifi(t) + Ki&i(t) = Pi(t), i=1,2,3,---, (5)

where the equivalent modal mass M;, damping c;, stiffness K;
and the external load P; of the corresponding vibration modes
i can be presented as follows

ro
M; = 271/ ,os\I/izdr,
0

1o
ci = 27t/ c,-\Ilizdr,
0

oo gty
KiZZJT/ D0—4\IJ,-dr,
0 dr
o
P,‘ = 27t/ qolll,- dr. (6)
0

In this work, we are utilizing a single vibration mode shape
(i = 1), ensuring that there is no acoustic energy offset near
the surface. This approach is adopted to optimize the system’s
output efficiency.

2) MODELING OF ACOUSTIC RADIATION

The total radiation impedance of an individual PMUT cell in
its 1*' vibration mode shape when working in an array can be
presented as:

Niot Vi

Zi=Zi+ » ZjZ, (7
where v; and v; represent the reference velocity of cells i and
J» respectively; Z;; denotes the self-radiation impedance of a
single PMUT cell, specifically cell i; Z;; stands for the mutual
radiation impedance between cells i and j in the array, which
has been meticulously analyzed in our previous work [24],
[25], [26], [27]. Theoretical modeling and experimental vali-
dation have demonstrated that, due to the significantly lower
density of air compared to the liquid medium, the acoustic
interaction between neighboring cells is exceedingly weak.
Each cell exhibits nearly identical dynamic responses when
operating individually or within an array under air-coupled
conditions [34]. Consequently, in our proposed model for the
air-coupled PMUT use case, we simplify Z; to 0 to expedite
calculations. Next, Z;; is calculated based on the Bouwkamp’s
impedance theorem [35], such as

k 2 2w pm/2+ic0
Zii = ,OocoS( ::) / / Dl~2(9, @)sinf db do,
0 0

®)

where pg and cq are the speed of sound and density of the
medium respectively, S is the static area of the diaphragm,
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k is the wave number, and D;(6, ¢) is the modal directivity of
cell i.

3) MODELING OF EQUIVALENT CIRCUIT MODEL

From Eq. (1), the vibration of the PMUT cell can be linearly
expressed through two components directly proportional to
the loading pressure pg and excitation voltage Vj, both of
which are encompassed in the variable gy [24] such as

Wrer = Yipo + b Vo, 9

where w,,s denotes the displacement of the reference point.
In this work, we follow the modeling principles of the
established equivalent circuit model through the analogies
between electrical voltage and modal force, as well as elec-
trical current and reference velocity, where Y, is defined as
the reference displacement generated by per incident modal
force; b; is the electromechanical admittance defined as the
reference displacement generated by per input voltage. The
equivalent circuit models for the transmission and receiving
mode of each PMUT cell are shown in Figs. 3 (a) and (b),
respectively.

10,3 o Y K|_
v,
° —|7Co Z;
(a)

G

M; 1/K;
1:n ! I/ "oyl
S |
Vout pr— pP
Go Z;
o —J
(b)

FIGURE 3. Schematic of the equivalent circuit model,

(a) Equivalent circuit model for an individual PMUT cell in its
transmission mode, where Cj, is the clamped capacitance of the
cell, n = b /Ym denotes the electromechanical transduction
ratio of the PMUT cell, (b) Equivalent circuit model for an
individual PMUT cell in its receiving mode, where p is the

. . I‘o

incident pressure, 75 = 27 fo ¥ dr.

In the case of a PMUT cell within an air-coupled array,
the designed excitation signal or received incident pressure
varies across different positions in the array. The dynamic
performance of each PMUT cell at different positions within
the array can be predicted using the proposed equivalent
circuit model, as further elucidated in Section V.

B. FAR FIELD AND ACOUSTIC WAVE PROPAGATION
MODELING

1) EXTRACTION OF THE ACOUSTIC BOUNDARY
CONDITIONS

In this part, the vibration condition of each PMUT cell
will be used as the boundary conditions of the acoustic
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domain for the modeling of the acoustic wave propagation.
In order to increase the calculation efficiency, the vibration
condition of each cell in its 1% vibration mode shape is com-
pared to the vibration of a piston with equivalent radius 7.
Figure 4 (a)-(d) illustrates the error tolerance capacity of
equivalent radius for far-field acoustic pressure using four
distinct equivalent methods, and all of them are tested in
air-coupled working conditions.
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FIGURE 4. Comparison of various equivalence methods for
extracting vibration boundary conditions for the acoustic
domain, (a) Equivalence method to maintain a consistent
incident force, (b) Equivalence method to maintain a consistent
average surface pressure, (c) Equivalence method to maintain a
consistent vibration velocity, (d) Equivalence method to
maintain a consistent volumetric vibration velocity.

In Figure 4 (a), the axial pressure distribution is shown
for the PMUT cell with various radius sizes and at the same
vibration frequency of 300 kHz, maintaining a constant inci-
dence force of 3x 107N for each piston model. Figure 4 (b)
illustrates axial pressure distribution for the PMUT cell with
varied radii, while holding the surface pressure of each piston
model constant at 100 Pa. Similarly, Figs. 4 (c¢) and 4 (d)
depict the axial pressure distribution for the PMUT cell with
diverse radii, with constant vibration velocity of 0.1 m/s and
constant volumetric velocity of 10x 10™8 m3 /s, respectively.

By comparing the acoustic pressure distribution within the
axial range of 2.144 mm to 7.862 mm, corresponding to

42

the Rayleigh distance [36] for circular pistons with radii of
235 pm and 450 pum operating at a frequency of 300 kHz,
as depicted in the magnified sections of Figure 4 (a)-(d),
it is evident that, despite Figure 4 (a) substantial relative
difference in the equivalent radius of up to 90%, the equiv-
alence method maintains a consistent volumetric velocity for
each piston model ensures that pistons with varying radii
still produce the same output pressure value in the far field.
This guarantees the establishment of an equivalent interaction
condition between the acoustic wave and the sensing target.
Hence, as depicted in Figure 4 (d), adopting the equiva-
lence method to align the vibration boundary of the acoustic
domain with the same volumetric velocity as each respective
PMUT cell is employed to extract the boundary conditions
for the acoustic domain.

2) ACOUSTIC WAVE PROPAGATION SIGNAL MODEL
Having established the necessity of modeling both the inter-
action between PMUT and the acoustic medium and the
extraction of proper acoustic boundary conditions, we now
turn our attention to the spatial aspect of ultrasound wave
propagation. This involves capturing the directional behavior
of sound waves as they propagate through the acoustic media.
In the following part of this section, we start with a review of
the foundation of ultrasound wave propagation based on ray
acoustics. For an excitation signal p(¢) in the time domain,
the sound pressure u(¢) after traveling a distance L with the
speed of sound as cq in an infinite space can be expressed
as [37], [38], [39], [40]:
—1,P (w)
up(t) = F~{ 1l

where F is the Fourier transform and F~! is its inverse,
p(w) is the excitation signal in the frequency domain with
frequency samples w € 2 and j is the imaginary unit.

Assuming the presence of a scatter in the space, its received
pulse-echo measurements u(¢) can be written as

p(w)
4 LL’
where the frequency-dependent parameter G(w) corresponds
to the scattering coefficient, L is the length of the transmit
path from the transmitter to the scatter, and L’ is the length of
the receive path from the scatter to the receiver.

Assuming that there are no multiple reflections between
scatters, based on (11), for a sensor array of K cells with
K different excitation signals pi(¢) for k € {1, ---,K}
transmitting at the same time, the pulse-echo measurements
ui(t) received by the k-th cell in the array from Q scatterers
in the space becomes, i.e.,

exp(—j%L)}, (10)

wr) = FH{G(w) eXP(—j%(L + L)}, Y

exp(—, 60 k q)

0
u(0) = FH Gyl)——
k.q

q:l
(Z ”"( ) xp(—j%Lm},qu (1.---.0).
(12)
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where the parameter G4(w) is the scattering coefficient of the
g-th scatter, Ly , is the length of the transmit path from the
k-th transmitter to the g-th scatter and L,/(, q is the length of
the receive path from the g-th scatter to the k-th receiver.

IV. COMPRESSED SENSING METHODOLOGY FOR 3D
SPATIAL SENSING

As our interest is on reconstructing 3D objects in a 3D spatial
ROI, in particular, the main challenge can be narrowed down
to the problem of reconstructing any 2D image plane per-
pendicular to the wave propagation direction, where objects
in the 3D ROI can be shown in the stack of a sequence of
reconstructed 2D images.

To create the distorted distribution of an acoustic field
of the 2D image plane, a multi-frequency PMUT array is
proposed in this paper, which is achieved by having different
radii of every cell in the array. In addition, the idealized echo
signal obtained at each pixel on the image plane should be
as least correlated as possible. In this way, the information of
a 3D object can be projected onto a set of incoherent basis
functions which are constructed by echo signals all image
pixels in the ROL

Dividing the interested image region into M grids, each
grid can be considered a potential scatterer. Based on (12), the
acoustic signal model in terms of reconstructing the image of
the interested spatial region can be derived. Considering that
all cells have different transmit signals, the echo signal a;'(¢)
received by the k-th cell from the m-th grid scatterer can be
written as a'(t) = F~'{a}"(w)} with

cw 7
o) = T2 T ol
471L,/<,m

K
Pr(®) o)
Gn —j—Li m))}.
x(é (@) dnLr, exp(=/ L)

Then, echo signals received by all K cells from the
scatterer at the m-th grid can be expressed as a™(t) =
i F e (@)en):

Hence, the dictionary matrix A constructed by the echo
signals of a 2D image region can be written as

A=[al@.amo, a0,

where the length of each column vector a”(¢) is determined
by the sampling frequency.

Assuming there is an object in the interested image region
x € RM, the echo signal collected by every cell is y(z).
By summing up echo signals from all cells, the final mea-
surement signal y..no(¢) of the object can be expressed as
Yecho(t) = Zkk=] y*(¢). Hence, we write the linear signal
model to reconstruct image x from the measurements Yy co(#)
as:

Yechu(t) = Ax. (13)

Moreover, in the sensor setup, we assume that the positions
of cells with different radii are randomly allocated in the
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PMUT array. However, the correlation between columns of
the dictionary matrix A associated with all pixel grids is not
guaranteed to be small. To minimize the correlations between
pixel-wise echo signals and to enhance imaging quality,
additional information about scatterers can be obtained by
rotating the PMUT array. Appending more echo signals
obtained by the PMUT array rotation to the signal model (13),
the dictionary matrix A can be extended as

a%(t) a'f(t) all"’(t)
A=|alo) - aro o) |

aIQ(t) eag() - ag(t)
where a?(r) is the echo signal of the scatterer at the m-th grid
when the PMUT array is rotated to the g-th angle.

Hence, the final time-domain-based linear signal model
of all measurements (including the rotation-based measure-
ments) and the image of the interested region where objects
reside becomes:

1 1 M
Yecho a - a’ln T A X1 €1
q 1 M ] '
Yecho | = | 8 =~ Ay - ay Xm |+ 1 em |,
yg:ho aIQ...a’Q"...a/g XM em
which can be shortly denoted as
y =Ax+e, (14)

where chho is the sum of all echo signals of an object col-
lected by all cells in the PMUT array rotated to the g-th angle,
X is a pixel-wise coefficient vector of the interested image
with the object, and e represents the noises and the nonlinear
terms caused by the mismatch between the idealized linear
model measurements and actual measurements.

Due to the sparsity nature of having a few objects in the
ROI, an estimate of the unknown image x from measurements
y can be achieved by solving the following optimization
problem discussed in compressive sensing, i.e.,

min {1xlo
st. y=Ax+e, (15)

where the ||x]||¢ is the number of non-zero entries in X, indi-
cating the positions of pixel-grids occupied by objects.

The most common approaches to solve the problem (15)
are £1-norm optimization methods [41], [42], iterative algo-
rithms [43], [44] and the sparse Bayesian learning strat-
egy [45], [46]. Here we consider the iterative Least Squares
(LSQR) algorithm, which is especially suitable for dealing
with large-scale sparse systems. By limiting the iterations of
LSQR, an estimation can be achieved by tuning a parameter
as a trade-off between the reconstructed image resolution and
robustness to noises.
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V. SIMULATION SETUP AND PLATFORM VALIDATION

In this section, we provide a comprehensive overview of the
simulation setup utilized in our studies. This includes simulat-
ing acoustic wave propagation within the defined boundaries
of a 3D ROI, specifying scatter properties using the k-Wave
MATLAB toolbox [28], [29], [30], defining sensor specifica-
tions, i.e., cell layout pattern, the radii of PMUT array cells to
find out the range of operating center frequency of all cells,
and excitation signal.

The k-Wave toolbox is widely used for ultrasound research
which can provide accurate and computationally efficient
simulation of acoustic wave propagation. It employs a highly
effective pseudospectral approach in the scheme with a
Fourier collocation spectral method for computing spatial
derivatives. The simulation is conducted using MATLAB
2022b combined with CUDA 10.1 and Visual Studio 2017.

A. K-WAVE SETUP

The computational spacing (Ax, Ay, Az) between grids in
the XYZ Cartesian coordinate is 0.25mm. The medium prop-
erties are set to be similar to the air (340m/s for the speed
of sound, 1.293kg/m> for the density). And the acoustic
impedance of the scatterer is set to be 218 times greater
than that of the medium, ensuring that the scatterer pos-
sesses acoustic properties similar to those of a rigid body,
while also enhancing the calculation efficiency of the K-wave
toolbox [28], [29], [30].

100
y-axis [grids]

) 0
- 20
50 60 40

x-axis [grids]

FIGURE 5. Schematic diagram of the 3D acoustic propagation
simulation model with a PMUT array layout pattern and 3D ROI.

Every cell is excited by using a time-varying particle veloc-
ity as a source. The sensor in receiving mode is set to collect
the acoustic pressure reflected from scatters. The simulation
schematic and setup parameters are shown in Figure 5 and
Table 1.

B. SENSOR ARRAY EXCITATION SETTINGS

The PMUT array used in the proposed simulations has an
8x 8 square sensor array composed of 11 types of radius sizes
for all the cells, and all the sizes are randomly distributed
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TABLE 1. MATLAB k-Wave toolbox simulation parameters.

Parameter Unit Value
Grid definition - Ny Az (Ax) mm 60 (0.25)
Grid definition - Ny Ay (Ay) mm 114 (0.25)
Grid definition - N, Az (Az) mm 60 (0.25)
Grid definition - PML mm 15 (0.25)
Acoustic speed of medium m/s 340
Density of medium kg/m?3 1.293
Acoustic speed of scatters m/s 1200
Density of scatters kg/m?3 80
Attenuation coefficient of medium dB/MHz/cm 0
Sampling frequency MHz 25

among 64 cells. cell radius ranges from 235 pm to 350 um,
where the resulting center frequencies range from 505 kHz
to 228 kHz correspondingly. A schematic diagram of the cell
distribution is shown in Figure 6 (a), and different sizes and
colors used in the figure indicate different radii of cells. The
bigger the circle is, the larger the radius of the cell is. The
excitation signal is a four-cycle flattop windowed tone burst
with the center frequency at 360 kHz. Its time domain and fre-
quency domain representation are shown in Figure 6 (b). Then
the vibration velocity of each cell based on the equivalent
circuit model can be obtained. However, arbitrarily setting
different radii of cells in k-Wave is challenging. Based on the
discussion in Section III-B1, if two cells with different sizes
have the same volumetric velocity at the same location, their
spatial distribution of sound pressure is equivalent.

To realize the cells with different radii in k-Wave, the
following steps are carried out in the simulation. Firstly,
based on the designed equivalent circuit model, we obtained
the vibration velocities of cells with different radii. Then,
we converted the calculated vibration velocities into the cor-
responding vibration velocities of cells having a certain fixed
radius with the same volumetric velocity. In this step, all
cells have been uniformly set to a size of 0.25x0.25 mm
and the pitch size is 1.5 mm. And, based on previous
research [47] and our experimental experiences, we tuned
the mechanical damping coefficient of the material to ensure
that each PMUT cell achieves a —6dB fractional bandwidth
distributed in a range from 2% to 5% under the combined
effects of mechanical and acoustic damping. The mechanical
damping coefficient we set in our equivalent circuit model
and the COMSOL time-domain model is equivalent to an
isotropic mechanical damping ratio of 0.03 in the COMSOL
frequency-domain setting. Figure 6 (c) shows some examples
of vibration velocities of cells used in our simulation.

C. SENSOR ARRAY RECEIVING SETTINGS

The PMUT array in our simulation is used for both transmit-
ting and receiving. Compared to traditional transducers, the
PMUT sensor has a higher quality factor and better acoustic
impedance matching, which can cause a side effect that it may
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FIGURE 6. PMUT array excitation setting information,

(a) Schematic diagram of cell distribution of different radii of
PMUT array, (b) 4-cycle flattop windowed tone burst excitation
centered at 360 kHz in the time domain and its spectrum of the
excitation signal in frequency domain, (c) Comparision of
simulated vibration velocities via our proposed equivalent
circuit model and COMSOL of some cells shown in the (fy is the
15t eigenmode frequency of a cell, rg is the radius of a cell).

require a longer time to stop the vibration after the excitation
period. In our study, the criterion for vibration cessation is
when the vibration amplitude of a cell is less than 10% of its
maximum vibration amplitude. Once this criterion is met, all
cells are considered in the receiving state. Based on our sensor
setup, to have all cells in the receiving states at the same time,
100 ws is chosen as the common vibration cessation time
for all the cells. Hence, the minimum detectable distance is
17 mm away from the surface of the PMUT array.

In our simulations, the closest distance is set as 20mm.
In k-Wave, each receiving cell collects the acoustic pressure
information across the full frequency range. However, the
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voltage signal of each cell is only sensitive to the informa-
tion within its frequency response. Using the measurements
obtained with the full-frequency acoustic information from
k-Wave combined with the receiving equivalent circuit
model, the collected acoustic pressure information is trans-
formed into corresponding output voltage signals.

Figure 7 gives an example of the receiving process, where
three scatters A, B, and C are placed in the ROI, illustrated
in Figure 7 (a), and all cells start transmitting signals at the
same time. The echo signal from scatter A is received by cell
S16, with the received acoustic pressure information (black
line) and the corresponding normalized frequency domain
information of its pressure response (red line) shown in
Figure 7 (b). Combined with the equivalent circuit model for
PMUT reception, the numerically computed output voltage
of S16 (black line) and the corresponding COMSOL simu-
lation result (green dashed line) are shown in Figure 7 (c),
where the radius of S16 is 260 um and the corresponding
resonant frequency of the voltage signal is 413 kHz. Also, the
corresponding normalized FFT transformed computed out-
put voltage signal derived from the equivalent circuit model
(red line) is compared with the normalized FFT transformed
COMSOL simulated output voltage (black dashed line) in
Figure 7 (c). The cell S29 collects the reflected informa-
tion from scatter B, where its radius is 350 um and the
resonant frequency is 228 kHz. Similarly, its received acous-
tic pressure information and the corresponding normalized
frequency domain information are shown in Figure 7 (d),
and the corresponding computed and COMSOL simulated
output voltage signals of S29 are depicted in Figure 7 (e),
where the resonant frequency of S29 is seen from both the
normalized FFT transformed computed output voltage signal
and normalized FFT transformed COMSOL simulated output
voltage. Lastly, the cell S45 collects the acoustic pressure
information from scatter C, and the received acoustic pressure
information and the corresponding normalized frequency
domain information, with computed and COMSOL simulated
output voltage signals and their normalized FFT transforms
are shown in Figure 7 (f) and Figure 7 (g), respectively.

VI. VALIDATION AND ANALYSIS OF THE SPATIAL
SENSING METHODOLOGY

Constructing an accurate dictionary plays a crucial role in
establishing a robust imaging system, which guarantees a
high-quality image reconstruction. Therefore, it is essential
to know the entire spatial and temporal acoustic field distri-
bution. The dictionary matrix in Eq. (14) can be established
either via an accurate numerical model of sound wave prop-
agation or by placing individual scatters in space to collect
pulse-echo measurements. In this study, the latter option
was chosen. More detailedly, the pulse-echo responses of
an interested region are measured by going through every
individual scatter placed in every grid of the interested region,
where the size of a scatter defined in our experiment is
set as 0.5x0.5mm. This procedure is performed only once
and is unique for a specific PMUT array. After completing
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FIGURE 7. PMUT array receiving information, (a) The schematic diagram of 3D ultrasonic propagation model, (b) The acoustic
pressure information collected by cell S16 from the ultrasound waves reflected by scatter A (black line) and the corresponding
normalized FFT transformed sound pressure signal (red line), (c) The comparison between computed output voltage signal (black
line) and COMSOL simulated output voltage signal (green line) of cell S16 and the comparison between the normalized FFT
transformed computed output voltage signal derived from the equivalent circuit model (red line) and the COMSOL simulation (black
dashed line), (d) The acoustic pressure information collected by cell S29 from the ultrasound waves reflected by scatter B (black
line) and the corresponding normalized FFT transformed sound pressure signal (red line), (e) The comparison between computed
output voltage signal (black line) and COMSOL simulated output voltage signal (green line) of cell S29 and the comparison between
the normalized FFT transformed computed output voltage signal derived from the equivalent circuit model (red line) and the
COMSOL simulation (black dashed line), (f) The acoustic pressure information collected by cell S45 from the ultrasound waves
reflected by scatter C (black line) and the corresponding normalized FFT transformed sound pressure signal (red line), (g) The
corresponding output voltage signal (black line) and COMSOL simulated output voltage signal (green line) of cell S45 and the
comparison between the normalized FFT transformed computed output voltage signal derived from the equivalent circuit model (red

line) and the COMSOL simulation (black dashed line).

the construction of the pulse-echo dictionary, the following
simulation experiments are conducted to verify the proposed
method.

A. 2D ULTRASOUND IMAGING RESULTS

In this section, the fundamental principles and techniques for
imaging the 2D object are evaluated, and the foundation for
understanding image capture and reconstruction is outlined.
The 2D ROI is defined as an image plane with 12.5 mm by
12.5 mm located 24 mm away from the PMUT array, which
is discretized into 25 by 25 pixels. A triangular object and
a rectangular object are placed separately in the ROIL. The
acoustic impedances of both objects are set to be 218 times
more than the acoustic impedance of the air. Then the imaging
results under the rotation of the PMUT array either at a single
angle (at 0°) or four angles (at 0°, 90°, 180°, and 270°)
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are shown in Figure 8. The ground-truth location and shape
of the object are drawn in each plot (red dashed line) and
the reconstructed object is shown in the shaded colored area
for comparison. To clearly illustrate the detected area, the
amplitudes of all pixels in each picture are normalized with
respect to the maximum amplitude value of the reconstructed
image.

B. 3D ULTRASOUND IMAGING RESULTS

Building upon the 2D object imaging, in this section, we fur-
ther explore the complexities of imaging 3D objects. Here,
we have used the same simulation setup but with two objects
introduced in a 3D space for testing the proposed method with
3D ultrasound imaging. A rectangle is located 20 mm away
from the PMUT array, and a triangle is located at a depth
of 28 mm away. Dictionary A is composed of echo signals

VOLUME 4, 2024
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FIGURE 8. 2D image reconstruction results via LSQR,

(a) Reconstructed image of a rectangle obtained without
rotation, (b) Reconstructed image of the rectangle from
measurements obtained with additional 3 rotations of the PMUT
array, (c) Reconstructed image of a triangle obtained without
rotation, (d) Reconstructed image of the triangle from
measurements obtained with additional 3 rotations of the PMUT
array.

from individual scatters in ROI (from depth 20 mm to 28 mm
in the y-axis, and 12.5 mm by 12.5 mm for the xz-image
plane). This scenario consists of the collected information
from scatters in every xz-image plane at depths of 20, 22, 24,
26, and 28 mm away from the PMUT array. The properties
of the detected object are set the same as defined in the 2D
imaging scenario. Figure 9 shows the results obtained without
rotating the PMUT while the slices of the reconstructed object
at depths 20 mm and 28 mm are shown in Figure 9 (b) and (c),
respectively. The imaging results obtained by concatenating
measurements from all 4 rotation angles of the PMUT array
(at 0°, 90°, 180°, 270°) are shown in Figure 10. Similarly,
two image slices of objects at depths 20 mm and 28 mm are
shown in Figure 10 (b) and (c), respectively.

From all results, shapes of objects can be well sketched in
the reconstructed image from measurements obtained from
the PMUT array at 4 rotation angles (at 0°, 90°, 180°, and
270°). The imaging results nearly overlap with the real outline
as shown in all figures with red dash lines. While in the imag-
ing results without rotation, it is only possible to detect the
positions of objects but cannot clearly illustrate their shapes.
Based on the results, it is clear that the image reconstruction
quality with 4 sets of measurements obtained by rotating
the PMUT array is superior to image reconstruction quality
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FIGURE 9. 3D image reconstruction results without rotation via
LSQR, (a) 3D reconstruction image obtained without rotation,
(b) and (c) are the corresponding image slices at depth 20 mm
and 28 mm, respectively.

without rotation. The reason behind that could be given as
follows, by rotating the PMUT array, dictionary matrix A
is constructed based on measurements at multiple angles.
It will reduce the correlation between atoms in the dictionary.
Ideally, all atoms in the dictionary matrix should be nearly
mutually uncorrelated. Hence, the echo signal from the target
object can be uniquely decomposed as a linear combination
of individual atoms in the dictionary matrix, in this case,
every pixel in an image plane can be distinguished from each
other. Moreover, more distinctive object information can be
obtained to describe the shape of the object.

C. IMAGE RECONSTRUCTION RESULT ANALYSIS

As shown in Figure 8 and Figure 10, rotating the PMUT
array can achieve better imaging performance, and can more
precisely detect the positions and outline shapes of the object.
To investigate the relationship between correlations and
imaging performance, we compute the correlation between
atoms within the dictionary matrix A constructed with dif-
ferent numbers of rotations in the region at a fixed depth of
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FIGURE 11. Histogram of correlations between atoms within the
dictionary matrix constructed with measurements obtained with
different numbers of rotations of PMUT array.

24 mm away from the PMUT array. Figure 11 shows the
histogram of atomic correlation in the dictionary with dif-
ferent numbers of rotations. The correlation between column
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FIGURE 12. Analysis of rotation impact on image reconstruction
quality, (a) Image reconstruction of the rectangular from
measurements without rotation, (b) Image reconstruction of the
rectangular with measurements obtained from additional one
rotation, (c) MAE values of the reconstructed rectangular image
and the ground-truth image as the rotation number increases,
(c) Image reconstruction of the rectangular with measurements
obtained from additional two rotations, (d) Image
reconstruction of the rectangular with measurements obtained
from additional three rotations.

vectors a' and aJ in A is defined as:

Cov(ai, aj) o
Pai ol = —F/———x Vi, j€ {1,---, M},
vD(a')D(al)
where D(ai) and D(aj) are the corresponding standard devi-
ations of al and aj, respectively, and Cov(ai, aj) denotes the
covariance of al and a.

We use the 2D imaging results to demonstrate the impact
of the rotation on the image reconstruction quality. To have
a qualitative comparison, we employ mean absolute error
(MAE), defined as follows, to compare the reconstructed
image quality with different rotations,

M
1 o
MAE = Mzi b — & VYie{l, -, M},
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where M is the total number of pixel-wise scatters in the
imaging area, x is the ground-truth image and X is the recon-
structed image via any reconstruction algorithms.

The corresponding MAE metric values of reconstructed
images of a rectangular with different rotations are provided
in Figure 12. Based on the imaging results, we can observe
that as the number of rotations increases, the imaging quality
continuously improves. This result can be explained from
the aspect of the mutual correlation property of the dictio-
nary matrix. Adding more measurements through the PMUT
array rotations leads to a narrower distribution of correlations
toward zero. The atoms in the dictionary matrix become more
orthogonal to each other, which removes ambiguities and
increases the resolvability of scatters to improve the image
quality.

VIl. CONCLUSION

This paper presented a 3D spatial sensing method by using a
single-channel air-coupled PMUT with multi-frequency. The
presented compressive sensing method not only achieved the
localization of objects in 3D space but also demonstrated
the capability of this new sensing method for describing the
shapes of 2D/3D objects. The proposed approach conducted
in simulations has been verified through the 2D/3D image
reconstruction to show its effectiveness and robustness for
object spatial sensing. The contributions of this work can be
summarized as follows:

o The proposed method reconstructs object localization
and feature description without the need for pixel-
wise scanning, significantly reducing data volume and
measurement acquisition time compared to traditional
methods. Moreover, the control circuit with a single
channel simplifies hardware complexity and reduces the
total cost of the sensing system for air-coupled 3D spa-
tial sensing applications;

o Compared to the 3D imaging method based on a coding
mask, the proposed method utilizes the usage of a PMUT
array which has excellent acoustic impedance matching
between the sensor and air-coupling and avoids unnec-
essary reflections caused by the coding mask, which can
improve energy transmission efficiency;

o The established PMUT array simulation platform has
significantly improved the efficiency of time domain
simulation and built up a foundation for the succeed-
ing system optimization and the application studies of
PMUT.

« Lastly, we have observed that the reconstruction results
through increased rotation-based measurements allow a
clearer delineation of the object’s shapes. However, the
results exhibit a higher level of noise compared to the
non-rotation results. These imaging artifacts have also
been observed in [22].

Therefore, we will continue to explore the relationship
between the signal-to-noise ratio of reconstructed images and
the number of rotations in the future. It is an important and
interesting aspect that our future work will focus on.
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