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ABSTRACT Radar networks offer the possibility to overcome the limitations of single sensors. However,
without coherent signal processing, the full potential of radar networks cannot be exploited. Therefore, the
synchronization of independent radar sensors is crucial in order to mitigate performance degradation due to
frequency deviations of uncoupled reference oscillators. Systematically derived synchronization criteria for
coupling-induced errors such as sampling frequency offset (SFO), carrier frequency offset (CFO) and symbol
timing offset (STO) of uncoupled orthogonal frequency-division multiplexing (OFDM) radar sensors enable
to determine hardware specifications, such as the required reference oscillator frequency stability. This aids
in the design of digital radar networks and ensures error-free signal processing in advance. The concept of
deriving said criteria is applicable to other modulation types used for digital radar sensors. Additionally,
signal processing-based error estimation and correction methods are presented. By exploiting standard radar
images, namely range profiles and range-Doppler images, the proposed methods estimate and correct any
occurring SFO, CFO and STO. Furthermore, by applying the signal processing synchronization methods,
they allow for a more lenient radar network design. Measurements using a 77 GHz digital radar demonstrator
verify the derived criteria and error estimation and correction methods.

INDEX TERMS Bistatic, carrier frequency offset (CFO), digital radar, multistatic, OFDM radar, phase
noise, radar network, sampling frequency offset (SFO), symbol timing offset (STO), synchronization, timing
recovery.

I. INTRODUCTION
Radar sensors play a crucial role in various applications,
spanning from automotive [1], remote sensing [2], and joint
communication and sensing (JCAS) [3], [4] to medicine [5],
among others. The increasing adoption of radar technology
across diverse domains introduces new performance demands,
particularly for high-resolution radar imaging. However,
achieving high resolution direction of arrival (DoA) estima-
tion is constrained by the size limitations of the radar aperture
and sensor.

One way to overcome the limitations of a single multiple-
input multiple-output (MIMO) sensor is a radar network [6],
[7], [8], comprising multiple cooperative sensor nodes. In this

way, radar networks offer the possibility to extend the network
aperture beyond the one of a single radar and enable imaging
based on the combined aperture of multiple sensors [8]. While
radar network approaches without the need for coherent signal
evaluation exist [9], [10], the full potential of radar networks
requires time, frequency and phase coherency between radar
nodes, which allows the exploitation of multistatic signal
processing [11], [12]. This makes techniques such as network-
based DoA estimation [13] and multistatic synthetic aperture
radar (SAR) [14], [15] feasible.

Various synchronization strategies have been proposed to
achieve coherency in radar networks. While it is possible to
distribute the radio frequency (RF) signal to multiple radar
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frontends [16] (RF coupled network), this has the drawback
of costly and complex hardware. Alternatively, low frequency
(LF) coupled networks [11], [17] distribute a reference oscil-
lator (REF) signal instead of the RF signal, offering reduced
complexity and costs compared to RF-coupled topologies.
Nonetheless, LF-coupled networks still require a distribution
network for the REF signal, limiting the network’s flexibility.

Recent research has demonstrated that completely uncou-
pled radar networks can also achieve coherency. In [18], a
frequency modulated continuous wave (FMCW) radar net-
work is proposed, relying on tuned REF sources and digital
signal processing to correct remaining frequency offsets.
This way, network-based DoA estimation is feasible. Fur-
thermore, [19] exploits the capabilities of digital radars by
recovering coherency in a network of phase-modulated conti-
nous wave (PMCW) radars. Through digital signal processing
at the receiver, errors due to SFO, CFO, and phase noise are
mitigated.

The aim of this work is to analyse the coupling-induced
errors of an uncoupled OFDM radar network and the co-
herency required for subsequent signal processing. By gaining
knowledge of the level of synchronization needed for coher-
ent signal processing, the design of radar networks can be
optimised. Initially, a detailed signal model for uncoupled
OFDM radars is derived, followed by a comprehensive anal-
ysis of the errors caused by an uncoupled network topology.
This analysis encompasses the effects caused by incoherent
RF carriers as well as by uncoupled digital-to-analog con-
verter (DAC) and analog-to-digital converter (ADC) sampling
clocks. Through this approach, a detailed study is provided,
enabling the assessment of the sensing capabilities of an un-
coupled OFDM radar network and its dependencies on the
OFDM parameters. While this paper uses the OFDM mod-
ulation scheme as an example, most of the procedure steps are
applicable to other modulation types used for digital radars.

Consequently, criteria in terms of maximum frequency and
time deviations are calculated. These criteria are used to esti-
mate the required frequency stability of sampling clocks and
local oscillators (local oscillator (LO)), as well as the frame
trigger stability. Furthermore, error estimation and correc-
tion algorithms are presented. The proposed algorithms are
independent of the modulation type and are applied to range-
Doppler data. To verify the aforementioned criteria as well as
the error estimation and correction algorithms, measurements
are performed at 77 GHz. The measurement setup used allows
for low frequency coupling and uncoupled measurements,
enabling a detailed examination of coupling-induced errors as
well as the performance of estimation and correction methods.

The paper is divided into three thematic parts, where all
parts contain theory and measurements. The first part intro-
duces the signal model and coupling-induced errors. To do
so, Section II provides a detailed mathematical description of
a bistatic OFDM radar channel, as well as a standard range-
Doppler estimation scheme. Afterwards, Section III offers a
description of the measurement setup used for validation. In
the second part, criteria are derived to minimize the effect

of coupling-induced errors on range-Doppler estimation. For
this, in the following three sections the aforementioned errors
are separately analysed and measurements conducted. Sec-
tion IV does this for an SFO, while Section V contains the
derivations and measurements for a CFO. In Section VI, said
criteria and measurements for an STO are found. Finally, part
three introduces the error estimation and correction methods,
which can be found in Section VIII.

II. SIGNAL MODEL
To reduce complexity, the requirements on synchronization
are derived using a single bistatic channel with uncoupled
REF. In the context of this paper, a bistatic channel is a sin-
gle virtual channel of independent transmit (Tx) and receive
(Rx) sensors. This derivation is sufficient, since the coupling
induces errors affect all bistatic channels between the same
Tx and Rx pair equally. For a large network with multiple
radar sensors, the following equations and synchronization
requirements must be computed for all sensor pairs.

In practice, all frequencies and clocks that are needed for
the signal synthesis are usually derived from one REF. For a
general description of network synchronization errors, these
signals are separated and therefore independently analysed.

A. MODULATION & PROPAGATION
The complex envelope of the mth OFDM symbol with dura-
tion T of a OFDM system in time-domain is described by [20]

xm(t ) = IDFT(Dm,Tx)n

=
N−1∑
n=0

dmne j2πn� f t , t ∈ [0, T ) , (1)

where IDFT(Dm,Tx)n is the Inverse Discrete Fourier Trans-
form (IDFT) of the mth row of the Tx symbol matrix
DTx ∈C

M×N with elements dmn ∈DTx, N ∈N the number
of subcarriers, n = 0, . . . , N −1 the discrete subcarrier in-
dex, M ∈N the number of transmitted OFDM symbols,
m=0, . . . , M−1 the symbol index and � f = 1

T the subcar-
rier spacing with symbol duration T . Usually a cyclic prefix
(CP), which is a copy of (1) with duration TCP <T , is added to
the beginning of each symbol to artificially create a pseudo pe-
riodic time-domain signal. The CP is removed at the receiver
and if its length is sufficiently long, interference between
consecutive OFDM symbols (intersymbol interference (ISI))
caused by long channel delays is avoided.

To simplify the mathematical expressions, all path losses,
noise contributions, phase noise (PN) and CP samples are
neglected. Furthermore, the transmitter is, without loss of
generality, assumed to be ideal, i.e. without coupling-induced
errors, while the receivers REF could deviate from the in-
tended frequency. Therefore, the carrier frequency (CF) of
the transmitters LO is fc,Tx = fc. After upconversion using the
transmitters LO, (1) becomes

xRF
m (t ) = xm(t )e j2π fct
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=
N−1∑
n=0

dmne j2π (n� f + fc )t . (2)

In the channel the transmitted OFDM symbol is reflected from
a target at range R and scattered back to the Rx channel. The
time-of-flight τ is well approximated by

τ (t ) = τR + τv(t ) ≈ 2R

c0
+ 2v

c0
t, (3)

with c0 the speed of light and v the target’s radial velocity.
Therefore, the mth OFDM receive symbol for a single point
target is

yRF
m (t ) = xRF

m (t − τ (t ))

=
N−1∑
n=0

dmne j2π (n� f + fc )(t−τ (t )). (4)

Subsequently, the downconversion of (4) to baseband
at the receive channel is performed using a possibly
faulty CF fc,Rx = δc fc, where the CFO is given by
fCFO = (1 − δc) fc, δc ∈ R+. The received signal after down-
conversion can be written as

ym(t ) = yRF
m (t )e− j2πδc fct

=
N−1∑
n=0

dmne j2πn� f t e j2π (1−δc ) fct

× e− j2π (n� f + fc )τ (t ). (5)

B. SAMPLING OF THE RECEIVED SIGNAL
Before demodulation and range-Doppler estimation, the re-
ceived signal (5) has to be sampled using the receiver’s ADC.
As the sampling clocks of the transmitter’s DAC, which
is fs,Tx = fs, and the receiver’s ADC are not coupled, the
receiver’s ADC clock, which is fs,Rx = δs fs, is offset by
an SFO of fSFO = (1 − δs) fs. Thus, the discrete time after
sampling becomes dependent on δs. In general, the sam-
pling points during one OFDM symbol can be described by
k
fs
, k ∈ N0 ∩ k = 0, . . . , �T fs�, k the sample index, and the

time offset of the mth symbol by m N
fs

. Subsequently, the
discrete-time receive signal becomes

ym[k] = ym

(
k

δs fs
+ m

N

δs fs

)

=
N−1∑
n=0

dmne
j2πn� f

(
k

δs fs
+m N

δs fs

)

× e
j2π (1−δc ) fc

(
k

δs fs
+m N

δs fs

)

× e j2π (n� f + fc )τ [k], (6)

with the discrete time of travel

τ [k] = 2R

c0
+ 2v

c0

(
k

δs fs
+ m

N

δs fs

)
. (7)

C. DEMODULATION
To obtain the received symbols DRx ∈ C

M×N , a Discrete
Fourier Transform (DFT) of the discrete-time receive sig-
nal (6) is performed via

Dm,Rx = DFT(ym[k])l

= 1

N

N−1∑
k=0

ym[k]e
− j2π l� f

(
k
fs

+m M
fs

)
, (8)

where l = 0, . . . , N − 1 is the discrete subcarrier index, i.e.
the spectral components of y. Without any coupling related
errors, i.e. δc = δs = 1, the IDFT and DFT used for signal
modulation and demodulation cancel each other out such that
Dm,Rx �= 0 ∀n = l and Dm,Rx = 0 ∀n �= l . In this RF-coupled
case, the received symbols in (8) become

Dm,Rx = dmne
− j2πn� f 2R

c0 e
− j2π fc

2R
c0 e

− j2π fc
2v
c0

mN
fs . (9)

Note that (9) is already simplified, i.e. effects such as in-
tercarrier interference (ICI), range-Doppler migration (MIG),
fast-time compression (FTC) are neglected here but discussed
in detail in subsequent sections.

Finally, the transmitted symbols are removed via spectral
division, leading to the spectrogram

Dmn = DRx 	 (DTx)∗

= e
− j2πn� f 2R

c0 e
− j2π fc

2R
c0 e

− j2π fc
2v
c0

mN
fs , (10)

were 	 is the Hadamard product and (·)∗ the complex conju-
gate. Under the influence of e.g. an SFO, Dmn ∈ C

N×M can
not easily be described mathematically, since the cancella-
tion of IDFT and DFT in (8) is not possible, resulting in a
residual error. Therefore, multiple criteria are needed in order
to keep this residual error negligible, which are derived in
Sections IV–VI.

D. RANGE-DOPPLER ESTIMATION
The standard range-Doppler processing is based on discrete
Fourier transforms. In this section, only the RF-coupled case
is discussed while Sections IV–VI extend the formulas for
specific coupling induced errors.

First, the target range is estimated by a column-wise IDFTs
of Dmn, i.e. the frequency dimension, which results in the
range profile

rm[ρ] =
N−1∑
n=0

Dmne j2π
nρ
N . (11)

For every target, a maximum of the range profile can be found
at index

ρ =
⌊

2R� f N

c0

⌋
. (12)

Second, the target velocity is evaluated using a row-wise
DFT of Dmn, i.e. the slow-time dimension, which gives the
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FIGURE 1. Block diagram of the OFDM radar network measurement setup
with optional 10 MHz coupling.

FIGURE 2. Photograph of the RF part of the radar demonstrator.

Doppler profile

vn[ν] =
M−1∑
m=0

Dmne− j2π mν
M . (13)

For every target, a maximum of the Doppler profile can be
found at index

ν =
⌊

2v fcT M

c0

⌋
. (14)

III. MEASUREMENT SETUP
To demonstrate the effects of synchronization errors and to
validate the criteria derived in this paper, a 77 GHz radar
demonstrator is used. Fig. 1 shows a complete block diagram
of the demonstrator. A photograph of the RF part is shown
in Fig. 2. It consists of one transmitter and one receiver, each
built from discrete waveguide components. Separate measure-
ment devices are used for LO generation at Tx and Rx, as well
as for signal generation and sampling. This allows to flexibly
run them uncoupled or LF-coupled, as well as to introduce

TABLE 1. OFDM-Radar Parameters

specific synchronization errors. This way, the measurement
setup enables a detailed analysis of the effects caused by SFO,
CFO, STO, and phase noise.

On the Tx side, the OFDM signal is digitally up-converted
to a 1 GHz intermediate frequency (IF) carrier before being
converted to the analog domain using a Keysight M8190A ar-
bitrary waveform generator (AWG) at a sample frequency of
fs,Tx = 10 GHz. The up-conversion to 77 GHz is realised
using a subharmonic double-sideband (DSB) mixer and an
HP83622A signal generator as LO, followed by two wave-
guide amplifiers and a patch antenna.

The RF-part of the receiver also consists of a patch antenna
and two waveguide amplifiers. This is followed by a down-
conversion using another DSB mixer and HP83622 A sig-
nal generator. The signal then is digitized using a R&S
RTO1044 oscilloscope with fs,Rx = 10 GHz.

All measurements and calculations are performed using the
same OFDM parameters given in Table 1. Additionally, a
systematic time delay caused by the measurement setup is
present. This offset is taken into account if a range axis is
shown, calibrating the axis and therefore also showing nega-
tive ranges.

IV. SAMPLING FREQUENCY OFFSET
An SFO occurs if the clocks of a transmitter’s DAC and
receiver’s ADC do not match. Here, the clocks are derived
from oscillators with frequencies fs = fs,Tx �= fs,Rx = δs fs

and always count N = T fs samples to create a single OFDM
symbol of duration T . Since these counters use oscillators
with different frequencies, the signal durations vary for a fixed
number of samples. In case of δs < 1, the ADCs timings are
always too late and the recorded symbol duration is longer
with respect to the original duration T = N

fs
. From the per-

spective of the transmitting radar, the timing of the opposing
oscillator is always too early. As described in [18], the relative
time difference �T = T − N

δs fs
increases as time progresses.

Therefore, with the progression of the radar frame, the timing
difference is accumulated, leading to more severe errors for
longer radar frames.

Without loss of generality, the sampling frequency is as-
sumed to be the modulation bandwidth fs = B. In this section,
influences of other network errors are disregarded to get a
better understanding of the effects caused by an SFO. Hence,
no CFO or STO is present and δc = 1. In this case, (8) can be
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rewritten as

Dm,Rx = 1

N

N−1∑
k=0

⎡
⎣N−1∑

n=0

dmn e j2π nk
δsN︸ ︷︷ ︸

(i,IDFT)

e j2π nm
δs︸ ︷︷ ︸

(ii,IDFT)

e
− j2πn� f 2R

c0︸ ︷︷ ︸
(iii,R)

× e
− j2π fc

2R
c0︸ ︷︷ ︸

(iv,const.) �
�
�
��e

− j2π 2v
c0

nk
δsN︸ ︷︷ ︸

(v,FTC) �
�
�
��e

− j2π 2v
c0

k fc
δsB︸ ︷︷ ︸

(vi,ICI)

×
�
�
�
��e

− j2π 2v
c0

nm
δs︸ ︷︷ ︸

(vii,MIG)

e
− j2π 2v

c0
mN fc
δsB︸ ︷︷ ︸

(viii,v)

⎤
⎦

× e− j2π lk
N︸ ︷︷ ︸

(ix,DFT)

e− j2π lm︸ ︷︷ ︸
(x,DFT)

. (15)

The exponents of terms (iii, R) and (iv, const.) are propor-
tional to R and are not affected by an SFO. While (iii, R)
is used for range estimation, (iv, const.) is constant for all
n, m, k and is exploited for DoA estimation. The terms
(v, FTC), (vi, ICI) and (vii, MIG) are well known in liter-
ature [21], they therefore are only briefly discussed here:
(v, FTC) causes a compression/stretching in fast-time due
to the targets movement and can usually be neglected since
the signal is narrowband compared to its RF frequency, i.e.
fc � B (narrowband assumption); (vi, ICI) causes a shift of
OFDM subcarriers due to a targets Doppler, which leads to
a reduction of orthogonality. (vi, ICI) is negligible if the mo-
tion induced Doppler is small in comparison to the subcarrier
distance, i.e. fD � � f ; (vii, MIG) is omitted if the change
in target range within a frame due to its motion is insignif-
icant, i.e. vMT < �R. Otherwise, it causes a migration of
the estimated range along slow-time dimension. This effect is
more severe for a larger time-bandwidth product (TBP); The
phase of term (viii, v) is proportional to v along the slow-
time dimension m and used for Doppler estimation, which is
discussed in Section IV-C. The remaining terms (i, IDFT),
(ii, IDFT), (ix, DFT) and (x, DFT) are the IDFT and DFT
respectively. As explained in Section II-C, these terms only
cancel out if δs = 1 but result in a residual error otherwise.

To visualize the effect of an SFO, measurements of a (CR)
at R = 4.9m and a 10 MHz coupled setup are performed. The
result without an SFO is shown in Fig. 3, while the result
with fSFO = 1 MHz is displayed in Fig. 4. In Fig. 4(b) a clear
distortion of the Rv image can be observed, which renders
any further signal processing futile. A peak appears smeared
in both directions and, in this case, with a velocity offset. As
shown in Fig. 4(a), which is obtained via range evaluation
as shown in (11), the spread in range direction is caused by
the MIG effect of the SFO, which corresponds to (ii, IDFT)
and (x, DFT). Fig. 4(c) visualizes the FTC effect caused by
fSFO and is obtained via velocity evaluation of the received
symbols. The linear phase progression in fast-time dimension
corresponds with (i, IDFT) and (ix, DFT). Also, since in this
case the first subcarrier is at 1 GHz, the target peak is offset in
velocity direction.

FIGURE 3. Measurement of a corner reflector (CR) at R = 4.9 m with a 10
MHz coupled setup and no errors. The target and direct coupling are
marked.

FIGURE 4. Measurement of a CR at R = 4.9 m with a 10 MHz coupled
setup and an SFO with fSFO = 1 MHz. (a) shows the profile after range
evaluation, (b) the Rv plot, and (c) the profile after velocity evaluation.

In the following, criteria are formulated that, if met, keep
this residual error small enough to be neglected. For this,
similarities between the phase terms in (15) are exploited.
Namely, the FTC and MIG caused by the targets movement,
which are compared to the IDFT and DFT terms.

A. FIRST SFO CRITERION (FTC)
First, the phase terms of (i, IDFT) and (ix, DFT) in (15) are
combined into

�SFO,FTC = 2π

(
n

δs
− l

)
k

N
, (16)
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FIGURE 5. Simulation of the residual phase after multiplication of (i, IDFT)
and (ix, DFT) (see equation (15)). In (a) for δs = δSFO,FTC and (b) for
δSFO,FTC < δs < 1.

with the discrete frequencies n and l . Without an SFO,
�SFO,FTC = 0 for n = l and e j�SFO,FTC = 0 for n �= l , result-
ing in the standard OFDM signal demodulation explained in
Section II-C. With an SFO, a compression or scaling of the
signal along fast-time dimension occurs, similar to (v, FTC).
In [22], a criterion for the FTC has already been formulated.
It describes that the amount of compression or scaling that
the OFDM symbol is allowed to experience should be less
than the critical sampling period and according to the Nyquist
sampling criterion, yields

T
2v

c0
<

1

N� f
⇐⇒ 2v

c0
<

1

BT
. (17)

For (v, FTC), the scaling factor and cause of the effect is 2v
c0

.

In case of the FTC observed in �SFO,FTC the term 2v
c0

is substi-

tuted with ( 1
δs

− 1). This assumption is valid for n = l , which
is true since �SFO,FTC = 0, ∀n �= l . Solving for δs yields

(
1

δs
− 1

)
<

1

BT

⇐⇒ δs >
1

1 + 1
BT

:= δSFO,FTC, (18)

which is referred to as the first SFO criterion in the fol-
lowing. As the TBP gets larger, δSFO,FTC approaches one

(δSFO,FTC
BT �1−→ 1) and therefore the required precision of the

sampling rate increases.
A visualization of this criterion is shown in Fig. 5. The

two figures show the phase of the residual error �SFO,FTC
for all possible k and n. For this, the parameters in Table 1
are used. In the error-free case, the phase progression is a
plane, i.e. no change in phase over k and n. In Fig. 5(a)
δs = δSFO,FTC ≈ 0.9996, i.e. the critical case, a phase offset
of 2π is present resulting in a slight compression in fast-
time. Fig. 5(b) is calculated using δs = δSFO,FTC + 0.0002,
which satisfies the criterion and reduces the residual phase
shift to a tolerable level.

FIGURE 6. Simulation of the residual phase after multiplication of
(ii, IDFT) and (x, DFT) (see equation (15)). In (a) for δs = δSFO,MIG and (b) for
δSFO,MIG < δs < 1.

B. SECOND SFO CRITERION (MIG)
Finally, the remaining phase terms (ii, IDFT) and (x, DFT)
are combined into

�SFO,MIG = 2π

(
n

δs
− l

)
m. (19)

Without an SFO, i.e. δs = 1, �SFO,MIG will always be an

integer multiple of 2π and therefore e j�SFO,MIG
δs=1== 1. With

an SFO, an error similar to (vii, MIG) is observed, leading
to a change in target range along slow-time dimension due to
the targets Doppler. As mentioned in Section IV, this change
should be less than the range resolution �R, leading to [23]

vMT < �R ⇐⇒ 2v

c0
<

2�R

c0MT
= 1

MBT
. (20)

If this criterion for the targets movement is met, the migration
along slow-time dimension is less then one range bin. Again,
the scaling factor 2v

c0
of (vii, MIG) is substituted with ( 1

δs
− 1),

which is the scaling factor observed in �SFO,MIG. Solving for
δs yields (

1

δs
− 1

)
<

1

MBT

⇐⇒ δs >
1

1 + 1
MBT

:= δSFO,MIG. (21)

Formula (21) is referred to as the second SFO criterion. Simi-

larly to (18), (21) also scales with the TBP (δSFO,MIG
BT �1−→ 1),

which is additionally multiplied with the number of OFDM
symbols per frame. Therefore, a higher number of trans-
mitted OFDM symbols leads to a stricter SFO requirement

(δSFO,MIG
M�1−→ 1), since the change in target range occurs for

a longer observation time. As noted before, the relative time
difference �T between two uncoupled clocks also increases
with longer radar frames, leading to a stricter criterion for
effects across slow-time dimension.

Again, the phase of the residual error �SFO,MIG in Fig. 6
is calculated for all possible subcarriers n, slow-time
counts m. All modulation parameters used can be found
in Table 1. Fig. 6(a) shows the residual phase at
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δs = δSFO,MIG ≈ 0.9999996, while Fig. 6(b) uses δs =
δSFO,MIG + 0.0000002 and satisfies the criterion. When com-
paring the values of δSFO,MIG and δSFO,FTC it is obvious that
the former requires a much stricter synchronization due to the
scaling with observation time.

If the first and second criteria are met, i.e.
1 ≥ δs � δSFO,FTC and 1 ≥ δs � δSFO,MIG, the IDFT and
DFT in (15) can be calculated with no or minimal residual
error and the received symbols become

Dm,Rx = dmne
− j2πn� f 2R

c0 e
− j2π fc

2R
c0 e

− j2π 2v
c0

mN fc
δsB . (22)

Compared to the received symbols in (9), the Doppler term
is shifted by 1

δs
, leading to an error in estimated velocity.

An analytical solution is derived in Section IV-C. Finally,
the spectral division can be performed as described by (10),
resulting in the demodulated spectrogram

Dmn = e
− j2πn� f 2R

c0 e
− j2π fc

2R
c0 e

− j2π 2v
c0

mN fc
δsB , (23)

which is used for range-Doppler evaluation. It should be noted
that the error in estimated velocity, caused by the factor δs, is
already small, since the aforementioned criteria have to be met
in order to reach this point.

C. THIRD SFO CRITERION (DOPPLER)
Since (23) only differs from (10) in its Doppler term, the range
estimation is identical to the one described in Section II-D and
therefore skipped, and only the Doppler estimation via DFT
along slow-time dimension is considered. In the presence of
an SFO, the Doppler estimation yields

vn[ν] = e
− j2πn� f 2R

c0 e
− j2π fc

2R
c0

×
M−1∑
m=0

[
e
− j2π 2v

c0
mN fc
δsB

]
e− j2π mν

M . (24)

A maximum of (24) then occurs at bin

νSFO =
⌊

1

δs
· 2v fcT M

c0

⌋
, (25)

which only differs from the standard OFDM processing by a
factor of 1

δs
. Since the aforementioned criteria are already in

place, this offset is close to zero and therefore negligible.
For completeness sake, a third criterion can be formulated

by limiting (25) to a maximum error of one bin, which results
in

δs >
1

1 + 2
M

:= δSFO,v, (26)

where ±M
2 is the maximum possible velocity bin offset.

D. MEASUREMENTS USING THE CRITERIA
To validate the three SFO criteria, again measurements of
a CR at range R = 4.9 m are analysed. First the critical
SFO values of the three criteria are calculated using the
parameters from Table 1. The results are given in Table 2.
Since 1 ≥ δSFO,MIG > δSFO,FTC > δSFO,v is always true, only

TABLE 2. Critical SFO Values

FIGURE 7. Measurements of a CR at R = 4.9 m and a 10 MHz coupled
setup. Rv evaluation was performed on the received symbols. In (a) with
fSFO = 6 kHz, therefore slightly over the suggested fSFO(δSFO,FTC ). (b) with
fSFO = 4 kHz, which meets fSFO(δSFO,MIG).

δSFO,MIG is needed to achieve sufficient synchronization. To
isolate the effects caused by an SFO from other coupling in-
duced errors, a 10 MHz coupled network architecture is used.
An SFO is artificially introduced by altering the sampling
rate of the AWG. Fig. 7(a) shows the Range-Doppler map
for fSFO = 6 kHz, which violates fSFO(δSFO,MIG) = 4.736
kHz. Compared to Fig. 7(b), which meets fSFO = 4 kHz<
fSFO(δSFO,MIG), the peak is slightly more smeared, since the
migration over the symbol index m exceeds one bin. To sum-
marize, while the first criterion limits the FTC effect caused
by an SFO, the MIG effect is much more severe since it addi-
tionally scales with the number of transmitted symbols. When
δSFO,MIG is just met, the migration in slow-time direction can
reach a maximum of one bin. For high precision applications,
the level of synchronization needed might be even higher,
in which case δs should be well above the critical value, i.e.
1 ≥ δs � δSFO,MIG.

V. CARRIER FREQUENCY OFFSET
In case of a CFO, there is a mismatch of the carrier frequencies
fc,Tx �= fc,Rx for up- and downconversion of the OFDM sig-
nal, that results in a residual carrier frequency offset fCFO =
fc,Rx − fc,Tx. This shift is similar to a Doppler frequency shift,
including all errors which originate from a Doppler frequency
shift, e.g. ICI. If both fc,Tx and fc,Rx are derived from the same
REF, both frequencies are equal and fCFO = 0 Hz.

Without loss of generality, the following derivation assumes
an ideal Tx LO with fc,Tx = fc and an Rx LO with fc,Rx =
δc fc. In that case, the CFO is fCFO = (1 − δc) fc. To separate
the effect of a CFO from other network related errors, the sam-
pling is assumed to be ideal, hence fs,Tx = fs,Rx = fs = B.
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Subsequently, (8) becomes

Dm,Rx = 1

N

N−1∑
k=0

⎡
⎣N−1∑

n=0

dmn e j2π nk
N︸ ︷︷ ︸

(i,IDFT)

e j2πnm︸ ︷︷ ︸
(ii,IDFT)

e
− j2πn� f 2R

c0︸ ︷︷ ︸
(iii,R)

× e
− j2π fc

2R
c0︸ ︷︷ ︸

(iv,const.) �
�
�
��e

− j2π 2v
c0

nk
N︸ ︷︷ ︸

(v,FTC) �
�
�
��e

− j2π 2v
c0

k fc
B︸ ︷︷ ︸

(vi,ICI)

× e j2π (1−δc ) k fc
B︸ ︷︷ ︸

(xii,CFO) �
�
�
��e

− j2π 2v
c0

nm︸ ︷︷ ︸
(vii,MIG)

e
− j2π 2v

c0
mN fc

B︸ ︷︷ ︸
(viii,v)

× e j2π (1−δc ) mN fc
B︸ ︷︷ ︸

(xi,CFO)

⎤
⎦ e− j2π lk

N︸ ︷︷ ︸
(ix,DFT)

e− j2π lm︸ ︷︷ ︸
(x,DFT)

. (27)

Most of the phase terms in (27) have already been dis-
cussed in Section IV. Again, terms (v, FTC), (vi, ICI) and
(vii, MIG) can be ignored, since the targets velocity is as-
sumed to be small enough, as specified before. (iii, R) and
(viii, v) are used for range Doppler estimation and are dis-
cussed in Section V-B. While (xi, CFO) must be considered
for the subsequent Doppler evaluation, it has no impact on
the demodulation, since the exponent is only proportional to
m. Compared to (15) again, the IDFT and DFT terms do not
cancel completely as (xii, CFO) introduces an ICI effect.

To visualize the effect of an CFO, measurements of a (CR)
at R = 4.9 m and 10 MHz are performed. The results are
shown in Fig. 8. Fig. 8(a) shows the Rv map of a mea-
surement with fCFO = 17 kHz, where a significant shift of
the target peak in velocity direction can be observed, which
corresponds to (xi, CFO). Additionally, the ICI effect induced
by (xii, CFO) causes a signal-to-noise ratio (SNR) degra-
dation due to the reduced orthogonality of the subcarriers.
A comparison to a measurement with fCFO = 0 Hz can be
found in Fig. 8(b). There, the velocity profile at R = 0 m is
displayed, which clearly shows the offset caused by the CFO.

In case of small fCFO, the phases of (xi, CFO) and
(xii, CFO) in (27) become negligible.

A. FIRST CFO CRITERION (ICI)
Term (xii, CFO) is proportional to the sample index k, similar
to term (vi, ICI), causing a shift of OFDM subcarriers and
therefore reducing the orthogonality if it is not fully compen-
sated for. The ICI caused by a target’s Doppler is discussed
in detail in [21], where a threshold of � f > 10 fD,max is pro-
posed, for the maximum tolerable target Doppler fD,max. A
similar criterion can be derived for a CFO:

� f > 10(1 − δc) fc

=⇒ δc > 1 − � f

10 fc
:= δCFO,ICI

� f →0−→ 1. (28)

Formula (28) is referred to as the first CFO criterion. It scales
inversely proportional to the subcarrier spacing � f , since
the loss of orthogonality is more severe for tightly spaced
subcarriers. In Fig. 9, the phase progression of (xii, CFO)

FIGURE 8. Measurement of a CR at R = 4.9 m and 10 MHz coupling. In (a),
the cut in velocity direction at max(Pnorm) is displayed for (blue) fCFO = 0
Hz and (red) fCFO = 17 kHz. (b) shows the corresponding cuts in range
direction at max(Pnorm).

FIGURE 9. Simulation of the residual phase of (xii, CFO) for different δc.
While δc = δCFO,ICI is the critical value, it already shows an almost negligible
phase offset across k. For 0 � δc < δCFO,ICI the phase progression becomes
steeper and therefore increases the loss of orthogonality.

along the sample index k is visualized for two different δc.
For this, the modulation parameters in Table 1 are used. First,
the phase for the critical value δc = δCFO,ICI ≈ 0.9999993 is
calculated and only causes an overall phase shift of ≈ 0.2π ,
while δc = δCFO,ICI − 0.000003, which fails to meet the
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criterion, causes an overall phase shift of 2π . Since the SNR
degrades with increasing phase shift due to (xii, CFO), the
first CFO criterion ensures this phase progression is small
enough to be negligible.

If (28) is met, i.e. 1 ≥ δc � δCFO,ICI, the IDFT and DFT can
be calculated with no residual error and (27) can be written as

Dm,Rx ≈ dmne
− j2πn� f 2R

c0 e
− j2π fc

2R
c0 e

− j2π 2v
c0

mN fc
B

× e j2π (1−δc ) mN fc
B . (29)

After spectral division as described in (10), the demodulated
spectrogram is given by

Dmn = e
− j2πn� f 2R

c0 e
− j2π fc

2R
c0 e

j2π (1−δc− 2v
c0

) mN fc
B . (30)

Note that there is still a remaining error in velocity direction
when compared to (10), which is further investigated in the
following section.

B. SECOND CFO CRITERION (DOPPLER)
Using the spectrogram from (30), the range and velocity can
be estimated as described in Section II-D. Since the terms
proportional to R are not affected by a CFO, only the velocity
estimation is considered in this Section. With (30) the Doppler
DFT (13) gives

vn[ν] = e
− j2πn� f 2R

c0 e
− j2π fc

2R
c0

M−1∑
m=0

[
e

j2π (1−δc− 2v
c0

) mN fc
B

]

× e− j2π mν
M . (31)

A maximum of (31) can be found at

νCFO =
⌊

2v fcT M

c0
± (1 − δc) fcT M

⌋
, (32)

which differs from the ideal velocity estimate (14) by
±(1 − δc) fcT M. Thus, a second criterion can be found by
limiting this shift in velocity to one bin, which can be written
as

|(1 − δc) fcT M| < 1

⇐⇒ δc > 1 − 1

fcT M
:= δCFO,v. (33)

However, this criterion is very harsh, since it inversely scales
with the carrier frequency and observation time. Alternatively,
if an error estimation and correction in post processing is ap-
plied, the shift in velocity can also be limited to the maximum
unambiguous velocity vua while considering the maximum
expected target velocity vmax. The relaxed alternative criterion
can formulated as

c0

2��fc
(1 − δc)��fc < vua − vmax

⇐⇒ δc > 1 − 2 (vua − vmax)

c0
:= δCFO,v,Alt. (34)

If this criterion is met, i.e. 1 ≥ δc > δCFO,v,Alt, a shift in veloc-
ity may occur but can be corrected without any ambiguities.

TABLE 3. Critical CFO Values

FIGURE 10. Measurement of a CR at R = 4.9 m and 10 MHz coupling.
Displayed is the cut in velocity direction and at R(max(Pnorm)) for (red)
fCFO = 100 Hz and (blue) fCFO = 200 Hz.

C. MEASUREMENTS USING THE CRITERIA
Finally, measurements of a CR at R = 4.9 m with 10 MHz
coupling are performed for different fCFO(δc). The LF-
coupled architecture is chosen to negate any inherent fre-
quency offsets. Furthermore, by adjusting the LO frequency
on the receiver side, a CFO can be introduced artificially.
The derived CFO criteria are calculated using the modulation
parameters in Table 1 and are shown in Table 3. Again, only
the harshest criteria δCFO,v needs to be met for sufficient syn-
chronization. As shown in Fig. 10, a CFO of fCFO = 100 Hz
(red) meets the criterion fCFO(δCFO,v) = 117.546 Hz with a
velocity offset of maximum one bin, while fCFO = 200 Hz
(blue) shifts the detected peak to the second bin. To sum-
marize, the first CFO criterion only ensures minimal SNR
loss, while the second and third CFO criteria limit the shift in
velocity direction. If this shift is corrected with the methods
in Section VIII, a more lenient synchronization is possible.

VI. SYMBOL TIMING OFFSET
If the frame start time t0 of the transmitting and receiving
sensors misalign, i.e. t0,Tx = t0 �= t0,Rx = t0 + �t0, a STO oc-
curs. This is modelled by adding an additional time delay �t0
to (4), which can be written as

yRF
m (t ) = xRF

m (t − τ (t ) − �t0). (35)

From (35) it is apparent that an STO has an effect similar to
that of the time-of-flight τ (t ).

To isolate the STO from other network specific errors, the
sampling and carrier frequencies are assumed to be ideal, i.e.
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fs,Tx = fs,Rx = fs = B and fc,Tx = fc,Rx = fc, with the mod-
ulation bandwidth B as sample rate. In that case, (8) becomes

Dm,Rx = 1

N

N−1∑
k=0

⎡
⎣N−1∑

n=0

dmn e j2π nk
N︸ ︷︷ ︸

(i,IDFT)

e j2πnm︸ ︷︷ ︸
(ii,IDFT)

e
− j2πn� f 2R

c0︸ ︷︷ ︸
(iii,R)

× e
− j2π fc

2R
c0︸ ︷︷ ︸

(iv,const.)

e− j2πn� f �t0︸ ︷︷ ︸
(xiii,STO)

e− j2π fc�t0︸ ︷︷ ︸
(xiv,STO)

×
�
�
�
��e

− j2π 2v
c0

nk
N︸ ︷︷ ︸

(v,FTC) �
�
�
��e

− j2π 2v
c0

k fc
B︸ ︷︷ ︸

(vi,ICI) �
�
�
��e

− j2π 2v
c0

nm︸ ︷︷ ︸
(vii,MIG)

× e
− j2π 2v

c0
mN fc

B︸ ︷︷ ︸
(viii,v)

⎤
⎦ e− j2π lk

N︸ ︷︷ ︸
(ix,DFT)

e− j2π lm︸ ︷︷ ︸
(x,DFT)

(36)

= dmne
− j2πn� f 2R

c0 e
− j2π fc

2R
c0 e

− j2π 2v
c0

mN fc
B

× e− j2πn� f �t0 e− j2π fc�t0 . (37)

Compared to (8), two additional terms (xiii, STO) and
(xiv, STO) emerge due to STO. However, they do not depend
on the subcarrier index n or symbol index m. Again, the
targets velocity is assumed to be sufficiently small, thus terms
(v, FTC), (vi, ICI) and (vii, MIG) are negligible. There-
fore, (36) reduces to (37).

The demodulated spectrogram is again obtained via spectral
division of (37) with the transmitted symbols and yields

Dmn = e
− j2πn� f ( 2R

c0
+�t0 )

e
− j2π fc( 2R

c0
+�t0 )

e
− j2π 2v

c0
mN fc

B . (38)

Even though the presence of an STO does not affect the de-
modulation, the following range estimation is erroneous due
to the additional time delay �t0.

To visualize the impact of an STO on the radar image,
measurements of a CR at R = 4.9 m are performed using an
LF coupled network with coupled 10 MHz reference. The LF-
coupling mitigates potential frequency offsets, e.g. SFO, CFO.
An STO is induced artificially by shifting the AWG’s trigger
signal. In Fig. 11(a), the Rv plot for a shift of �t0 = 500 ns
is shown. The influence of (xiii, STO) is clearly visible as
the range of the detected peaks is shifted in positive range
direction. Other effects are not visible, which coincides with
the findings above. For comparison, Fig. 11(b) shows the
range profile at the target velocity for �t0 = 0 s (red) and
�t0 = 500 ns (blue). The diminished SNR is caused by the
ISI effect of the delayed symbols. Usually, a sufficiently long
CP prevents this SNR degradation as explained in [20].

To limit the range offset and SNR loss due to STO, a
criterion is formulated in the following section.

A. STO CRITERION (RANGE)
Using the spectrogram (38), the range and velocity can be es-
timated. Since only the terms proportional to R are affected by
the STO, the velocity estimation is omitted in the following.
The target range is determined via the IDFT (13) along the

FIGURE 11. Measurement of a CR at R = 4.9 m and 10 MHz coupling. In
(a) the range-Doppler map is displayed and (b) shows the cut in range
direction at v(max(Pnorm)) for (red) �t0 = 0 s and (blue) �t0 = 500 ns.

subcarriers n and yields

rm[ρ] = e
− j2π fc( 2R

c0
+�t0 )

e
− j2π 2v

c0
mN fc

B

×
N−1∑
n=0

[
e
− j2πn� f ( 2R

c0
+�t0 )

]
e j2π

nρ
N . (39)

A maximum of (39) can be found at

ρSTO =
⌊

2R� f N

c0
+ � f �t0N

⌋
, (40)

which only differs from the coherent maximum by � f �t0N .
To keep this range estimation error within one bin, the

following criterion must be met:

� f �t0N < 1

⇐⇒ �t0 <
1

B
:= TSTO,R. (41)

Hence, the maximum allowed offset TSTO,R corresponds to
the Nyquist sampling interval 1

B . Alternatively, if an error
estimation and correction in post processing is applied, the
range estimation error can also be limited to the maximum
channel length RCP, which depends on the duration TCP, while
considering the maximum expected target range Rmax. In that
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TABLE 4. Critical STO Values

FIGURE 12. Measurement of a CR at R = 4.9 m and 10 MHz coupling.
Displayed is the range profile for (blue) �t0 = 1.2 ns, (red) �t0 = 0.6 ns
and (brown) �t0 = 0 s.

case, the relaxed criterion gives

�t0c0 < RCP − Rmax

⇐⇒ �t0 <
(RCP − Rmax)

c0
:= TSTO,R,Alt. (42)

If 0 ≤ �t0 < TSTO,R,Alt is met, a range offset may occur but
can be corrected without any ambiguities. Note that the cyclic
prefix has to be chosen accordingly, i.e. RCP > Rmax.

B. MEASUREMENTS USING THE CRITERION
To validate the derived criteria, measurements of a CR at
R = 4.9 m with a 10 MHz coupled setup are performed.
The critical STO values from (41) and (42) are displayed
in Table 4. Furthermore, only the more stringent criterion is
taken into consideration. An STO of �t0 =1.2 ns > TSTO,R
and �t0 =0.6 ns < TSTO,R is artificially induced, which is dis-
played in Fig. 12. Again, the measurement is compared to
�t0 = 0 s and only the range profiles are shown. In agreement
to the derived criteria, a range offset is only visible in the case
of �t0 = 1.2 ns. The higher skirt observed for �t0 =0.6 ns is
attributed to the the fact that the peak is situated between two
bins.

VII. PHASE NOISE
In [24] the effects of PN on OFDM radar has been investigated
for single sensors. However, for sensor networks, the impact
of PN heavily depends on the network architecture and signal
synthesis hardware. While RF coupled networks retain the
coherency of PN, LF coupled or uncoupled architectures do
not.

TABLE 5. SNR for Different Coupling Mechanisms

In the radar network case, there are two effects induced
by uncorrelated PN. Both effects can be described as the
multiplication of the complex OFDM signal xRF

m (t ) by e jθ (t ).
The receiver applies a DFT on the sampled signal given by

Dm,Rx = DFT
(

ym[k]e j(θTx[k]−θRx[k])
)

. (43)

The result can be considered as the convolution in frequency
domain of the received signal OFDM symbols and the phase
noise spectrum. Therefore, each subcarrier is affected by the
other N − 1 subcarriers, causing ICI, resulting in SNR degra-
dation similar to Gaussian noise. This degradation depends on
the synthesizers bandwidth as well as the subcarrier spacing
� f [25].

The second effect due to uncorrelated PN introduces a skirt
in Doppler domain. By mixing of the received signal with
a LO, the PN degrades the phase progression in slow-time.
After applying the Doppler Fast Fourier Transform (FFT), the
resulting skirt at every detected target shows a velocity skirt
that follows the LO PN. As explained in [19], this skirt is
not only proportional to the LO’s phase noise power spectral
density (PSD), but also the Doppler resolution. Since a ve-
locity skirt could potentially hinder the detection of a weaker
target in the same range cell as a stronger one, it is especially
relevant for automotive applications.

To illustrate the impact of PN in radar networks with
different coupling mechanisms, multiple measurements are
performed and shown in Fig. 13: (brown) RF coupled network
using only one LO for both, transmitter and receiver path, as
well as a 10 MHz coupling of the Keysight M8190A, R&S
RTO1044 and HP83622A; (red) LF coupled network using
two 10 MHz coupled HP83622A; (blue) uncoupled network
using free-running components; For each, the range and ve-
locity profiles are shown. In Fig. 13(a), the velocity profiles
of all mentioned coupling mechanisms are shown. A clear de-
crease in SNR is visible, coinciding with the ICI effect caused
by uncorrelated phase noise. In Table 5, the estimated SNR
for all coupling mechanisms are listed. The spread in velocity
direction caused by phase noise is noticeable even for the LF
coupled measurement, whereas the noise power is very close
to the RF coupled setup Additionally, in the uncoupled case
a frequency offset, i.e. SFO and CFO, is present. Fig. 13(b)
shows the range profiles, where only the decrease in SNR is
noticeable.

VIII. ESTIMATION & CORRECTION
In the next step, digital error estimation and correction meth-
ods for radar networks are proposed. The concepts in this
section are applicable to typical digital radar modulations, e.g.
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FIGURE 13. Comparison of measurements of a CR at R = 4.9 m for an RF
(black), LF (brown) coupled and uncoupled (red) network architecture. In
(a) the velocity profile is shown, while (b) displays the range profile.

FIGURE 14. Measurement of a CR at R = 4.9 m, a 10 MHz coupled setup
and an artificial fSFO = 1 MHz. (a) shows the range profile and (b) the Rv

plot of the measurement.

OFDM or PMCW. Their goal is to mitigate the frequency and
timing offsets caused by an uncoupled network topology. This
way, hardware requirements can be loosened and synchroniza-
tion of time and frequency is achieved by signal processing.

A. SAMPLE FREQUENCY OFFSET
The concept of the proposed SFO error estimation method is
visualized in Fig. 14. If the slope γ of the phase progression

FIGURE 15. Corrected Rv plot of a measurement with fSFO = 1 MHz. The
resampling was performed using the estimated SFO fSFO,est.

in Fig. 14(a) is known, fSFO can be calculated by

fSFO = γ fs = (1 − δs) fs. (44)

To estimate γ , the X-ray Transformation is ideally suited. It
is closely related to the Radon Transformation and is used to
map a function g in Rn to its integrals over all straight lines in
Rn [26]. Since the range evaluation via (11) produces an im-
age with linear phase progressions along slow-time dimension
m for each detection, as shown in Fig. 14(a), this slope can
easily be estimated using the suggested X-ray Transforma-
tion. However, the estimation accuracy heavily depends on the
modulation parameters, e.g. observation time, range and ve-
locity resolution. Note that γ is identical for every detection of
the same radar frame. The measurement of a CR at R = 4.9 m
with 10 MHz coupled setup shown in Fig. 14(a) is artificially
induced with an SFO of fSFO = 1 MHz. The resulting Rv

plot without the SFO correction is shown in Fig. 14(b). Using
the method introduced above, the SFO estimation resulted in
fSFO,est ≈ 0.9989 MHz.

Subsequently, the time-domain signal is resampled accord-
ingly. Since values for fSFO are usually very small compared
to fs, a fractional delay filter using Farrow structures is ap-
plied [27]. The result is shown in Fig. 15. Compared to before,
the peak is sharper and the SNR much higher. Although the
velocity offset cannot be corrected via resampling, it is ac-
counted for in the correction method for a CFO.

B. CARRIER FREQUENCY OFFSET & SYMBOL
TIMING OFFSET
The estimation of a CFO or STO is done by exploiting the
symmetry of the induced error. For a single bistatic channel,
the signs of the shifts caused by a CFO and STO are inverse
for the two receivers.

The measurement setup introduced in Section III consists of
only a single unidirectional channel. Therefore, two separate
measurements of a CR at R = 4.9 m with a 10 MHz coupled
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FIGURE 16. Two separate measurements of a CR at R = 4.9 m with 10 MHz
coupling and artificially induced fCFO = 6 kHz and �t0 = 100 ns. The sign
of the induced errors is flipped in (a) and (b). Figures (c) and (d) show the
corrected Rv plots of the corresponding faulty Rv plots in (a) and (b).

setup are performed. For each measurement, a CFO with
fCFO = 6 kHz and an STO with �t0 = 100 ns is artificially
induced. In-between measurements, the sign of the errors is
inverted to simulate the symmetric properties of the range
and velocity shifts. The two resulting Rv plots are shown
in Fig. 16(a) and (b) respectively.

To circumvent the computational complexity of a 2D-cross-
correlation of large Rv images as performed in [18], the
problem is reduced to two 1D-cross-correlations. By column-
or row-wise summarization, the total velocity or range pro-
file is obtained. The cross-correlation of the two total range
profiles gives the range offset, which yields the STO

TSTO,est = 2Rest

c0
≈ 100.135 ns. (45)

Cross-correlation of the two total velocity profiles gives the
velocity offset, which is used to calculate the CFO

fCFO,est = 2vest fc

c0
≈ 6.00996 kHz. (46)

The CFO correction is done in time domain by multiplying
a carrier signal with frequency fCFO,est , while the STO cor-
rection is realised by cyclic shifts of the time domain signal.
For shifts smaller than one sample, a fractional delay filter
using Farrow structures is applied. The resulting Rv images
after correction are shown in Fig. 16(c) and (d) respectively.
The peaks appear sharper and at the correct location R = 0 m
and v = 0 m/s.

IX. CONCLUSION
Insufficient coherency between uncoupled digital radar sen-
sors leads to a loss in bistatic performance due to SFO, CFO,

PN and STO. Without knowledge of the required level of
synchronization, the design of digital radar networks is dif-
ficult and often results in the use of complex and costly RF
signal distribution networks. With the synchronization criteria
derived in this paper, the maximum allowed SFO, CFO and
STO can be estimated beforehand, therefore ensuring coher-
ent signal processing of bistatic radar network measurements.
Additionally, with the error estimation and correction methods
proposed in this work, existing coupling-induced errors are
successfully mitigated. Using an X-ray Transformation on
faulty range profiles, an SFO is estimated and corrected by
resampling the Rx signal. Any CFO and STO is estimated
simultaneously by two 1D-cross-correlations of Rv images.
The subsequent correction is done in time domain. Since both
methods use standard radar images for error estimation, the
concepts are applicable to other modulation types used for
digital radars.

The presented measurements show the performance degra-
dation caused by coupling-induced errors of digital radar
networks and validate the derived criteria. By fulfilling all
criteria, the measurement performance of an uncoupled digital
radar network is close to the LF coupled measurements. Fur-
thermore, relaxed criteria are proposed and are to be used with
the aforementioned signal processing-based synchronization
methods. As measurements show, they offer the possibility of
coherent bistatic measurements for uncoupled radar networks
while removing the need for a very stringent synchronization.
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