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Abstract:    The vast amount of data generated by large-scale open online course platforms provide a solid
foundation for  the  analysis  of  learning behavior  in  the  field  of  education.  This  study utilizes  the  historical
and final  learning behavior data of  over 300 000 learners from 17 courses offered on the edX platform by
Harvard University and the Massachusetts Institute of Technology during the 2012–2013 academic year. We
have developed a spike neural network to predict learning outcomes, and analyzed the correlation between
learning  behavior  and  outcomes,  aiming  to  identify  key  learning  behaviors  that  significantly  impact  these
outcomes. Our goal is to monitor learning progress, provide targeted references for evaluating and improving
learning  effectiveness,  and  implement  intervention  measures  promptly.  Experimental  results  demonstrate
that  the  prediction  model  based  on  online  learning  behavior  using  spiking  neural  network  achieves  an
impressive accuracy of 99.80%. The learning behaviors that predominantly affect learning effectiveness are
found to be students’ academic performance and level of participation.
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1    Introduction

As  online  courses  and  learning  technology  systems
continue  to  evolve,  online  learning  has  become  a
prevalent  part  of  various  educational  contexts.  This
shift  has  opened  up  new  opportunities  for

comprehensive research into learner behavior. The data
collected  during  the  learning  process  reflect  not  only
the demographic characteristics of learners, such as age,
gender,  educational  background,  and  geographical
location,  but  also  their  behavioral  patterns.  These
patterns  include  frequency  of  video  views,  number  of
days participating in the course, quantity of discussion
posts, and the progress of each student towards course
completion.  As  students  engage  in  autonomous  and
exploratory learning based on their personal preferences,
their  behavior  naturally  manifests  online,  providing  a
platform  to  record  their  implicit  learning  activities.
These  behaviors,  often  unconscious  and  fragmented,
possess  underlying  correlation  structures  and  subtle
rules that more accurately represent the intricate logical
relationships  involved  in  learning  than  explicit
behaviors  do.  Such  behaviors  present  a  genuine
depiction  of  students’ learning  experiences,  which  are
often difficult for educators or assessment mechanisms
to capture. Therefore, selecting appropriate methods to
analyze and extract the hidden information within these
behaviors  can  reveal  influential  factors  in  the
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educational  process.  This  insight  can  then  serve  as  a
valuable  reference  for  tracking,  evaluating,  and
enhancing learning experiences.

Over  recent  years,  research  into  learning  behavior
analysis and prediction has garnered increasing interest
from scholars. Through predictive analysis, researchers
can visualize learning behavior, discern the relationship
between learning  behavior  and  outcomes,  and  identify
the behaviors that influence these outcomes. However,
online  education,  lacking  in  face-to-face  interaction
and effective supervision between teachers and students,
presents  unique  challenges  not  found  in  traditional
offline  education.  Notably,  online  courses  often  suffer
from  high  dropout  rates  and  low  completion  rates,
issues  that  have  drawn  significant  attention  and
research  efforts.  Studies  have  shown  that  the  average
course completion and final certificate acquisition rates
on  platforms  like  edX  are  merely  5%[1, 2] ,  indicating
dropout  rates  typically  range  between  91%–93%[3].
Consequently,  researchers  are  focusing  on  predicting
learners’ pass  and  dropout  rates,  aiming  to  accurately
identify  behaviors  that  contribute  to  successful  course
completion and implement corresponding interventions
to boost completion rates.

In this study, we utilized an open dataset comprising
over  300  000  individuals’ historical  learning  behavior
records,  relevant  background  information,  and  final
academic  performance  on  the  edX  platform.  We
organized and analyzed this recorded information using
spiking  neural  networks  (SNNs)  and  classical  data
analysis techniques based on feature types.  The neural
networks  were  trained  to  predict  whether  learners
would  complete  courses,  identify  learning  behaviors
that  impact  academic  performance,  and  validate  the
model’s  effectiveness.  This  process  demonstrated  the
accuracy of our predictive approach.

The  SNN  model  can  accurately  predict  learners’
academic performance. By analyzing the key attributes
within  the  prediction  model,  it  provides  insights  for
educators to implement targeted intervention strategies
in  subsequent  teaching  processes,  thereby  enhancing
educational  effectiveness.  The primary sources of data
for  this  study  were  extracted  from Harvard  University
and  the  Massachusetts  Institute  of  Technology.  The
paper is organized into sections including related work,
proposals for utilizing spiking long short-term memory
(LSTM)  methods,  experimental  results,  conclusions,

and future work.
The main contents of this paper are as follows:
(1) We proposed an SNN model to identify learning

behaviors  that  impact  learners’ final  certification
outcomes  based  on  their  historical  behavior  data  and
final learning scores. This model can predict whether a
learner will obtain a certificate based on future learning
behavior  data.  Furthermore,  when  the  learner’s  final
academic  performance,  certification  status,  and
learning  background  information  or  behavior
characteristics  are  known,  the  model  can  determine
which  actions  influence  the  learner’s  final  academic
performance.

(2)  We  validated  the  effectiveness  of  our  model.
Training  was  conducted  based  on  learners’ relevant
learning  characteristics  and  final  learning  scores,  and
compared with the original dataset, the model achieved
an  accuracy  of  99.8%.  The  model  was  benchmarked
against  traditional  models,  and  experimental  results
were  provided  to  verify  its  effectiveness.  Utilizing
behavior  data  is  a  critical  factor  in  generating  more
accurate  predictions  for  intelligent  warnings  and
interventions.

(3) We employed the Pearson correlation coefficient
to  analyze  the  correlation  between  behavioral
characteristics  and  learning  outcomes.  This  method
allowed  us  to  identify  key  behavioral  characteristics
that  affect  students’ academic  completion.  These
findings can provide references for improving massive
open  online  courses  (MOOCs),  learners,  and  teachers
by identifying learning behaviors that influence learners’
ability to obtain certificates.

This  paper  is  organized  as  follows:  Section  2
presents related work. Section 3 proposes the labelling
method for LSTM. Experimental results are detailed in
Section 4,  Discussions are  presented in  Section 5,  and
conclusions and future work are outlined in Section 6.

2    Related Work

MOOCs generate vast amounts of educational data and
have garnered worldwide attention since their inception,
becoming  the  platform  with  the  highest  number  of
learners  globally.  However,  the  effectiveness  of
MOOCs  has  been  questioned,  particularly  given  the
extremely low course completion rates, a pressing issue
that  the  MOOC  platform  currently  faces.  Existing
methods  for  analyzing  learners’ behavior  and  course
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completion  rates  are  largely  based  on  data  mining.
These  methods  first  extract  features  from  the  various
educational  data  generated  by  learners  during  the
learning  process  and  then  employ  different  mining
algorithms for final prediction.

Many  researchers  have  used  educational  data  to
analyze learning behavior and predict completion rates,
investigating  the  relationship  between  different
learning behaviors and the final course completion rates,
as  well  as  the  link  between  learning  behavior  and
academic  effectiveness.  For  instance,  some  studies
have  analyzed  the  key  behaviors  that  affect  learners’
learning  outcomes  from  a  fine-grained  learning
behavior  perspective,  concluding  that  learners  exhibit
significant differences in course selection and learning
modes.  It  has  also  been  observed  that  learners  are
influenced by their peers when obtaining certificates. If
a learner has one or several friends who have obtained
a  course  certificate,  the  probability  of  the  learner
obtaining the certificate will greatly increase.

Other studies have employed logistic regression (LR)
as a classifier and used learning performance and social
interaction data from the first  week of MOOC courses
to  predict  the  probability  of  learners  completing
courses  and  obtaining  certificates.  Some  researchers
have  used  datasets,  including  learners’ backgrounds,
from  the  edX  platform  to  analyze  the  relationship
between learners’ backgrounds, learning behaviors, and
final  grades.  Further  research  has  analyzed  learners’
discussion behavior on forums and found that learners’
positive  and  constructive  discussion  behavior  is  an
essential factor affecting learning.

In  summary,  previous  research  questions  on  the
prediction  and  analysis  of  learning  behavior  can  be
categorized  into  three  types.  Research  on  MOOC
learning  behavior  analysis  and  prediction  mainly  uses
advanced data mining and machine learning techniques.
With  the  data  provided  by  MOOCs,  researchers  have
developed  new  algorithms  and  models  to  identify
behavior  patterns  that  contribute  to  learning
effectiveness  and  completion.  Many  studies  have
focused on predicting dropout rates,  success rates,  and
learning  effects.  These  studies  have  used  data  mining,
machine  learning,  deep  learning,  and  neural  network
models  to  analyze  and  predict  learners’ behaviors,
combined  student  engagement  data  with  demographic
and  past  performance  data  for  prediction,  and  used

various  experimental  designs  to  test  the  efficacy  of
different models.

Moreover,  researchers  have  investigated  the  impact
of  factors  such  as  learners’ age,  gender,  educational
background, and learning behavior on completion rates
to  construct  predictive  models  that  can  identify
students  at  high  risk  of  dropping  out.  These  models
assist  educators  in  recognizing  the  critical  factors  that
contribute  to  a  student’s  success  or  failure  in  learning
and  help  design  interventions  to  improve  student
outcomes.

In  conclusion,  recent  research  on  MOOC  learning
behavior  analysis  and  prediction  has  shown  the
potential  to  improve  learning  outcomes  in  online
education.  Further  research  will  undoubtedly  continue
to  develop  methods  and  models  that  enhance  the
usefulness of MOOCs as a tool for delivering education.

The main related works are as follows:
(1) Prediction and research on dropout rates
A research group from the Massachusetts Institute of

Technology’s Digital Learning Office and the Harvard
Research  Committee  discovered  that  a  majority  of
MOOC learners leave the course in its initial phase. On
average,  50% of  learners  drop  out  within  one  or  two
weeks  after  registering  for  a  course.  The  dropout  rate
then  dramatically  decreases  to  16% in  the  course’s
second  week[4].  The  objective  was  to  predict  the
dropout  rate  based  on  learners’ behavior  data  in  the
approach  of  Ref.  [5].  They  employed  a  convolutional
neural  network  to  extract  local  features  and  proposed
the contrastive learning based survival analysis (CLSA)
model, which uses a kernel strategy to establish feature
relationships.  The  model  was  successful,  achieving  an
accuracy  of  86.9%,  a  1.6% improvement  over  the
previous prediction accuracy. The goal of Ref. [6] was
to understand the primary reasons why MOOC learners
continue  to  learn  and  to  elucidate  how  these  reasons
impact the learner’s completion of the full course. The
approach  of  Ref.  [7]  used  the  changes  in  learners’
weekly  historical  data  as  a  feature  and  applied  a
support  vector  machine  to  analyze  learners’ click
sequences.  This  method  determined  the  dropout  rate,
which  yielded  better  results  than  the  general  feature.
According  to  a  time  prediction  mechanism,  the
approach of Ref. [8] used a deep learning algorithm to
construct  a  dropout  prediction  model  to  predict  the
learners’ dropout  rate.  This  model  outperformed
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previous  baseline  algorithms  and  achieved  more
accurate predictions.  They also proposed a method for
optimizing  MOOC  learners’ learning  behavior  and
intervening early. Starting from a network perspective,
the  approach  of  Ref.  [9]  used  clickstream  data  in  the
learning  process  to  create  a  network  model  of
collective  attention.  They  observed  the  learning
behavior  of  learners  who  drop  out  during  the  course,
improved the accuracy of predicting dropouts, and also
proposed  measures  to  prevent  mid-course  dropouts.
The  approach  of  Ref.  [10]  constructed  a  dropout
prediction  model  for  MOOCs  based  on  a  broad
learning system (BLS). The output layer of this model
was  used  for  dropout  prediction.  Compared  to  other
similar methods, this model significantly reduced BLS
training time and could predict dropout rates with high
accuracy. This research contributes to the development
of  more  effective  strategies  for  reducing  dropout  rates
in MOOCs.

(2)  Mining  the  relationship  between  learning
behavior and learning outcomes

Research exploring the relationship between learning
behavior  and  final  outcomes  primarily  uses  learners’
historical learning behavior records to predict learners’
ultimate academic performance, including whether they
will  obtain  certificates.  This  approach  also  aids  in
determining  the  link  between  learning  behavior  and
academic  performance,  and  in  identifying  learners  at
risk  of  poor  learning  outcomes.  The  approach  of
Ref.  [11]  utilized  a  substitution  algorithm  to  analyze
the  correlation  between  students’ behavior  and  their
final  learning  performance.  Meanwhile,  the  approach
of  Ref.  [12]  introduced  a  time-series  neural  network
that  integrates  extensive  click  video  behavior  data  to
forecast  the  learning  performance  of  MOOC  learners.
The  approach  of  Ref.  [13]  proposed  a  method  that
predicts  participants’ learning  behaviors  based  on  the
learning  behavior  data  of  MOOC  participants  during
their  learning  process.  This  approach  selected  19
distinct  learning  behaviors.  The  model’s  construction
consists  of  four  parts:  data  collection,  correlation
analysis  between  learning  behaviors,  prediction  of
participants’ course completion,  and early intervention
in  learning  behaviors.  A  rule-based  genetic
programming  algorithm  was  also  employed  to  predict
the  participants’ behavior.  The  model  achieved
commendable prediction results, with a high prediction

accuracy.  The  approach  of  Ref.  [14]  proposed  a  new
simple  feature  matrix  and  a  convolutional  neural
network  (CNN)  to  predict  whether  learners  obtain
certificates  and  the  dropout  rate.  This  study  deeply
analyzed  the  characteristics  of  learners’ learning
behaviors.  Finally,  it  is  important  to  note  that  the
correlation between learners’ learning behaviors should
not be overlooked. In a different vein, the approach of
Ref.  [15]  analyzed  the  relationship  between  learners’
MOOC  learning  data  and  learning  outcomes  from  the
perspective  of  students’ learning  motivation,  attitude,
and challenges. This comprehensive approach provides
a  holistic  view  of  the  factors  influencing  learning
outcomes  and  paves  the  way  for  more  effective
learning strategies and interventions.

(3) Predictive analysis and research on pass rates
Various studies have utilized diverse online learning

behaviors of learners as potential features to predict the
final score[16]. Leveraging these potential features, they
predicted  the  likelihood  of  learners  passing  the  final
examination. The approach of Ref. [17] delved into the
influence  of  demographic  characteristics  such  as  age,
gender,  and  geographical  location  on  the  course
passing  rate.  Another  study[18] amalgamated  learning
behavior  data  with  text  data,  scrutinizing  learners’
online learning activities and the text generated on the
platform’s  forum,  and  predicted  the  probability  of
learners completing the course.

Further,  the  approach  of  Ref.  [19]  conducted  a
comprehensive  investigation  from  a  cognitive
psychology  perspective.  They  enhanced  learners’
enthusiasm  by  incorporating  questions  into  MOOC
course videos, validated the efficacy of this strategy in
reducing  drop-out  rates,  and  analyzed  the  impact  of
various  communication  measures  on  the  passing  rate.
Meanwhile, the approach of Ref. [20] employed a score
prediction  method,  predicting  whether  learners  could
complete  courses  and  obtain  certificates  by  analyzing
the  learning  activity  trails  generated  by  learners.  The
experimental  results  indicated  that  the  proposed
method  improved  prediction  accuracy,  allowing  for
more  nuanced  analysis  of  students  and  adjustments  to
the analysis to cater to a broader range of learners.

Given  the  notable  low  completion  rate  of  MOOCs,
prior  research  has  employed  various  methods  to
scrutinize  and  investigate  learner  data.  The  diverse
learning  behavior  characteristics  have  yielded  varying
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prediction  outcomes,  leading  to  considerable
fluctuations  in  prediction  results  and  compromised
accuracy.  In  essence,  these  preceding  works  have
imparted  valuable  insights  into  the  analysis  and
prediction  of  MOOC learning  behaviors,  underscoring
the  potential  of  leveraging  sophisticated  data  mining
and machine learning techniques to pinpoint the pivotal
factors  influencing  MOOC  learner  behavior  and
ameliorate  the  learning  outcomes  of  MOOCs.  Against
this  backdrop,  our  paper  puts  forth  the  proposition  of
utilizing  the  SNN to  predict  the  likelihood  of  learners
securing certificates, predicated on their characteristics.

3    Proposed Method

In this section, we develop the SNN to predict students’
academic  performance  and  verify  the  efficacy  of  the
proposed  model.  The  process  begins  with  data
preprocessing, collection, and cleaning, which includes
the removal of duplicate data, handling of missing values,
and identification and treatment of outliers. We process
and  present  relevant  information  about  learners’
characteristics,  such  as  age,  educational  background,
and  gender,  more  directly  using  graphics  and
percentages.

Following this, we undertake feature selection, a step

that  involves  identifying  learning  behavior
characteristics that may potentially influence academic
performance.  This  selection  is  grounded  in  both
practical experience and theoretical considerations. The
primary  features  under  consideration  include  learning
time,  learning  frequency,  course  engagement,  forum
participation, and completion of assignments.

3.1    Dataset

The  dataset  used  in  this  study  is  the  first  large-scale
MOOC  open  dataset,  jointly  released  by  Harvard
University  and  the  Massachusetts  Institute  of
Technology  on14  May  2014.  This  dataset  includes
open  data  for  17  courses  on  the  edX  platform  for  the
2012–2013  academic  year.  This  article  selects  over
300 000  learning  behavior  records  and  conducts
statistical analysis on learner characteristics. These data
are  summary  records,  each  representing  the
corresponding  characteristics  of  learners  in  the  edX
course  (such  as  course  ID,  user  ID,  registration  date,
course  registration  date,  last  interaction  date  with  the
course,  number of days students participated in course
interaction, number of video events played in the course,
and number of posts or discussions posted on the forum).
The interpretation of each feature in the data is shown
in Table 1.

 

Table 1    Detailed information of the dataset.

Information type Attribute feature Description
Course

information
Course_id Course name and semester
User id_DI User’s registration ID

Learner type
information

Registered Registered learners of the course
Viewed Browse the learners of the course

Explored Active learners, anyone who has visited at least half of the chapters
Grade Score, the final score of the course, ranging from 0 to 1

Certified Anyone who gets a certificate. The certificate is awarded based on the course score,
and deadline of the certificate will vary according to the course.

Learner
information

final_Cc_Cname_DI Country of the registered learner

LoE Educational background, the highest educational level of users,
including “middle school”, “bachelor”, “master”, and “doctor”

YoB Provided by the user, year of birth. Example: “1980”
Gender Possible values: m (male), f (female)

Learner
behavior

information

start_time_DI Date of course registration

last_event Date of the last interaction with the course. If there is no interaction,
it is an interaction other than blank registration.

nevents Number of interactions that students participate in the course, which is recorded in the student
learning activity tracker; if there is no registration, there is no interaction, and it is blank.

ndays_act Number of days students participate in the course interaction
nplay_video Number of video events played in the course

nchapters Number of chapters in which students participate in the interaction
nforum_posts Number of posts or discussions posted on the forum
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Each  row  in  the  dataset  represents  the  learning
records  of  students  enrolled  in  a  particular  course,
while each of the 18 columns provides descriptive data
about the learners or their behaviors. In this study, the
main variables are divided into four categories: course
information, learner’s basic information, learner’s type
information, and learner’s behavioral information. The
basic information about learners includes their country,
level  of  education,  age,  and  gender.  The  course
information  includes  the  course  ID  and  user  ID.  The
types of learners are categorized as registrants, viewers,
active  learners,  and  certificate  recipients.  Learner
behavior  information  includes  course  start  date,  last
login  date,  number  of  chapters  studied,  number  of
forum  posts,  number  of  video  playbacks,  and  scores.
The  original  dataset  contains  the  learning  records  of
338 224 learners, complete with course and user IDs.

Based  on  the  edX  open  dataset,  using  the  data
analysis  method,  aiming  at  the  problem  of  low
probability  of  obtaining  certificates  for  learners  in  the
platform,  characteristics  such  as  learners’ learning
background  and  learners’ learning  behavior  are
selected as the input of SNN to predict the relationship
between learners’ behavior and the final acquisition of
certificates.  If  the  analysis  results  are  not  relevant,  the
behavior  characteristics  are  discarded.  If  relevant,  the
behavior characteristics are retained as the eigenvalues
of  the  algorithm  model.  The  study  used  the  Pearson
correlation analysis method to analyze the variables of
learning  behavior  and  learning  results.  The  pearson
correlation  coefficient  is  a  kind  of  linear  correlation
coefficient,  which is  employed to calculated the linear
correlation  degree  between  two  variables.  The  degree
of  linear  correlation  between  two  variables  can  be
described  by  the  correlation  coefficient r .  The
calculation method is shown in Eq. (1).
 

r =

n∑
i=1

(Xi−X)(Yi−Y)√√ n∑
i=1

(Xi−X)
2

√√ n∑
i=1

(Yi−Y)
2

(1)

Among  them,  the  value  of r  is  between − 1  and  +1.
When r  is positive, it  means that the two variables are
positively correlated; when r  is negative, it  means that
the  two  variables  are  negatively  correlated.  When  the
value  of r  is  0,  it  means  that  there  is  no  linear

correlation  between  the  two  variables.  The  larger  the
absolute  value  of r ,  the  stronger  the  linear  correlation
between the two variables.

(1)  Learner  category: According  to  the  learning
records  on  the  platform,  learners  are  divided  into  four
categories: Only registered: after registering an account,
they have not completed any learning tasks. Only viewed:
after registering an account, the learning content is less
than  half  of  the  course  content.  Active  learners  (only
explored):  After  registering  an  account,  the  learning
content  exceeds  half  of  the  course  content.  Certified:
the  learner  who  finally  obtains  the  certificate.  Among
them,  only  117  114  learners  registered,  193  856
registered  and  watched  the  course,  20  624  registered
and  actively  studied,  and  6570  finally  obtained  the
certificate, as shown in Fig. 1.

(2) Nationality: The nationalities of learners include
world  learners  from  26  countries,  such  as  China,  the
United States, France, Canada, Japan, Germany, India,
etc.

(3) Education background: Statistics are carried out
at  five  levels,  including  secondary  school  degree  or
below,  secondary  school  degree,  bachelor’s  degree,
master’s  degree,  and  doctoral  degree,  as  shown  in
Fig.  2.  Among  them,  there  are  7929  learners  with  a
secondary  school  degree  or  below,  93  537  with  a
secondary  school  degree,  119  511  with  a  bachelor’s
degree,  71  702 learners  with  a  master’s  degrees,  9354
with  a  doctoral  degree,  and  36  189  without  academic
information. The average education level of learners is
bachelor’s degree, accounting for 35.3% of the number
of learners. The learners of master’s degree account for
21.2%.  Doctoral  degree  learners  account  for  2.8% of
the  total  number  of  learners,  27.7% of  whom  have  a
secondary  school  degree,  and  2.3% of  whom  are  in
secondary school.

(4) Age: We divide the age of users into 7 categories,
as  shown  in Fig.  3.  Among  them,  there  are  3697
 

Certified Only explored

Only viewed

Only registered 
Fig. 1    Percentage  of  learners  with  different  types  of
curriculum exploration.

  Yanjing Li et al.:   Online Learning Behavior Analysis and Prediction Based on Spiking Neural Networks 185    

 



learners  aged  over  60,  9517  learners  aged  51–60,
18 597 learners aged 41–50, 55 878 learners aged 31–
40, 158 083 learners aged 21–30, 58 091 learners under
20,  and  34  359  learners  lack  age  information.  The
average age of learners is 28 years old. The maximum
age of learners is 82 years old, and the minimum age is
9 years old. Among them, the number of learners aged
21–30 is the largest, accounting for 46.7% of learners,
followed  by  52  887  learners  under  the  age  of  20,
accounting  for  17.2% of  learners,  and  16.5% of
learners  aged  31–40.  Our  choice  of  these  categories
was based on the objectives of our study and the nature
of our data. Our goal was to study the overall trends in
online  learning  behavior  among  learners  of  different
age  groups,  rather  than  the  detailed  age  differences.
Furthermore, the age information in our dataset is only
available  at  a  granularity  of  ten  years,  so  we  were
unable to make more detailed age divisions.

(5)  Gender: The  dataset  includes  208  184  male
learners and 97 061 female learners.  32 981 of gender
information is  missing from data,  and 61.6% are  male
learners, as shown in Fig. 4.

(6)  Learning  time: It  includes  the  start  time  of  the
course and the last event. A few weeks before the start
of  the  course,  there  is  a  record  of  registering  for  the
course, and more than half of the learners complete the
registration before the beginning of the course. About 8%
of learners register for the course at the end of the course.
The learner’s learning time in the text refers to the date
of  the  learner’s  last  learning  record  minus  the
registration time.

(7)  nevents: The  number  of  interactions  between
learners  and courses  can  be  obtained by analyzing the
system log.

(8)  ndays_act: This  metric  represents  the  count  of
unique days on which students interacted with the course.

(9)  nplay_video: This  metric  represents  the  total
number of videos watched by learners during the course.

(10) nchapters: This metric represents the number of
complete chapters learners engaged with from the start
to the end of the course.

(11)  nforum_posts: Topics  are  initiated  by  learners
on  the  learning  forum  about  the  course  content,
including answering questions raised by others.

(12)  Grade: Score,  the  final  score  of  the  course,
ranging from 0 to 1. Learners’ scores are the output of
their  learning  behavior,  reflecting  their  participation
and effort  in  the  course.  Although the  score  itself  is  a
quantification  of  learning  outcomes,  it  is  considered  a
behavioral  characteristic  here  because  it  is  a  direct
result  of  learning  behavior  and  can  be  used  to  predict
whether learners can obtain a certificate. Therefore, we
incorporate  scores  into  learners’ behavioral
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Fig. 2    Percentage  of  learners’ educational  background.
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Fig. 3    Percentage of learners of different ages. (The values
on  the X-axis:  1:  Aged  under  20;  2:  Aged  21–30;  3:  Aged
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Without age information.)
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Fig. 4    Percentage  of  learners  of  different  genders.  (The
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characteristics  to  facilitate  a  deeper  study  of  the
relationship between learning behavior and obtaining a
certificate.  Scores  obtained  range  from  0  to  1.  The
number of learners who obtained scores is 20 964, that
is, learners whose scores are not zero. From the dataset,
we  can  see  that  learner  with  scores  below  0.5,  even
though  they  obtained  scores,  did  not  get  a  certificate,
and  their  number  is  13  254.  For  learners  with  scores
between  0.51  and  0.8,  some  obtained  certificates.
Among  them,  there  are  520  learners  with  scores
between  0.51  and  0.6.  There  are  1333  learners  with
scores  between  0.61  and  0.7,  and  1021  learners  with
scores  between  0.71  and  0.8.  All  learners  with  scores
above  0.81  obtained  certificates,  and  their  number  is
4836.

3.2    Key behavior

The  primary  objective  of  this  section  is  to  identify
critical  learning  behavior  characteristics  that  influence
learning outcomes.  For this  purpose,  we employed the
Pearson  correlation  coefficient  to  calculate  the
correlation between each learning behavior feature and
the  acquisition  of  a  certificate.  We  visualized  the
impact of 11 features on students’ certificate attainment,
and the results  are  illustrated in Fig.  5.  The horizontal
axis  in Fig.  5 represents  each  attribute  feature,  while
the  vertical  axis  represents  the  corresponding  weights
of each attribute feature.

The  Pearson  correlation  coefficient  was  used  to
quantify  the  relationship  between  various  learning
behavior  features  and  the  attainment  of  a  certificate.
Here is how each feature correlates:

Grades: There  is  a  strong  positive  correlation
between  grades  and  certificate  acquisition,  indicating
that  as  grades  increase,  the  likelihood  of  certificate

attainment also increases.
Exploration,  event,  and  nchapters: These  three

features  exhibit  a  moderate  positive  correlation  with
certificate attainment. This suggests that while they do
impact certificate attainment, the effect is not as strong
as grades.

Video  interruptions,  learning  days,  and  forum
discussions: These  features  show  a  weak  positive
correlation  with  certificate  attainment.  This  suggests
that  while  these  factors  do  influence  certificate
attainment, the effect is relatively minor.

YoB  and  final_Cc_Cname_DI: These  features
show  no  correlation  with  certificate  attainment,
indicating that they do not influence the likelihood of a
student earning a certificate.

In  summary,  the  Pearson correlation  coefficient  was
used  to  reveal  that  grades,  exploration,  event,  and
nchapters  are  the  most  influential  factors  in  certificate
acquisition,  while  video  interruptions,  learning  days,
and  forum  discussions  have  a  lesser  impact.  Personal
background  information  (YoB,  final_Cc_Cname_DI)
does not influence certificate attainment.

3.3    Spiking neural network

The  SNN  is  considered  as  a  special  class  of  artificial
neural  networks.  It  mimics  the  dynamics  and  learning
capabilities  of  the  brain  in  a  more  bio-inspired  way.
The  spiking  neuron  is  the  basic  unit  of  SNNs,  which
communicated  by  firing  spikes  (action  potentials).  As
shown  in Fig.  6,  spiking  neurons  interconnected  by
synapses,  which simulate the information transmission
mechanism of biological neurons. It models the process
that the ion channel on the cell membrane is opened by
neurons  receiving  stimulation,  and  then  the  charged
ions  inside  and  outside  the  cell  membrane  flow  to
generate an action potential. A spike will be generated
if  the  action  potential  reaches  a  threshold.  Then  the
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Fig. 5    Correlation  analysis  between  labels  and  features
(Pearson).

 

Pre-synapse 
neuron

(a)

Action 
potential

Information from other neurons

Axon
Synapse Post-synapse 

neuron
(b)

Dendrite

Cell body

Nucleus

 
Fig. 6    Generation and transmission of spikes.
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spike is transmitted along the axon to the nerve terminal.
Finally,  it  is  transmitted  to  the  postsynaptic  neuron
through  the  synapse.  The  leaky  integrate-and-fire
(LIF)[21] model is one of the most fundamental neuron
models  in  neuroscience,  simulating  the  main
characteristics  of  neurons,  namely  integrating  input
signals  and  generating  spikes  when  a  threshold  is
reached.  In  the  LIF  model,  a  neuron’s  membrane
potential gradually decays (or “leaks”) over time, while
input signals cause the membrane potential to increase.
When  the  membrane  potential  reaches  a  certain
threshold,  the  neuron  fires  an  action  potential  (or
“spike”),  and  the  membrane  potential  is  immediately
reset.  In  our  research,  we  apply  the  principles  of  the
LIF  model  to  the  LSTM  SNN  model.  LSTM  is  a
special type of recurrent neural network that effectively
addresses  the  vanishing  and  exploding  gradient
problems  when  processing  time  series  data.  We
implement LIF dynamics in the neurons of the LSTM,
meaning  that  each  neuron  integrates  its  input  signals
and  fires  a  pulse  when  the  threshold  is  reached.  This
design allows our model to better simulate the behavior
of  biological  neural  systems  while  maintaining  the
advantages  of  LSTM.  The  connection  between  these
two  models  lies  in  their  attempt  to  simulate  the
behavior  of  biological  neural  systems.  The  LIF  model
provides  a  simple  yet  effective  way  to  simulate  the
behavior  of  individual  neurons,  while  the LSTM SNN
model utilizes these behaviors to handle complex time
series  tasks.  The  simple  circuit  of  the  LIF  model
consists of one capacitor and one resistor in parallel. It
can be calculated by
 

I (t) =Cm
dVm

dt
+

Vm

Rm
(2)

Cm Vm

Rm

I (t)
τ = RC

where  is the value of membrane capacitance,  is
the value of membrane voltage,  is the value of the
membrane  resistance,  and  is  the  total  membrane
current.  is the time constant of leakage current,
which is calculated by
 

τ
dVm

dt
= −Vm (t)+RI (t) (3)

The spiking LSTM networks is developed to perform
the task of learning results prediction. Due to the non-
differentiable  characteristic  of  spiking  neurons,  the
original SNN cannot be trained by the backpropagation
algorithm. However, the spiking LSTM can be trained

Vm (t)

σ1 (u) σ2 (u)

Vm (t)

by  the  backpropagation  algorithm.  The  LSTM
architecture  is  shown in Fig.  7.  The  output  value  of  a
spiking neuron before applying the activation is called
membrane  potential.  It  can  be  denoted  as  for  a
spiking  neuron  at  time t .  A  unit  of  spiking  LSTM
consists of three interacting gates and associated “spike”
functions. Generally, spike activations  and 
are  applied  to  each  of  their  associated  neurons
individually.  These  functions  take  neurons’ membrane
potential  and output either a spike or null at each
time step.

4    Experimental Result

4.1    Experimental setting

Convert  learners’ birth  dates  to  their  actual  age.  The
invalid information is removed in the characteristics of
education  background,  gender,  age,  time,  number  of
videos viewed, number of learning chapters, number of
learning  events,  and  number  of  days  students
participate in course interaction.

Among  them,  the  education  background
characteristics,  gender  characteristics,  and  age
characteristics  are  nonnumerical  forms.  For  the
convenience  of  calculation,  we  have  numerically
processed  these  characteristics  and  numerically
processed  three  positives.  The  education  background
characteristics  include  less  than  secondary  (secondary
education or below), secondary (secondary education),
bachelor’s  (bachelor’s  degree),  master’s  (master’s
degree), and doctoral (doctoral degree). Assign several
features to 1, 2, 3, 4, and 5. For gender characteristics,
men are represented by 1 and women by 0. The learner
age  characteristics  have  7  categories.  Among  them,
there  are  learners  aged  over  60,  learners  aged  51–60,
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Fig. 7    Unit of spiking LSTM architecture.
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learners  aged  41–50,  learners  aged  31–40,  learners
aged  21–30,  learners  under  20,  and  learners  who  lack
age information. The values are 7, 6, 5, 4, 3, 2, and 1,
respectively. All experiments are conducted under a 10-
fold  cross-validation  scheme.  This  method  partitions
the dataset into 10 subsets, and the model is trained and
tested  10  times,  each  time  using  a  different  subset  as
the  test  set  and the  remaining ones  as  the  training set.
This  ensures  that  our  model  is  validated  on  different
subsets of data, thereby preventing overfitting.

4.2    Experimental result

The experimental  results  of  the network are  shown on
Fig. 8. The red curve represents the loss value, and the
blue  curve  express  the  classification  accuracy.  As
shown in Fig. 8, the loss value gradually decreases, and
the classification accuracy can reach 99.80%. Therefore,
spiking  LSTM  can  be  used  to  judge  whether  students
can obtain certificates according to a given set of input
characteristics.

Performance comparison of different methods on the
online  learning  database  is  shown  in Table  2.  The
research of Ref. [11] induced 19 behavior indicators in
the  online  learning  platform  and  randomly  divided
eigenvalue sets into 80% and 20%. It shows that 85.9%

accuracy  can  be  obtained  by  using  the  optimized
logistic  regression  model.  89.2% accuracy  can  be
obtained  by  using  the  LSTM[22],  and  87.0% accuracy
can  be  obtained  by  using  the  gated  recurrent  unit
(GRU)[23].  The  CNN  with  LSTM  and  the  CNN  with
GRU can get higher accuracies than LSTM and GRU.
The  decision  tree[24] and  the  random forest[25] achieve
87.7% and  92.1% accuracies,  respectively.  The  result
of our work is better than others on this dataset.

5    Discussion

In  the  field  of  education,  the  application  of  prediction
and analysis is closely interconnected, together forming
a  dynamic  feedback  system  that  aids  in  improving
teaching  methods  and  enhancing  learning  outcomes.
Analysis  is  a  process  whose  aim  is  to  understand  the
historical  data  of  student  behavior  and  learning
outcomes,  thus  revealing  past  trends  and  patterns.  By
delving into these data, we can identify the key factors
that impact learning outcomes. For instance, in this study,
we  employed  Pearson  correlation  coefficient  analysis
to explore the relationship between factors such as scores,
learning exploration behavior,  learning events,  and the
number of chapters with whether students can obtain a
certificate.

Based on these analysis results, we can use predictive
models (like the spiking LSTM model used in this study)
to  forecast  students’ future  behavior  and  learning
outcomes.  These  predictions  can  provide  valuable
information  for  teachers  and  educational  institutions,
assisting  them  in  formulating  teaching  strategies  in
advance.  For  example,  if  the  model  predicts  that  a
student  might  encounter  difficulties  in  the  process  of
obtaining  a  certificate,  educational  institutions  can
provide  timely  additional  support  and  resources  to
improve the student’s learning outcomes.

In  summary,  the  application  of  analysis  and
prediction  in  the  field  of  education  is  complementary.
Analysis  offers  a  deep  understanding  of  the  past  and
present,  while  prediction  provides  insights  into  the
future.  These  two  processes  together  constitute  a
feedback  system,  which  helps  us  to  more  effectively
improve  the  educational  process,  enhance  learning
outcomes,  and  thus  achieve  the  ultimate  goal  of
education: promoting the holistic development and long-
term  success  of  students.  In  our  study,  we  chose  to
utilize the entire dataset without employing methods to
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Fig. 8    Classification performance of the spiking LSTM.

 

Table  2    Performance  comparison  of  several  methods  on
the online learning database.

Method Accuracy (%)
Logistic regression[11] 85.9

LSTM[22] 89.2
GRU[23] 87.0

CNN with LSTM 94.6
CNN with GRU 94.7
Decision tree[24] 87.7

Random forest[25] 92.1
This work 99.8

  Yanjing Li et al.:   Online Learning Behavior Analysis and Prediction Based on Spiking Neural Networks 189    

 



address  class  imbalance  for  the  following  reasons:  In
the  real  world,  data  imbalance  is  quite  common,  and
our  goal  was  for  the  model  to  make  accurate
predictions  even  in  these  imperfect  circumstances.
Additionally,  we  noticed  that,  despite  the  class
imbalance  in  our  dataset,  the  number  of  samples  for
each  class  was  sufficient  for  the  model  to  learn  the
characteristics  of  each  class.  However,  we
acknowledge the  potential  benefits  of  addressing class
imbalance  in  improving  the  model’s  predictive
accuracy  and  applicability  across  different  educational
settings.

This  study used the  spiking LSTM model  to  predict
certificate  attainment  by  online  learners.  The  model’s
predictions  help  teachers,  schools,  and  policymakers
understand  learner  behaviors  and  their  impact  on
learning outcomes, allowing for the implementation of
appropriate  teaching  strategies.  This  study  offers
valuable  insights  and  guidance  for  enhancing  the
efficiency  of  learners’ educational  processes,
increasing  certification  rates,  and  informing  the
development  of  online  education  policies.  These
models  can  predict  learner  behaviors,  learning  paths,
and  outcomes,  enabling  more  effective  teaching
strategies and early intervention. Specifically:

(1) The application of predictive models, particularly
in  online  educational  environments,  holds  significant
potential for understanding and improving the learning
process.  This  is  seen  in  various  aspects  of  education;
for  example,  teachers  can  use  predictive  models  to
anticipate  student  performance,  thus  allowing  for
timely  adjustments  in  teaching  strategies.  Schools  can
leverage these models to predict graduation or dropout
rates,  enabling  early  interventions.  Moreover,
policymakers can use such models to forecast the long-
term  effects  of  educational  policies,  leading  to  more
informed decision-making.

In  online  education,  predictive  models  can  forecast
various  aspects  related  to  learners.  For  instance,  they
can  predict  learner  behaviors  and  learning  paths,  such
as whether a student will complete a course, participate
in  online  discussions,  or  when  they  might  require
additional support. Such predictions enable teachers to
strategize  in  advance  to  meet  students’ needs.
Additionally,  these  models  can  predict  learning
outcomes, such as final grades or the ability to obtain a
certificate.  This  insight  can  help  students  understand

their  current  learning  status  and  adjust  their  learning
strategies  accordingly.  It  also  assists  teachers  in
identifying students who may need additional support.

In  this  study,  the  spiking  LSTM model  is  employed
to predict whether online learners will obtain a certificate.
This  predictive  model  helps  educational  institutions
understand  learner  behaviors  and  their  impact  on
learning  outcomes.  Thus,  institutions  can  implement
suitable  teaching  strategies  based  on  the  model’s
predictions.  For  example,  if  a  learner  is  predicted  to
struggle  with  obtaining  a  certificate,  course  designers
can provide timely additional support and resources to
improve their learning outcomes.

Furthermore, predictive models can forecast the most
likely successful learning paths based on students’ past
behaviors  and  performance.  This  capability  allows
educational  institutions  to  provide  personalized
learning  resources  and  support,  thereby  enhancing
student learning outcomes.

(2)  The  Pearson  correlation  coefficient  analysis
provided  insights  into  the  factors  influencing  student
certification.  Grades  showed  a  strong  correlation,
emphasizing the importance of academic performance.
Moderate  correlation  with  exploration,  event,  and
nchapters  highlighted  the  role  of  student  engagement
and interaction with course material. Factors like video
interruptions, learning days, and forum discussions had
a weak correlation, indicating that they have an impact
but  are  not  as  critical.  Interestingly,  personal
background  factors  showed  no  correlation,  supporting
the principle of educational equity.

Grades: The  strong  correlation  between  grades  and
certificate  acquisition  underscores  the  importance  of
academic  performance  in  educational  outcomes.  This
suggests  that  efforts  to  enhance  student  understanding
and  mastery  of  course  material,  such  as  through
effective  teaching  methods,  tutoring,  and  self-study
resources,  can  significantly  increase  the  likelihood  of
certificate attainment.

Exploration,  event,  and  nchapters: The  moderate
correlation  of  these  factors  with  certificate  acquisition
indicates  that  student  engagement  and interaction with
the  course  material  also  play  a  significant  role  in
educational  outcomes.  This  suggests  that  fostering  an
interactive  and  engaging  learning  environment,  where
students  are  encouraged  to  explore  and  interact  with
course  content,  can  further  enhance  the  likelihood  of
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certificate attainment.
Video  interruptions,  learning  days,  and  forum

discussions: The weak correlation of these factors with
certificate  acquisition  suggests  that  while  these
elements of the learning experience do have an impact,
they are not as critical as the factors mentioned above.
However,  this  does  not  mean  that  they  should  be
overlooked.  Efforts  to  minimize  video  interruptions,
encourage  regular  study  habits,  and  promote  active
participation in forum discussions can still contribute to
improved educational outcomes.

YoB  and  final_Cc_Cname_DI: The  lack  of
correlation  between these  personal  background factors
and  certificate  acquisition  suggests  that  personal
background  does  not  directly  influence  educational
outcomes.  This  finding  supports  the  principle  of
educational  equity,  affirming  that  all  students,
regardless  of  personal  background,  have  the  potential
to succeed academically.

In summary, these results underscore the importance
of focusing on both academic performance and student
engagement  in  the  learning  process  to  improve
educational  outcomes.  At  the  same  time,  they  affirm
the principle of educational equity, emphasizing that all
students have the potential to succeed.

6    Conclusion and Future Work

This  study,  leveraging  17  courses  offered  by  Harvard
University  and  Massachusetts  Institute  of  Technology
via  the  edX  platform  during  the  2012–2013  academic
year,  conducts  in-depth  analysis  and  mining  of
behavioral data from over 300 000 learners. To further
investigate  the  relationship  between  learning  behavior
and  certificate  acquisition,  we  selected  typical
behavioral  features  and  applied  the  spiking  LSTM
model  to  predict  learning  outcomes.  Experimental
results demonstrate that spiking LSTM, based on input
features  (including  learner  background  and  behavioral
data  such  as  educational  background,  age,  gender,
learning  time,  nevents,  nchapters,  nplay_video,
ndays_act,  and  nforum_posts),  can  predict  whether
students  will  obtain certificates.  The accuracy of  SNN
in  predicting  whether  learners  will  ultimately  acquire
certificates reaches 99.8%, validating the superiority of
this  method  compared  to  existing  prediction  methods.
Additionally,  we  further  analyzed  the  relationship
between online learners’ behavioral characteristics and

certificate  acquisition.  The  research  found  a  strong
correlation  between  students’ scores  and  certificate
acquisition,  which  is  primarily  influenced  by  active
participation and is  related to  learners’ nationality  and
age. This study also verifies the practical value of pulse
neural networks in online education.

However,  the  prediction  and  analysis  of  online
learning behavior possess great potential in the field of
education, but there are also challenges that need to be
overcome.  Firstly,  the  accuracy  of  learning  behavior
analysis  and  model  prediction  depends  on  the  quality
and  quantity  of  data,  which  may  require  large-scale
online  learning  environments  and  detailed  learner
behavior  data.  However,  data  might  contain  noise,
missing  values,  or  inconsistencies.  Furthermore,  some
key  learning  behaviors,  such  as  students’ cognitive
strategies  or  emotional  states,  may  be  difficult  to
directly  obtain  from the data.  Secondly,  the  subjective
factors  of  learners  have  not  been  fully  considered.
Although  learning  behavior  data  provide  objective
information, learners’ course completion and certificate
acquisition  are  also  influenced  by  subjective  factors
such as course participation goals, desire for certificate
acquisition,  satisfaction  with  course  content,  social
network  participation  skills,  environmental  influences,
and learners’ motivation, purpose, and emotions.

Lastly, collecting and utilizing learning behavior data
may  raise  privacy  and  ethical  issues.  For  instance,
students  may  not  want  their  learning  behavior  to  be
continuously monitored or used for decisions that may
affect  them,  thus  appropriate  data  management  and
protection  measures  are  needed.  Additionally,
predictive models could be misused, for example, if the
model predicts that a student may drop out, the school
might  choose  to  abandon  the  student  instead  of
providing  additional  support.  Finally,  the  model
prediction results  need to be presented to teachers and
students in a manner that is easy to understand and use,
which may require  additional  design and development
work.  In  summary,  future  research  needs  to  continue
exploring how to better utilize analytical and predictive
models  to  improve  educational  outcomes,  while  also
paying  attention  to  potential  problems  that  may  arise
and finding appropriate solutions.
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