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ABSTRACT The development of future full-scale quantum computers (QCs) not only comprises the design
of good quality qubits, but also entails the design of classical complementary metal-oxide semiconductor
(CMOS) control circuitry and optimized operation protocols. The construction and implementation of
quantum error correction (QEC) protocols, necessary for correcting the errors that inevitably occur in the
physical qubit layer, form a crucial step in this design process. The steadily rising numbers of qubits in
a single system make the development of small-scale quantum architectures that are able to execute such
protocols a pressing challenge. Similar to classical systems, optimized simulation tools can greatly improve
the efficiency of the design process. We propose an automated simulation framework for the development of
qubit microarchitectures, in which the effects of design choices in the physical qubit layer on the performance
of QEC protocols can be evaluated, whereas the focus in the current state-of-the-art design tools only lies on
the simulation of the individual quantum gates. The hybrid Hamiltonian framework introduces the innovative
combination of a hybrid nature that allows to incorporate several levels throughout the QC stack, with
optimized embedded solvers. This provides the level of detail required for an in-depth analysis of the QEC
protocol’s stability.

INDEX TERMS Co-simulation, microarchitectures, quantum computing, quantum error correction (QEC),

spin qubit.

I. INTRODUCTION

Electron spin qubit technology in silicon has seen consid-
erable advancements over the course of the past years. Al-
though this technology is not yet as advanced as the pre-
vailing superconducting qubit type, it offers some crucial
benefits, such as scalability and compatibility with the silicon
industry, which make it an important competitor to super-
conducting qubits in the long term [1], [2]. Recent work has
demonstrated an increasing number of qubits and a rising
complexity of the achievable quantum algorithms [3], [4].
This results in a transition from pure qubit device design to
the design of small systems, in which important additional
design choices have to be made that determine the microar-
chitecture of the system [5]. Examples of such additional
aspects are the physical layout and interconnectivity of the
qubits [6], [7], [8], [9]. Fig. 1(a) shows a typical quantum

computer (QC) architecture, in which the microarchitecture
determines the local layout of the qubits and can be scaled
up to larger arrays. The new design choices in these larger
systems are greatly influenced by the choice of quantum error
correction (QEC) protocol [10]. These algorithms are crucial
for correcting errors that inevitably occur in the physical
qubit devices and can be seen as a first layer of software on
top of which the target application is implemented, as shown
in Fig. 1(b).

Like for classical systems, accurate modelling that incor-
porates all relevant nonidealities and characteristics plays an
important role in the design of systems and experiments,
saving costs and effort. Although detailed modelling tech-
niques exist for the design of the qubit devices [11], [12],
a comprehensive framework that is also sufficiently fast to
enable practical run times for the design of larger systems
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FIGURE 1. (a) Schematic representation of a typical QC layout. The
microarchitecture determines the physical layout and interconnectivity of
the individual qubits, which can be controlled and read out using signals
generated by classical control circuitry. The microarchitecture can be
scaled up to large qubit arrays. These larger arrays can be connected via
long range connections and form the quantum processor. (b) Schematic
representation of the QC stack. At the lowest level, physical qubits are
used to implement singe- and two-qubit gates. To correct the
unavoidable errors in the physical qubits, QEC protocols are required, on
top of which logical operations can be implemented that are used to
solve the target application problem.

is lacking. General quantum simulation software, such as
the widely used QuTiP Python package [13], is not able to
capture all aspects of the quantum microarchitectural de-
sign, such as the inclusion of nonidealities in the control
and readout signals [14]. Since the latter directly affect the
fidelities and the very need for QEC machinery, accurately
yet efficiently incorporating these effects is crucial for realis-
tic modeling efforts that include the QEC selection problem
described above. The importance of specialized simulation
tools is indicated by the initial efforts to develop software
aimed at this particular purpose [15], [16]. However, to the
best of the authors’ knowledge, currently no tool is available
that offers an accurate, exhaustive, yet reasonably fast model
of the entire system and that can translate the simulation of
consecutive gates into an analysis of the performance of the
QEC protocol within a single unified framework.

To remedy the above shortcomings, the main contribution
of this article is to present a systematic and carefully balanced
hybrid simulation methodology. We provide a heterogeneous
framework that merges the best Hamiltonian-level solvers
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with a Spectre-level simulation engine. The realized design
flow is highly efficient, which allows the simulation of all
aspects of the QEC protocol, yet both the classical and the
quantum components of the microarchitecture can be in-
cluded. We show on a realistic and representative benchmark
how the simulation of a complete spin qubit system in a
single design tool allows for correctly estimating the global
performance. The proposed methodology has more flexibil-
ity than typical device-level tools as well as an accuracy
beyond what high-level frameworks can achieve. This opens
up routes to advanced global quantum system and algorithm
optimization.

Il. HYBRID METHODOLOGY

The simulation framework builds on an earlier developed
qubit model aimed at the simulation of qubits in a silicon
technology microarchitecture [18], [19] and quantum sim-
ulation software [13]. The novel contributions of this work
are thus not in these underlying models, but in the top-level
framework that is able to partition the design and to combine
three distinctly targeted solvers in a single effective hybrid
approach. This includes the handling of all the additional
requirements for tracking the QEC procedure. The use of
optimized solvers for different parts of the design allows
access to a range of system sizes depending on the aspects
under study. This mitigates the challenge of simulation com-
plexity in light of the exponentially growing nature of quan-
tum systems. The following subsections will highlight the
most important decisions made in the development of the
framework to achieve the optimal tradeoff between accuracy
and performance required for simulating multiqubit systems.

A. SIMULATION FLOW

Fig. 2 depicts an overview of the simulation flow. One of the
main features is the modularity of the framework achieved
by decomposing the complete quantum circuit into sepa-
rate operation blocks. An operation block consists of one or
multiple single-qubit gates [20], [21], [22], [23], multiqubit
gates [23], [24], [25] or measurements [26], [27], [28]. The
approach allows the user to (re)run parts of a quantum circuit
with different settings or solvers, as well as to load and save
intermediate simulation results. Fig. 3(a) shows an example
of the decomposition of a typical parity stabilization exper-
iment into operation blocks. The framework automatically
generates a Hamiltonian based on the provided information,
that can easily be tailored to the user’s needs [18]. By de-
fault, this Hamiltonian includes: 1) the Zeeman splitting that
determines the qubit frequency; 2) the high-frequency qubit
drive signals; and 3) the gate-controlled exchange coupling
between the qubits

Hz; = hypByo,; 9]
Hp ; = hypBuc(t)oy,i ()
HE,ij =hJ(t) - (Ux,iax,j + 0y,i0y,j + Uz,iUz,j) (3)

VOLUME 5, 2024



Gys et al.: HYBRID HAMILTONIAN SIMULATION APPROACH FOR THE ANALYSIS OF QEC PROTOCOL ROBUSTNESS

@IEEE Transactions on,
uantumEngineering

Definition
physical system
& correction
scheme

QCircuit
decomposition

Construction
Hamiltonian

operation block

Initialization

Results analysis

Processing &
saving
simulation
outputs

Framework functionality

FIGURE 2. Overview of the simulation flow. The light blue background indicates tasks that have to be performed in the user script; the darker
background indicates framework functionality. The user decides on the sequence of quantum gates to be executed and the physical characteristics of
the system. Next, the quantum circuit is divided into operation blocks and passed to the framework by a user script. Based on this information, a
Hamiltonian is generated automatically for the system. The operation blocks are simulated one by one, while the (intermediate) simulation outputs are
stored such that they are easily accessible for analysis by the user. For the circuit generation and simulation steps, indicated in yellow, the Python
framework code interfaces with the chosen solver language (Julia, Spectre, or Python itself) in order to reach optimal performance.
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FIGURE 3. (a) Circuit decomposition into operation blocks. The illustrative circuit is a typical parity stabilization experiment, containing two data qubits
and two ancilla qubits for stabilizer measurements [17]. An operation block can contain multiple simultaneous operations. (b) Visual representation of
the amplitude of the system’s density matrix in between two operation blocks, which can be used for easily tracking the performance of the QEC
protocol. (c) Plot of the spin expectation values over time during the simulation of an operation block. The plotted operation is a Hadamard gate.

Hig =) Hzi+ Y Hp;+ Y Hgij. “)
i i i.j

In these expressions, i and j iterate over the qubits in the
system, with oy, oy, and o, being the Pauli matrices. & is
the Planck constant and yf is the gyromagnetic ratio of an
electron (~28 GHz/T). By is the static magnetic field, which
induces the Zeeman splitting, while By (¢) is the (effective)
sinusoidal magnetic field experienced by the qubit during the
manipulation. Finally, J(¢) is the exchange coupling between
two qubits that can be manipulated by control lines. The
Hamiltonian dictates the device time-evolution in a numer-
ical integration of the master equation. Qubit decoherence is
included by adding Lindblad terms [29].

If custom inputs are provided by the user, these are linked
to the simulation; else the input files are automatically gen-
erated, containing ideal input signals for the gates that make
up the operation block. The stored state of the system in
between operation blocks is easily numerically accessible for
analysis by the user. However, the framework also provides
functionality for visually tracking the progress. The ampli-
tude and phase of each element of the density matrix can

VOLUME 5, 2024

be plotted [see the example in Fig. 3(b)], and the fidelity of
the algorithm with respect to analytic circuit execution up to
the simulated point can be expressed and plotted. In addition
to the results in between operation blocks, the expectation
values of the system can be stored during the time-evolution
of an operation block [see the example in Fig. 3(c)].

A special kind of operation is the measurement, which
contains the typical quantum event of the collapse. The
framework offers two possibilities for continuing the simula-
tion after a measurement operation block: 1) one of the pos-
sible trajectories is selected based on the calculated measure-
ment probabilities or 2) each trajectory is simulated and the
resulting density matrices are recombined into an ensemble
of states, based on their respective measurement probabili-
ties. Fig. 4 depicts this ensemble mode for the measurement
of one qubit; this principle can however easily be extended to
multiple concurrent measurements. This nontrivial compo-
nent of our approach enables both sufficiently fast run times
while keeping the necessary accuracy for the characteristics
needed for our analysis.

Finally, the framework allows the simulation of QEC pro-
tocols by supplementing the sequence of operation blocks
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FIGURE 4. Simulation approach for the measurement of a qubit in a
superposition state by splitting the simulation into multiple
measurement paths. The collapse is handled by Python code, to avoid
adding extra elements to the quantum system for each measurement
qubit. Next, the evolution over time for each of the different paths is
simulated. Finally, the simulation results are recombined in Python.
(Figure and caption adapted from [19]).

in the circuit with a specific instance of an error correction
experiment. Aside from a number of smaller experiments
such as parity stabilization and repetition codes, which are
natively supported, users can easily design their own cus-
tom experiment and pass this to the framework. Based on
the experiment specification, the framework automatically
processes the simulated measurement results as error syn-
dromes with respect to the QEC protocol in a format that
can easily be processed by standard decoding algorithms.
Using this syndrome data, an appropriate feedback operation
to correct for detected errors can be computed automatically
and performed by specifying a particular classical decoding
algorithm in the experiment instance. The decoder that im-
plements this task is always specific to the error correcting
code under consideration, and can range from very standard
decoders, which use broad assumptions about the noise in the
device, to custom decoders that are tailored to the device-
specific noise, depending on the user preference. This also
means that the way in which these feedback operations are
computed and applied can easily be customized, allowing the
comparison of different decoding protocols for a given code,
as will be demonstrated below.

B. HYBRID COMBINATION OF SOLVERS

The full density matrix simulations that form the basis of the
framework offer a good tradeoff between simulation com-
plexity and providing sufficient detail to predict the effects of
design choices at the physical layer. However, in these types
of simulations, numerical complexity is a large challenge and
requires careful consideration. The modularity of the code is
a first mechanism to mitigate this problem. In addition, the
framework offers the following three different Hamiltonian
solvers to the user, each with their own target application
regime.

1) The Julia solver exploits the optimized Quantu-
mOptics.jl framework [30] in the Julia numerical
programming language [31] to achieve the highest
performance. However, the classical subsystem and
its interaction with the quantum subsystem cannot be
simulated as accurately as with the Spectre solver.
This Julia tool is thus best suited for usage in the
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earlier stages of a design process and for searching
through large parameter spaces.

2) The Spectre solver is aimed at simulating complete mi-
croarchitectures, i.e., simulations combining the clas-
sical and quantum subsystems in one run, capturing the
higher-order interactions between the subsystems. This
is achieved by bringing the quantum subsystem into the
Cadence Spectre classical electronics design tool [18],
[19]. The Spectre solver is considerably slower than
the Julia solver, and is therefore best used toward the
later stages of a design cycle for optimization of the
physical system and gate operation protocols. Note that
this approach is still far more efficient and detailed than
designing both subsystems separately in a design loop
until the results converge.

3) The Python solver is based on the QuTiP Python pack-
age [13] and has a similar functionality as the Julia
solver, but is less performant. However, since QuTiP
is a widely used tool in the field, this solver is a use-
ful extension of the framework for verifying simula-
tion results, and for benchmarking and comparing to
literature.

C. STRUCTURE OF THE CODE

Fig. 5 depicts the structure of the framework and its inter-
action with a user script. The framework code is written in
the Python programming language, exploiting some of the
QuTiP functionality. The figure highlights how the modu-
larity of the framework is achieved: the QCircuit class acts
as user interface. Here the operation list is stored, can be
manipulated and can be simulated. This information is com-
plemented with information about the physical devices, the
applied input signals, and information about the quantum
experiment, which is passed through the respective qubit
instance, input generator, and syndrome tracker classes. All
of this information is combined by the solvers into simulation
input files before the simulation of an operation block is
launched. The amount of detail and the resulting simulation
time depends on this circuit compilation and simulation pro-
cess. Therefore, the solver has to be chosen carefully accord-
ing to the guidelines explained in Section II-B and illustrated
in Section III-B. Finally, the output processor helps process-
ing the simulation results.

1iIl. RESULTS

We now provide three benchmarks to substantiate our contri-
butions and claims: 1) we illustrate the methodology of the
framework using a simple parity stabilization experiment as
example; 2) we show the applicability of the QEC domain
in a realistic 3-qubit repetition code; and 3) we provide a
benchmark of the framework’s performance, its advantages
and limitations. Remember that the underlying basis for the
framework is a detailed calculation of the system’s time-
evolution according to the master equation [29], based on a
customizable Hamiltonian and Lindblad decoherence terms.
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FIGURE 5. Structure of the code and its interaction with a user script. The QCircuit class forms the heart of the quantum simulation framework and acts
as user interface. The general information about the quantum circuit can be complemented via the qubit instance, input generator, and syndrome
tracker classes. Based on this information, simulation files are automatically generated and simulated by the chosen circuit generator and solver. The
simulation results are automatically converted into a standard format and can be presented visually using the output processor.

TABLE 1 Design Parameters and Their Typical Numerical values/orders
of Magnitude

Symbol design parameter typical value(s)

Bo static magnetic field 0.2 —1.5T
ABgy  static magnetic field gradient mT /nm
Bac ESR or EDSR effective ac magnetic mT

field
g qubit g-factor ~ 2
L, qubit relaxation rate Hz
Ly qubit dephasing rate kHz
J exchange interaction kHz — GHz

This approach allows the direct investigation of the influ-
ence of physical design parameters [18]. All results described
in this section are obtained using parameter values chosen
based on experiments or multiphysics simulation techniques,
and can therefore be expected in realistic qubit devices.
Table 1 lists the most important physical design param-
eters together with their typical values. An analysis of
the combined effects of these low-level design parameters
with higher level design choices and operation protocols is
targeted in this section.

A. ILLUSTRATION OF THE METHODOLOGY IN A PARITY
STABILIZATION EXPERIMENT

The chosen experiment stabilizes the parity of two qubits
using a protocol similar to those encountered in prevalent
error correction algorithms, such as the surface code. This
latter class of error correcting codes is among the most
promising codes for near-term implementation due to the
relatively high tolerance to local errors while only requiring
nearest-neighbour interconnection between the qubits in a
2-D grid [32], [33], [34]. The parity experiment was chosen
as a benchmark since it corresponds to the basic operation
protocol for surface codes. It can be implemented using 3 or
4 qubits, as shown in Fig. 6. We discuss the 3-qubit variant
in detail since it is sufficient to illustrate all aspects of the

VOLUME 5, 2024

quantum simulation framework. Furthermore, this variant of
the experiment could be implemented on a linear qubit array,
which makes it relevant compared to the state-of-the-art in
silicon qubit technology [3], [35]. The simulations of the
3-qubit variant will also be compared to those of the 4-qubit
variant as an example of a system-level design choice.

1) TRACKING AN EXPERIMENT AND SEARCHING

DESIGN SPACES

To illustrate the capabilities of the framework in investigating
different design spaces, we have simulated the parity exper-
iment for different qubit decoherence rates L, and L. These
rates serve as a nice example because they have a large im-
pact on the fidelity of the system and therefore have a clearly
observable influence on the performance of the error correc-
tion algorithm. Based on these simulations a concrete maxi-
mum noise strength can be deduced, which needs to be met
in order for the QEC algorithm to achieve a desired perfor-
mance. These decoherence rates are just one example of a de-
sign parameter that can be investigated using the framework;
other examples are physical qubit parameters, different gate
operation protocols, pulse engineering and the influence of
cryo-complementary metal-oxide semiconductor (CMOS)
control circuitry. Note that the strength of the framework lies
in allowing the designers to optimize those parameters that
have a direct nonnegligible influence on both the classical
and quantum subsystems and their interaction, and therefore
require the simulation to be brought into one tightly coupled
framework.

Fig. 7 shows the simulated system-level fidelities (F) with
respect to exact (ideal) analytic circuit execution starting
from the same initial state, based on the simulation of con-
secutive operation blocks (Op). These values are calculated
according to the definition in [36]. Based on the fidelities
the QEC algorithm can be tracked. When no decoherence is
present, the simulated states lie very close to the perfect target
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FIGURE 6. (a) 2-D grid consisting of data-qubits (D) and ancilla-qubits
(A). In this grid a surface code can be implemented, consisting of
stabilizer measurements (blue crosses). The two-body parity check
captures the essence of the four-body stabilizer measurements
encountered in surface code error correction, and can be implemented
using 3 or 4 qubits (purple boxes). (b) Quantum circuit for multiple
iterations of the 3-qubit variant of the parity check. In the first iteration
an encoding step is required, while the following iterations only consist
of the stabilizer checks. The circuit is divided into the operation blocks
required by the framework. This is essentially the circuit from [17],
adapted by reusing the ancilla for both stabilizers. See also Fig. 3(a) for
the 4-qubit variant.

states and the fidelities are very high (>0.99998). The small
differences with the perfect solution can be explained by
effects, such as the nonideal ratios between the frequencies in
the realistic system and the finite rise and fall times of control
signals. When decoherence is present in the system, we see
that the system fidelity drops after every simulation block
due to the nonperfect individual simulated quantum gates
that make up the block. After a measurement step (operation
blocks 5, 10, 13, 18, 21, 26, 29, and 34 in Fig. 7), which
includes the automatically determined feedback operations
to correct possible errors in the system, the fidelity increases
again (see also next section). This is indicative of successful
parity stabilization. If the decoherence rates are too high, we
clearly see that the fidelity drops below 0.5, indicating that
the algorithm fails and all information encoded in the system
is lost.

2) QEC PROTOCOL

Measurement blocks, and the following feedback blocks that
may be inserted by the framework if needed in the specific
protocol instance, are the blocks that have the most impact
for the QEC protocol. The Hamiltonian simulation is sys-
tematically split into trajectories corresponding to different
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FIGURE 7. Simulated system-level fidelities (F) after the simulation of
each operation block (Op). The different background colors indicate the
consecutive error correction rounds. (a) System-level fidelities for a
system without decoherence in the 3-qubit parity experiment. (b)
System-level fidelities at different decoherence rates in the 3-qubit
parity experiment. We start at 1/4 of the typical values and increase the
rates with a factor of 1/4 until we reach the full typical decoherence
rates. In the system corresponding to the simulation results in yellow,
the decoherence is too high and the error correction algorithm is not
able to maintain the parity state. (c) System-level fidelities in the 4-qubit
parity experiment at typical decoherence rates.

measurement outcomes as described in the methodology sec-
tion. The outcomes are then automatically processed as error
syndromes for this experiment instance by the syndrome
tracker. In this specific experiment, we opt for a decoding
strategy consisting of instantaneous feedback operations,
which are performed immediately after each measurement.
In this approach, the syndrome tracker automatically gener-
ates and inserts additional operation blocks that implement
the reinitialization of the ancilla qubits and apply the optimal
feedback operations for the given measurement outcome in a
certain trajectory. We can then add additional idle operations
to ensure that all trajectories are time-evolved for the same
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FIGURE 8. (a) Probability of measuring a violated Z-stabilizer per round
of the protocol. (b) Probability of measuring a violated X-stabilizer per
round of the protocol. (c) Flowchart representing the functionality of the
Syndrome Tracker class for stabilizing the parity state. This functionality
is trivial, but specific to the chosen parity experiment. The measurement
results shown in (a) and (b) are used to split the simulation into
measurement trajectories. If the X-parity (Z-parity) is violated

(l4) -measurement of the ancilla qubit, following the right trajectory in
the figure), the ancilla is reset by applying a Pauli-X gate followed by a
correction on a data qubit to restore the parity: Pauli-Z (Pauli-X),
respectively. Note that the parity experiment is only able to detect that
an error has occurred, but is not able to find what error has occurred. For
this reason we choose to apply the feedback operation on the first qubit,
although this may not be the one that has flipped. In this case this does
not matter, since we can always successfully restore the parity of the
input state in this way. Before recombination, the time-evolution of the
nonviolated path is matched by inserting an idle-operation.

total time, after which they can be recombined according to
the probability of their respective measurement outcomes. In
this way, we directly simulate the entire ensemble of states
without the need to follow a specific trajectory across all sta-
bilizer rounds by sampling measurement outcomes. Fig. 8(a)
and (b) shows the simulated probabilities for measuring a
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FIGURE 9. Quantum circuit for multiple iterations of the three-qubit
repetition code experiment. It consists of an encoding step, during which
the state of qubit D, is encoded in the other data qubits D, and Ds. This
is followed by iterations of Z-stabilizers that allow to detect and correct
a single bit-flip error. Note that this circuit contains parallel cnor gates
and parallel measurements.

violated parity state, while Fig. 8(c) illustrates how these
simulated probabilities are used by the specific instance
of the parity experiment for handling the insertion of new
operation blocks into the original operation list before the
next stabilizer round can be started.

3) SYSTEM-LEVEL DESIGN CHOICES

The operation procedure for the 4-qubit system [see
Fig. 7(c)] differs from that of the 3-qubit system, making
a direct comparison difficult. However, the comparison
of fidelities for systems with the same decoherence rates
[gray curve in Fig. 7(b) versus Fig. 7(c)] at the end of a
QEC cycle can provide valuable information in making
early, system-level design decisions: The pipelined cycle
with sequential measurements of the 3-qubit system can be
compared to the shorter parallel cycle that is possible in a
4-qubit system to help assess the tradeoff between cycle
time and increased complexity of the operation and layout.
This avoids the costly and time-consuming procedure of
testing both systems in the lab.

B. ERROR CORRECTION IN A 3-QUBIT REPETITION CODE
Although the parity experiment discussed in the previous
section is through its simplicity well suited to illustrate the
functionality of the code, it is not very interesting as a stan-
dalone protocol. In this section we study a 3-qubit repetition
code, to demonstrate how the more relevant metric of the
logical failure rate of an error correcting code can be stud-
ied. The use of Hamiltonian-level simulations enabling to
directly assess the influence of physical device parameters
on the error correction performance is a main novel feature
of the framework.

Fig. 9 shows the circuit for the repetition code experi-
ment. It consists of three data qubits and two ancilla qubits.
During the encoding step, the state of the first data qubit is
redundantly encoded into all data qubits, while the following
rounds aim to protect this encoded information by detecting
if a bit flip has occurred on one of these data qubits. Note that
for larger amounts of qubits, several quantum gates can be
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FIGURE 10. Logical failure rate of the 3-qubit repetition code as a
function of noise strength for multiple rounds of the Z-stabilizer. The
logical failure rate is calculated as one minus the overlap of the system'’s
state at the end of an error correction round with the desired logical
|0)-state. (a) Logical failure rate for the algorithm simulated with the
instantaneous feedback approach. (b) Logical failure rate for the
algorithm simulated with only ancilla resets but no other feedback
operations.

executed in parallel. This experiment is again simulated for
different noise strengths by multiplying the typical physical
qubit relaxation rate L, and qubit dephasing rate L, by a
scaling factor.

Given a density matrix representing the state of the sys-
tem at a given time, we define the logical failure rate for
this experiment as the probability of finding any state other
than the encoded logical |0)-state, corresponding to an 11 11)
measurement outcome, when measuring all three data qubits.
We can then investigate how this metric for the performance
of the protocol changes with both the physical device param-
eters as well as the chosen decoding strategy.

As afirst case, we can study the behavior of the logical fail-
ure rate after every round of stabilizer measurements when
using the approach of instantaneous feedback discussed in
the previous section. In this case, after each measurement of
both stabilizers, an appropriate single-qubit recovery opera-
tion is applied according to a standard lookup-table decoder
for the three-qubit repetition code. This is done for all possi-
ble measurement trajectories, after which these are combined
in the way detailed above. Fig. 10(a) plots the logical failure
rate for four consecutive rounds of the protocol. While the
general trends in these results seem as expected (lower prob-
ability of logical errors for the lower physical noise levels
compared to a higher probability that increases every round
for the higher physical noise levels), the absolute values of
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FIGURE 11. Comparison between the performance of different
variations of the repetition code. For the case of instantaneous feedback,
a high probability of measuring a faulty syndrome causes the application
of incorrect feedback operations. This yields an increased logical error
rate compared to the case where no corrections are applied. If chosen
for delayed feedback, this issue has a higher probability of being
detected by the decoder, and the QEC protocol is effectively able to
lower the logical failure rate.

the failure rates are very high considering the individual gate
fidelities. A further analysis of the simulation results shows
that this issue originates in the specific implementation of
the cNoT-gate, for which an error on the target qubit is much
more likely than one on the control qubit [24]. This results
in an increased probability of measuring a || ) -state of the
ancilla qubits, indicating a stabilizer violation, even when no
error has occurred on the data qubits. This corresponds to
an effective measurement error, and tricks the decoder into
applying an unnecessary feedback operation. In this way the
system is driven out of its original logical state for these
trajectories, which increases the logical failure rate.

If we follow a different approach instead, where we still
apply the appropriate ancilla resets but remove the decoding
step altogether, meaning we do not apply any feedback op-
erations regardless of the stabilizer measurement outcomes,
the logical failure rate actually decreases drastically. This can
be seen in Fig. 10(b). This shows that for this code and range
of physical parameters, pure stabilizer measurement without
active correction actually performs better than instantaneous
correction due to the presence of effective measurement
errors.

To take our study one step further, we considered a third
possible decoding strategy where we determine a single re-
covery operation at the end of all measurement rounds, taking
into account the full history of syndrome measurement out-
comes using a simple matching decoder [37]. In this case,
we no longer simulate the entire ensemble of states, but
rather follow a single trajectory by systematically sampling
measurement outcomes throughout all rounds. The result of
this decoding strategy using delayed feedback is compared
to the previous two approaches in Fig. 11. For the delayed
feedback approach, 300 measurement trajectories were sam-
pled for each data point. We see that the delayed feedback
approach leads to decreased logical failure rates. This was to
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be expected, since a matching decoder on the full space-time 10000 . lia
history of syndrome measurement outcomes explicitly takes —=— qutip
into account the effective measurement errors on the ancilla 5 80001 spectre
qubits when determining a physical recovery operation. £ o001

Since the fidelities of the individual gates are exactly the g
same for simulations using the same physical parameters, S 4000
these results perfectly demonstrate the importance of the & 7000 -
choice of decoding protocol.

0 —

C. BENCHMARK TO SUBSTANTIATE FRAMEWORK 1 2 R 5 6
PERFORMANCE AND SCALABILITY @
We now provide a benchmark of the framework based on the 40000 1 —
simulation of a Hadamard gate and a cNOT gate. These gates - ’:J';p
are essential building blocks in common quantum circuits 30000 4 spectre
and are perfectly suited to illustrate both single qubit control %
as well as qubit—qubit interactions. In contrast to the longer % 20000 4
error correction algorithms, the individual quantum gates are %
already widely demonstrated in experiments, which allows § 10000 4
an additional verification of the simulation results. We com-
pare the performance of the custom Julia and Spectre solvers ol ®

against the widely used QuTiP-based Python solver from
which the results for the chosen gates can easily be replicated
and verified in independent simulations. Remember that the
main reason for adding the QuTiP solver to our framework
is to provide a reference against this widely used tool, as
discussed in the methodology section. The choice for indi-
vidual quantum gates as benchmark ensures the additional
functionality of the framework is not required. Therefore,
the results presented here benchmark the Spectre and Julia
solvers against plain QuTiP.

Fig. 12 shows the simulation time of both gates for in-
creasing system size. All simulated gate fidelities lie within
an accuracy of le-5 of the predicted fidelity by QuTiP, in-
dicating the correctness of the two other solvers. To provide
a neutral benchmark, Julia and Python are compared based
on single-core performance. For the Spectre solver, which
is aimed at detail rather than performance, the number of
cores suggested by the solver itself is chosen for the ex-
ecution. The results clearly show the exponential increase
in computational cost with the system size, illustrating the
targeted use for each solver. For all cases the Julia solver
is performing faster than the standard Python solver. The
individual gate simulation times are under 10 min for most
systems, which allows searching the design space of physical
parameters during multiple consecutive QEC rounds in a
reasonable amount of time. In contrast, the Spectre solver
is noticeably slower and is not able to handle as many qubits
as the other solvers. However, it provides more higher order
detail due to the inclusion of the classical CMOS control
circuitry. This solver is thus better suited for the optimization
of individual gates during later design stages and for the
verification of the classical CMOS control circuitry, whereas
the faster Julia solver is better suited for searching through
large design spaces.

Note that the results obtained are the outcome of an ef-
fective approach to scale up. If more information about the
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FIGURE 12. Comparison of the framework performance for the different
solvers. For Julia and Python one core is used, while for Spectre the
number of cores is set to the number suggested by the solver.

(a) Simulation time in seconds of a Hadamard gate for increasing system
size. (b) Simulation time in seconds of a cNot gate for increasing system
size.

system is provided, the simulation can easily be optimized
further for the chosen case. Furthermore, the additional in-
tegrated framework functionality on top of the core Hamil-
tonian simulation routine greatly improves convenience
and efficiency for the target application of relating device
properties to protocol performance as follows.

1) The cointegration of the classical and quantum systems
using the spectre solver is more detailed and signifi-
cantly faster than a split design loop using the standard
design tools.

Automated generation of the spin qubit Hamiltonian
and ideal control signals.

3) The simulation of ensembles, when possible, pro-
vides a considerable speed-up over the generation of a
number of samples that is statistically relevant.

The automated processing of syndrome information
for customizable QEC protocols makes the output of
the Hamiltonian simulation directly compatible with
common decoders.

The automated saving of key intermediate results
greatly increases the efficiency of debugging and
optimization.

2)

4)

5)

IV. DISCUSSION AND RELATED WORK
In related works, many quantum simulation tools and design
methodologies have been proposed that have similar target
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applications or functionality. These tools can be divided into
two types: one group are the simulators that are predomi-
nantly targeting the physical qubit layer, and that are closest
related to our work, and the other group are the tools that
focus on quantum architecture design in the higher layers of
the QC stack. Examples of the former type of tools are [11]
QuTiP [13] and SPINE [15], which is closely related to our
framework. These tools offer a detailed description of the
qubit devices and operation protocols, but are limited in op-
eration speed and system size. This has been illustrated in
Section III-C, in which QuTiP [13] has been used to repre-
sent these tools. Our framework offers both increased perfor-
mance and the additional extensive functionality to track the
QEC protocol, as illustrated in the previous section; yet it is
also limited in the number of qubits that can be included in
a single system. The second type of tools [16], [38], [39],
[40], [41], is able to scale up to larger numbers of qubits
by starting from higher level system descriptions and noise
models. However, the ability to assess the direct impact of
design choices at the physical level is lost through these
generalized representations.

The framework aims to bridge this gap between the two
groups of tools through its unique position in the QC stack.
This is possible by virtue of the novel design flow that in-
corporates several nontrivial techniques to find the sweet
spot in the tradeoff between accuracy and efficiency that can
be achieved in simulations on classical computer systems.
Note that Section III singles out a single device characteristic
(qubit decoherence) as a simple, yet sufficient illustration,
but that the strength of the framework lies in analysing the
combination of a multitude of device-level design parameters
which simultaneously affect the system-level fidelity. Espe-
cially the possibility to include detailed dual-sided interac-
tions between the classical control system and a multiqubit
quantum subsystem is a distinctive feature of the framework.
As a result, the framework opens up opportunities for a
more detailed investigation of system-level design choices,
and their (indirect) impact on the other levels of the system,
which is different from the existing alternatives.

As mentioned before, scalability is a major issue for all
device-level simulation tools due to the exponential growth
of the density matrix with each qubit that is added to the
system. However, for further scaling the number of qubits
that can be simulated in this approach, the framework has
enough performance to capture localized effects and correla-
tions, for example the charge noise effects caused by defects
in the devices. These types of effects are predicted to be
a dominating factor for decoherence in larger arrays [42],
[43]. The very high level of automation in our framework
opens up possibilities for launching large batches of parallel
simulations. The results of several simulations of the smaller
subsystems and unit cells that can be defined within a larger
system can be combined. In this way, the framework can aid
to construct physically accurate behavioral and noise mod-
els for larger arrays, which can then be used in the second
group of tools described above. Note that in these parallel
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simulations the global effects that do not cause the size of the
density matrix to increase can also be incorporated easily. An
example of such global effects are shared control signals that
may include nonidealities.

V. CONCLUSION

A complete hybrid quantum simulation framework has been
presented, aimed at the development of quantum microar-
chitectures. This framework allows to investigate the close
link between design choices at the physical layer and the
performance of the QEC protocols. The main novelties of
the work lie in the automated configuration of consecu-
tive Hamiltonian-level simulations based on the tracking
of a predefined gate sequence or a specific QEC proto-
col instance. This is achieved through the introduction of
an optimised simulation flow, which is efficient yet leaves
room for user adjustments. This simulation flow is com-
bined with three different solvers, each targeting different
use cases. The functionality of the framework has been val-
idated through the simulation of a parity stabilization exper-
iment and a three-qubit repetition code experiment and its
performance has been benchmarked against the widely used
QuTiP Python package. The results show that the framework
is well suited for the design of future quantum computing
microarchitectures.
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