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ABSTRACT Quantum dots (QDs) must be tuned precisely to provide a suitable basis for quantum com-
putation. A scalable platform for quantum computing can only be achieved by fully automating the tuning
process. One crucial step is to trap the appropriate number of electrons in the QDs, typically accomplished
by analyzing charge stability diagrams (CSDs). Training and testing automation algorithms require large
amounts of data, which can be either measured and manually labeled in an experiment or simulated. This
article introduces a new approach to the realistic simulation of such measurements. Our flexible framework
enables the simulation of ideal CSD data complemented with appropriate sensor responses and distortions.
We suggest using this simulation to benchmark published algorithms. Also, we encourage the extension by
custom models and parameter sets to drive the development of robust technology-independent algorithms.

INDEX TERMS Automated tuning, charge stability diagram (CSD), quantum computing, semiconductor
quantum dots (QDs).

I. INTRODUCTION
Quantum dot (QD) tuning automation is a crucial step to
enable a scalable platform for quantum computation. Two
essential steps are the isolation of electrons in QDs, hereafter
referred to as dot regime tuning, and the adjustment of an
appropriate number of electrons, referred to as charge state
tuning below. One can observe the charge and spin states
in gate-defined QDs by the conductance change of a nearby
electrostatically coupled sensor dot. The development of tun-
ing algorithms based onmachine learning (ML) and classical
algorithms, the assessment of the quality of a solution, and
the comparison of different approaches benefit from publicly
available datasets. Especially for the latter two purposes, this
is even a prerequisite to enable fair comparability. Simula-
tions can generate the required number of datasets along with
the corresponding ground truth data. Therefore, we propose
a generic framework for the simulation of charge stability
diagrams (CSDs) that combines the necessary functionalities
to mimic experimental data. To simulate the ideal CSD,1

we introduce a geometric model, which does not require

1In this context, ideal refers to simulated undisturbed (ground truth) data.

knowledge of the physical device parameters. Instead, it al-
lows the reconstruction of measurement data merely based
on parameters describing the geometry observed in previ-
ously recorded data.
The rest of this article is organized as follows. In Sec-

tion II, we comprehensively introduce the different aspects of
quantum simulation. In Section III, we describe our simula-
tion model consisting of our geometric model for the double
quantum dot (DQD) occupation (see Section III-A), a model
for the sensor response (see Section III-B), and distortions
(see Section III-C). In Section IV, we depict the extraction
of parameters frommeasured data. In Section V, we evaluate
the quality of the simulated data. Finally, in Section VI, we
summarize our work and draw a conclusion comprising suit-
able application fields and prospective improvements. Code
is available at https://github.com/f-hader/SimCATS.

II. BACKGROUND
Simulating quantum mechanical processes is a manifold and
complex task, especially for many-body systems and their
corresponding Hamiltonian, due to the exponential scaling
of the required resources with the number of particles in the
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system and the large number of environmental degrees of
freedom. Several theories and models that describe differ-
ent quantum mechanical processes include the Schrödinger
equation (SEQ) and master equations (MEQs) for closed
and open quantum systems [1], [2], [3], [4], Feynman path
integrals [5], the density functional theory (DFT) [6], [7],
[8], mean-field theories [9], [10], [11], nonequilibriumGreen
functions (GFs) [12], [13], [14], and the random/scattering
matrix theory [15], [16], [17], [18]. Besides the time dynam-
ics of the quantum states (described by SEQ and MEQ), the
ground state (the eigenvector of the Hamiltonian with the
smallest eigenvalue) is of fundamental interest and corre-
sponds to the state when the system is at zero temperature.
Principally, classical computers or quantum devices can be
used for the simulation task [19].
Quantum simulators use a quantum system to model a

Hamiltonian. They can be digital, i.e., they use a quantum
computer with qubits and sequentially applied gates, or ana-
log, i.e., the especially designed system emulates the Hamil-
tonian. The first approach is more general but requires thou-
sands of highly controllable qubits. The second incorporates
no gates and is easier to control but less versatile, on the
other hand. Georgescu et al. [20] described a comprehensive
overview of the proposed systems and potential application
fields. Moreover, QD systems [21], [22] play an exciting role
in this field recently, e.g., in simulating the low-temperature
Hubbard model (HM) [23], emulating Fermi–Hubbard mod-
els [24], [25], [26], [27], demonstrating Nagaoka ferromag-
netism [28], or simulating the antiferromagnetic Heisenberg
chain [29], [30].
When using classical computer systems to simulate higher

particle systems, numerical approximation approaches must
be used. Here, the challenge is to find the balance between ex-
actness, computation cost, applicability to the problem, and
validity of results. Methods proposed for this task comprise
quantum Monte Carlo (MC) approaches [7], [8], [31], [32],
many-body perturbation theories [33], [34], multiconfigu-
ration time-dependent Hartree [35], [36], [37], hierarchical
equations of motion [38], [39], [40], ML [41], [42], [43],
[44], [45], and tensor networks [46], [47], [48]. The latter
include the numerical renormalization group [49], [50], [51],
[52], [53], the matrix product state (MPS) [54], [55], [56],
[57] as a particular case for 1-D systems, and the density
matrix renormalization group [58], [59], [60], [61], [62] as
a variational algorithm in the set of MPS [63], [64], [65].
However, perfect or even good models and approximations
are not always available or require too much processing ca-
pacity, even for today’s supercomputers.
Simulating the transport of semiconductor QD systems

on classical computers is a demanding task that incor-
porates phenomena such as Coulomb blockade [1], [66],
[67], Pauli spin blockade [68], or sensor dot response [69],
for example. Specific models ease the calculation of
CSDs [70] that are fundamental for spin-based quantum
computation regarding qubit manipulation and information
readout.

The constant interaction or capacitance circuit model
(CIM) [21], [22], [71], [72] describes the electronic states
of QDs and parameterizes the on-site and intersite Coulomb
interaction as a network of capacitors, leaking capacitors, and
resistors between dots, gates, and leads. It explains many
aspects of experiments satisfactorily, but several quantum
effects deform the modeled CSDs, sometimes even sub-
stantially. Theories capable of considering both classical
and quantum effects help to understand the quantum as-
pects of CSDs and improve their usefulness. The Thomas–
Fermi capacitive model (TFCM) of [73] uses the Thomas–
Fermi approximation [74] to calculate the electron den-
sity of the islands and derive an estimate of inverse ca-
pacitive elements for a capacitance model in a given po-
tential profile. It also models the electron transport using
a Markov chain among charge states incorporating single
electron tunneling rates between islands or to contacts cal-
culated under the Wentzel–Kramers–Brillouin (WKB) tun-
nel probability [75]. The quantum-mechanical two-level
model [76], [77], [78], [79], [80] derives the tunneling of
a single electron between two dots from the probability
crossover of the two eigenstates, and Zhang et al. [81] in-
vestigated its influence on the CSD. The first interest in
applying HMs to QD systems appears in the field of col-
lective Coulomb blockade [82], [83]. An effective charge–
spin model for QDs [84] based on a lattice description
equivalent to a single-band HM incorporated higher order
perturbation theory and WKB approximation. Nevertheless,
Gaudreau et al. [85], [86] fundamentally demonstrated the
capability of HMs to describe CSDs for triple-quantum-dot
systems. Later, Yang et al. [87] introduced a generalized HM
as the quantum generalization of the classical CIM, including
quantum effects such as spin exchange, pair-hopping, and
occupation-modulated hopping. Experiments on silicon sys-
tems [88] quantitatively confirmed the model’s applicability,
and the effects of the involved quantum parameters on CSDs
have been discussed in depth [89]. To calculate CSDs under
a lead bias, Rassekh et al. [90] used Fermi’s golden rule to
obtain the transition rates, extracted the probabilities of the
states, and finally calculated the current. Nevertheless, the
generalized HM concentrates on the electronic interaction
in the quantum dot system itself and neglects environmental
factors [91], [92], [93], [94], [95], [96].

The models often find their application in ML approaches
for automated measurement and tuning of QDs. Lennon
et al. [97] used the CIM to simulate current maps of single
QDs and learned an algorithm that automatically chooses the
most informative subsequent measurements. To determine
the system’s virtual voltages, Oakes et al. [98] applied CIM
simulated and experimental CSD data of a 2 × 2 QD array to
train and validate regression models for the extraction of the
gradients from a Hough transformation [98]. A purely theo-
retical approach to CIM simulated data [99] tries to find the
most probable convex polytope of Coulomb diamonds in QD
measurements by learning a device model using regularized
maximum likelihood estimation and 1-D raster scans (rays)
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only. Li et al. [100] studied the effects of involved quantum
parameters on CSDs of a serial triple QD and confirmed their
global features by the similarity between transport measure-
ments and CIM-based simulations. To detect charge states,
Darulova et al. [101] evaluated the prediction accuracy of
several ML models trained on simulated and experimental
data. The simulated data are generated from CIM or taken
from the Qflow-lite dataset [102], both improved with five
different noise types added. The Qflow-lite dataset is based
on the TFCM realization of [73], used to develop deep and
convolutional neural networks to tune QD arrays automat-
ically to a double-dot configuration. The dataset intends to
provide a reliable dataset of simulated device state (state
labels), current, charges, and charge sensor response versus
the gate voltages. It extends the TFCM by a charge sensor
response. Qflow 2.0 [103] constitutes a further refinement of
the dataset by adding synthetic noise characteristic of QD
devices. It is part of a framework for robust automated tun-
ing that uses convolutional neural networks for device state
estimation and data quality control.
However, implementations of classical simulators for

quantum systems are manifold and numerous. Broader ap-
plication fields are covered, e.g., by QuTiP [104], [105],
QuantumATK [106], and Kwant [107], and comprise a set
of basic solvers. QuTiP offers solvers for the time evolu-
tion of open quantum systems comprising Lindblad mas-
ter equation (LBMEQ) and MC solvers, routines for the
Bloch–Redfield master equation (BRMEQ), periodic sys-
tems using the Floquet formalism, and stochastic solvers.
Differently, the Kwant Python package provides numerical
calculations on tight-binding models (TBMs) with a strong
focus on quantum transport. Currently, the Coulomb block-
ade is not supported directly. QuantumATK offers a fully
integrated Python/C++ platform of electronic and atomic-
scale modeling tools for electronic structure calculations (via
DFT, semiempirical TBM Hamiltonians, and classical and
ML force fields) and electron transport simulations (via GF)
supporting CSD plots.
Another group of simulators concentrates on the sim-

ulation and design of semiconductor-based information
devices. The nextnano/nextnano++ [108] 3-D simulator
computes electron transport (via SEQ, Poisson equation
(PEQ), and current equations) and CSDs for arbitrary de-
signs. The quantum computer-aided design (QCAD) soft-
ware [109], [110] primarily designs and models silicon
multi-QDs developed for qubits. It implements a finite-
element method (FEM)-based tool that contains nonlinear
PEQ, effective mass SEQ, and configuration interaction
solvers. Currently, magnetic fields and direct CSD outputs
are not supported. QmeQ [111] focuses on the numerical
modeling of stationary-state transport through QD devices
(via Pauli MEQ, LBMEQ, Redfield MEQ, and first-order
von Neumann approaches) with strong electron–electron
interactions. It also computes co-tunneling and pair tunneling
[via second-order von Neumann and real-time diagrammatic
(RTD)] and broadening of QD states (via RTD), leading to

CSDs that include quantum effects. The integrated device
simulator for quantum bit design based on impulse tech-
nology computer-aided design (TCAD) [112], [113] offers
quantum bit output, quantum transport, and qubit opera-
tions. The computation pipeline consists of QD potential
calculation (via SEQ and PEQ coupled with semiclassical
drift diffusion), QD capacitance calculation (via fictitious
charge change), micromagnetic simulations (via Ampere’s
law solved by the finite-volume method), and single-electron
quantum transport (via SEQwith magnetic field). Even more
focused, quantum-technology computer-aided design (QT-
CAD) [114] implements an FEM simulator to predict the
performance of spin-qubit devices. Incorporated methods in-
clude nonlinear PEQ, SEQ, MEQ, and many-body solvers.
Quantum transport calculations in the sequential tunneling
regime enable the treatment of Coulomb blockade and the
calculation of CSDs.
Finally, some simulators only focus on CSD simulation.

SIMON [115] simulates single-electron tunnel devices and
circuits using the CIM and the MC method for MEQ to
implement tunnel junctions. Although designed as a Python-
based framework for the tuning and calibration of QDs and
spin qubits, QTT [116] offers CIM-based CSD simulation
functions. From the system parameters provided, they set up
the Hamiltonian, compute the eigenvalues, determine occu-
pation numbers, and finally derive the CSD. Additionally to
the CIM-based simulation, the QuDiPy project [117] imple-
ments the HM of [88] to generate simulated CSDs.

III. SIMULATION MODEL
Our simulation model combines the simulation of the occu-
pation probabilities (see Section III-A), the sensor response
(see Section III-B), and several types of distortions (see
Section III-C) into a single framework to provide a compre-
hensive simulation of CSDs.We conceptualized the handling
of the framework to mimic the experiment as well as possi-
ble. In particular, we focus on integrating as much flexibility
as possible to support different types of dot regimes and
charge state tuning experiments. Therefore, the framework
enables users:

1) to perform 2-D and 1-D measurements;
2) to measure in different directions with the considera-

tion of the time dependence of certain distortion types;
3) to switch to different sensor configurations, such as for

multisensor samples;
4) to switch off distortions individually.

All parts of the simulation are interchangeable and defined
via simple interfaces, as shown in Fig. 1 .

A. DOT OCCUPATION MODEL
The electron occupation of the dots is the underlying basis for
the CSD simulation. Our occupationmodel is purely geomet-
ric and, in contrast to available physical models, provides the
flexibility and simplicity to support the different honeycomb
shapes we observe in DQD measurements. The fundamental
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FIGURE 1. Interfaces of the simulation class of our simulation framework. The Python package includes standard implementations.

FIGURE 2. Representation of the separation between regions with fixed
numbers of electrons using TCTs. The solid lines represent TCTs affected
by interdot tunnel coupling, and the dashed lines indicate the LDTs
without tunnel coupling.

idea is to describe a CSD as a series of total charge transitions
(TCTs) representing the borders between regions containing
a fixed number of electrons in the system. Fig. 2 illustrates
an example of this representation, where tcti, i = 1, . . ., n,
separates the regions containing i− 1 and i electrons.

The orientation of the lead-to-dot transitions (LDTs)2 in
the 2-D voltage space depends on the capacitive coupling of
the gates. ldti, j (associated with tcti) is primarily affected by
plunger gate3 Pj of qd j or, in case of using virtual gates,

4 even

2An LDT is a transition where an electron tunnels in (or out) of the dot
system from (or to) the leads.

3Gates used to primarily control the potential of a dot.
4Virtual gates are a linear combination of multiple physical gates used to

compensate for capacitive coupling and influence only one parameter of the
system.

exclusively by virtual plunger gate Pv
j . For the representation

in Fig. 2, ldti,1 has a slope in the interval [−∞,−1) (−∞ for
virtual gates) and ldti,2 in the interval (−1, 0] (0 for virtual
gates). To mathematically represent the slopes unambigu-
ously, we propose a parametric representation of the TCTs in
a voltage space (V ′

P1,V
′
P2) originating from (VP1,VP2) by an

affine transformation corresponding to a 45◦ rotation, illus-
trated in Fig. 3. This results in slope intervals of [−1, 0) for
ldti,1 and (0, 1] for ldti,2. Depending on the interdot tunnel
coupling, the TCT exhibits curves at triple points, where
ldti,1, ldti,2, and an interdot transition (IDT)5 intersect. Thus,
composing a TCT of linear parts and Bézier curves ensures
twice continuous differentiability.
The following parameters define tcti:

1) si, j: V ′
P1-intercept of ldti, j, ( j = 1, 2);

2) mi, j: slope of ldti, j, ( j = 1, 2);
3) bi,2: Bézier anchor on ldti,2 defining the starting point

of the curved part of the first triple point of tcti;
4) bi,1: Bézier anchor on ldti,1 defining the end point of

the curved part of the first triple point of tcti.

Using only this set of parameters enables the complete
construction of a TCT out of repetitions of the linear parts,
the Bézier curve, and its 180◦ rotation. Furthermore, the in-
tersection of the two LDTs constitutes the required center
Bézier anchor bi

P1′
bi

=
P2′

bi,2
− P2′

bi,1
+ P1′

bi,1
· mi,1 − P1′

bi,2
· mi,2

mi,1 − mi,2
(1)

P2′
bi

= P2′
bi,2

+ mi,2 · (P1′
bi

− P1′
bi,2

) . (2)

The V ′
P1-intercept of only the linear part is

li, j = si, j − 2 · |(P1′
bi, j

− P1′
bi
)| . (3)

Depending on the identifier i of the TCT, the number of
Bézier curves and triple points is limited to

nt = 2 · i− 1 . (4)

5An IDT describes the tunneling of an electron from one dot to another.
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FIGURE 3. TCT description in 1-D (rotated). The blue dashed line represents the TCT without tunnel coupling and the blue solid line with tunnel coupling.

Existing TCTs allow the calculation of the electron occupa-
tion. In the area between tcti and tcti+1, a total of i electrons
are in the system. Their distribution to the two QDs qd1 and
qd2 is determined as follows.

1) The connecting vector from the triple point of tcti to
the opposite triple point of tcti+1 represents the IDT
idti,k, k ∈ {1, . . ., i}.

2) Across each idti,k, a sigmoid function orthogonal to it
approximates the Fermi distribution.

3) The superposition6 of all sigmoid functions represents
the electron occupation of qd1.

4) The difference between the number of total charges i
and the occupation of qd1 results in the occupation of
qd2.

B. SENSOR MODEL
We calculate the sensor response at each point in the CSD
using the simulated occupation information and the sensor
characteristic.
Besides the required capacitive coupling of the sensing dot

(SD) to the DQD, the SD also cross-couples to the plunger
gates of the DQD. In CSDs, the first enables the observation
of electron occupation changes as edges, whereas the second
appears as undesired value shifts inside the honeycombs.7

The simulation should incorporate both.
We propose the following model for the sensor response S

[118]:

μsd =
2∑
j=1

[
α j · Nj + β j ·VPj

]
+ μsd,0

S = Soff + a · γ 2

γ 2 + (μsd − μ0)2
(5)

where j is the index of the corresponding plunger gate. In
this model, μsd represents the electrochemical potential of
the SD influenced by the number of electrons Nj in the dots
and the voltages applied to the plunger gates VPj together
with their corresponding lever arms α and β. Effectively, α

influences the sharpness of the edges and β the drifts within

6Here, superposition denotes mathematical function combination.
7The undesired coupling between the DQD plunger gates and the SD can

be compensated by using virtual gates.

FIGURE 4. Simulation of the sensor response. (a) Measured sensor
response (blue) with Lorentzian fit (orange). (b) Example of the sensor
response simulated on the left flank of the peak, resulting in rising value
shifts with rising voltages in the CSD.

the honeycombs. Moreover, both effects are counteractive:
α is negative, whereas β is positive. Furthermore, the initial
potential μsd,0 of the SD adds to the potential.
A simplified Lorentzian [71] approximates S [Fig. 4(a)].

γ defines its width, and μ0 the potential at the peak. As lin-
ear filters transform the sensor response in the experimental
setup, a scaling factor a and an offset Soff parameterize the
Lorentzian. Fig. 4(b) shows an example of a simulated CSD
that includes the cross-coupling effects.

C. DISTORTION MODEL
The simulation of realistic CSDs requires the
consideration of occurring distortions [101], [103], [118].

VOLUME 5, 2024 5500414
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FIGURE 5. Examples of the simulated sensor response and distortions. Distortions affecting the sensor (cat. 2 and 3) are visualized in combination with
a sensor response. (a) Ideal CSD. (b) Ideal CSD with occupation transition blurring (cat. 1). (c) Ideal CSD with dot jumps (cat. 1). (d) Ideal CSD with sensor
response. (e) Ideal CSD with sensor response and pink noise (cat. 2). (f) Ideal CSD with sensor response and RTN (cat. 2). (g) Ideal CSD with sensor
response and RTN (cat. 3). (h) Ideal CSD with sensor response and white noise (cat. 3).

In the following, we define identified distortion phases,
assign collected distortion types to these, and describe their
sources, simulation, and the required parameters as they
typically appear in measurement setups similar to [119],
[120]. In addition, we assume samples and their layout to
be good enough for scalability (e.g., no spurious QD under
the barrier gates or intensively moving QDs), as this is a
prerequisite to build a functional quantum computer. Under
the assumption that the measurement is performed slow
enough, effects like latching can be neglected here.

1) DISTORTION CATEGORIES
We propose to assign the CSD distortions to three categories
based on their impact point in the signal path:

1) occupation distortions;
2) SD potential distortions;
3) SD response distortions.

Distortions of the first category alter the simulated oc-
cupations of the DQD. The category includes dot jumps
(see Section III-C2) and temperature broadening (see
Section III-C3).
SD potential distortions comprise random telegraph noise

(RTN) (see Section III-C5) and pink noise (see Section II-
I-C4). It is crucial to differentiate these from undesired ef-
fects on the nonlinear SD response, primarily white noise
(see Section III-C6) and RTN (see Section III-C5).

2) DOT JUMPS
Dot jumps originate from deterministic charge-trapping ef-
fects on theQDs caused by fabrication-related imperfections.
They become visible as displacements inside the occupation
structure of a CSD [103]. We simulate them by shifting a
block of columns horizontally, like in Fig. 5(c), or a block of
rows vertically.
A geometric distribution of the jump extension simulates

their occurrence, whereas a Poisson distribution of the jump
amplitude determines their intensity [103].

3) OCCUPATION TRANSITION BLURRING
The thermal occupation of states in the lead reservoir leads
to a broadening of the LDTs, which follows the Fermi–Dirac
distribution under the assumption that the density of states
is constant [121]. We simulate this effect by applying a 1-D
Fermi–Dirac filter kernel along the measurement direction.8

4) PINK NOISE
Pink noise, also known as 1/ f or flicker noise, is observed
in most electronic devices and results from the internal het-
erogeneity of electronic components, such as oxide traps or
lattice dislocations [122]. Its power spectral density (PSD)
is inversely proportional to the frequency and emerges as
stripes in linewise measured CSDs.
The generation of pink noise is described in [123] and im-

plemented in the Python module colorednoise [124]. In

8For the presented results, the Fermi–Dirac filter was still approximated
by a Gaussian filter kernel.
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our simulation, pink noise is applied to the sensor potential,
increasing its visibility in regions with high gradients due to
the nonlinear sensor response. The latter corresponds to our
observations in experimental data [119].

5) RANDOM TELEGRAPH NOISE
RTN or burst noise randomly switches between two or mul-
tiple discrete levels [122]. This effect results from a time-
dependent random capture/emission process of charge carri-
ers caused by oxide traps [125]. Its PSD is proportional to
1/ f 2. In linewise measured CSDs, RTN is visible as stripes
with a well-defined beginning and ending [see Fig. 5(f)].
We simulate the occurrence of bursts using a geometric

distribution for their extension and a normal distribution for
their amplitude [103].

Like pink noise, RTN usually appears as noise on the
sensor potential. However, the CSDs also contain jumps that
affect the sensor response. Therefore, we propose to include
RTN additionally in distortion category 3.

6) WHITE NOISE
In the system under consideration, white noise, having a
constant PSD characteristic, originates from thermal [126]
and shot noise [127]. Thermal noise [126] is caused by the
thermal agitation of charge carriers in an electrical conduc-
tor, whereas shot noise depends on the discrete charges in
the current flow and does not relate to a system’s operating
temperature.
The amplitude distribution is nearly Gaussian for thermal

noise but Poissonian for shot noise. However, as a normal
distribution can approximate the Poisson distribution, the
simulation combines both noise types into one Gaussian dis-
tribution with standard deviation σw. In addition, we assume
that they solely accrue after the sensor, as their dominating
parts result from the amplification of the sensor signal.

IV. PARAMETER EXTRACTION
We exemplarily extracted parameters for the simulation of
CSDs from a GaAs sample,9 which is similar to [129]. Our
extraction approach is independent of the sample used.

A. EXTRACTION OF OCCUPATION DATA PARAMETERS
Parameters describing the structure of CSDs can be extracted
directly from previously recorded measurements.
Each considered TCT requires the parameters described

in Section III-A. We extracted them by manual labeling. It is
not necessary to save the parameters for all TCTs. Instead, it
is possible to define a transformation rule that generates the
next TCT from a previous one, e.g., by shifting the TCT and
adjusting wid based on observed relations.

9The determined parameters are provided with the simulation software
(default_configs[“GaAs_v1”]) [128].

B. EXTRACTION OF SENSOR PARAMETERS
In our case, the measured sensor scans describe the sensor
response as a function of the voltage applied to the plunger
gate of the corresponding SD. In addition, we utilize the
proportionality of the electrochemical sensor potential to the
SD plunger gate in the following.
Fitting the Lorentzian to the experimental sensor scan

determines the parameters Soff, a, γ , and μ0 in the sensor
model (see Section III-B). For the determination of α j and
β j, we restrict the following analysis to areas in the CSD
with an overall rising value S(VP1,VP2 ), corresponding to the
left side in the fit S(μsd), due to the irreversible uniqueness
of the Lorentzian. Then, we can use the inverse fit func-
tion μsd(S) to estimate the electrochemical sensor potential
μsd(VP1,VP2 ). Inside honeycomb regions, we can determine

β j =
(

∂

∂VPj
μsd

)
N1,N2 = const

. (6)

Finally, inside the corresponding lead transition areas of the
two dots, we calculate

αi =
(

�(μsd(VPi ) − βi ·VPi )
�N

)
Ni �= const,Nj �=i = const

. (7)

C. EXTRACTION OF DISTORTION PARAMETERS
We determine the distortion parameters from different scans.
For white noise and RTN of category 3, we use measured
CSDs; for pink noise and RTN of category 2, we use sen-
sor scans. However, we characterize dot jumps manually in
measured CSDs.

1) DOT JUMPS
There is no method for detecting dot jumps automatically
yet. Therefore, we extract the amplitude and extension of
the jumps manually. However, as no return is visible in our
CSDs, only the intensity of the jumps can be determined.
Thus, we assume the extension to be larger than themeasured
voltage space of the experimental CSDs. Moreover, we ex-
tract the parameters for the two swept gates independently,
as they might differ depending on the sample.

2) PINK NOISE
The intensity of pink noise in the sensor potential can be
determined using the PSD. For this purpose, we examine 2-D
sensor scans with a high resolution on the abscissa and a low
resolution on the ordinate [119].
However, the sensor potential has to be estimated first.

Therefore, for every measured row, a sum of Lorentzians
is fitted. If successful10 for each measured gate voltage, we
determine the corresponding sensor potential by computing
the inverted Lorentzian of the measurement value.
Now, the PSD of the estimated potential can be determined

for every row and averaged over different rows to get a better

10evaluated manually; cf. [119].
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approximation. To obtain the intensities of the white and
pink noise parts, we use the fit from Section IV-C4, because
the calculated electrochemical potential includes the white
noise from the sensor response. Nevertheless, we extracted
the white noise parameters used for the simulation directly
from the sensor response.
Tests of our estimation method with simulated data indi-

cate that it usually overestimates the noise by a fixed factor
that depends on the Coulomb oscillation characteristics of
the sample.

3) RANDOM TELEGRAPH NOISE
Currently, the automatic detection of RTN and the separation
from the pink noise in CSDs is problematic. Therefore, we
manually investigate sensor scans for RTN of category 2
and determine the bursts’ extensions directly and the ampli-
tudes from the jump in the calculated electrochemical sensor
potential. Then, the mean of the extensions and the mean
and empirical standard deviation of the amplitudes constitute
the RTN parameters. Translating the bursts’ extension into
the CSD domain during the simulation requires considering
the measurement time per voltage due to the time-dependent
stochastic nature of RTN. We use the median of our CSD
measurement time as the default value.
For RTN of category 3, we manually extract the extension

and amplitude parameters directly in CSDs. The extension
corresponds to the residence time and the amplitude to the
observed offset visible in Fig. 5(g).

4) WHITE NOISE
In the PSD of a CSD, white noise dominates in the high-
est frequencies, while other noise types and the signal itself
prevail in lower frequencies. The other types of noise and
the signal itself dominate in lower frequencies. The PSD of
white noise is given by

PSDw = cw · σ 2
w. (8)

However, as the ratio between pink and white noise varies,
we cannot determine a fixed corner frequency for the noise
separation. Thus, we fit the sum

PSDw,p = cw · σ 2
w + cp

f
· σ 2

p (9)

of pink and white noise to the highest frequencies of the PSD
computed by Welch’s method [130]11 from SciPy [131].
The fit is applied to the average PSD of all rows to provide a
better approximation.
We tested our method with simulated data to study its

accuracy. It becomes apparent that it works well for σw >

0.001 and tends to underestimate the intensity of white noise
otherwise.

11cp = 0.1 and cw = 2 for the Welch method.

FIGURE 6. Example of simulation results. (a) Simulation of an iterative
CSD measurement sequence during tuning. Red boxes illustrate the
individually measured CSDs, with the dotted part indicating their overlap
and the red arrows their chronological order. (b) Diagonal 1-D scan in
the voltage space of (a) with red lines indicating the LDTs.

V. EVALUATION
For assessment, we first visually evaluate our implemented
simulation12 concerning the fidelity, diversity, and plausibil-
ity of the generated CSDs. Then, we measure the equiva-
lency to experimental data and, finally, show the performance
of our model compared to simulations based on physical
models.

A. VISUAL ASSESSMENT
Fig. 6(a) shows an example of a series of 2-D simulations.
The structures of the characteristic honeycombs change
noticeably over the voltage range, matching the observa-
tions from experiments. Also, the distortions and the sensor
response resemble the measurements.

12We used the configuration default_configs[“GaAs_v1”] pro-
vided in [128], but additionally with varying sensors from [118].
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B. METRICS FOR GENERATIVE MODELS
The problem of comparing distributions of generated and
measured data also appears in the context of MLwhen evalu-
ating generative models. However, many of the used metrics
in that field, e.g., inception score [132] and Fréchet inception
distance [133], are not applicable here because their classi-
fication method has to be trained application specific or is
pretrained on natural images. Moreover, a metric computed
samplewise allows for a better analysis of the simulation
model deficiencies. Therefore, we use the α-precision and
β-recall metrics to measure the fidelity and diversity of the
generated datasets [134]. α-precision describes the probabil-
ity that a generated sample exists in the α-support of the
measured data, whereas β-recall describes the fraction of
measured samples that reside in the β-support of the gen-
erated data in combination with a chosen k-neighborhood.13

Both metrics range from zero to one, with high values indi-
cating similar distributions of measured and generated data.
Alaa et al. [134] introduced a third metric that indicates if a
generative model tends only to copy the training data. This
metric is not crucial for our evaluation as we use only the
determined parameter ranges for the generation.
To compute the metrics, we first embed the CSDs xi into a

feature hypersphere. Therefore, we use an own adaptation of
the MNIST_LeNet neural network φ implemented in [135].
The training minimizes the loss [136]

L = R2 + 1

νn

n∑
i=1

max{0, ‖φ(xi) − c‖2 − R2} (10)

where R is the radius of the hypersphere, c represents the
center, ν denotes a balancing factor, and n is the number of
data points. A corresponding framework for training neural
networks is available on GitHub [135].

The selected hyperparameters for the training of the neural
network and the computation of the metrics reside in [118].

1) PREPROCESSING AND TRAINING
Before applying the neural network, a normalization aligns
the different value ranges of the CSDs.
We train the network with randomly selected 50% of the

available 484 experimental datasets, with the other 50% con-
stituting the test set. In order to increase the amount of data
during training, we apply rotations, flips, and random bright-
ness and contrast changes to the CSDs using the Python
package albumentations [137].

2) RESULTS
For the result investigation, our simulation should include
only all outliers represented in the experimental data. Thus,
we set the parameters α and β to 1, to calculate the results
depicted in Table 1. Then, we test whether our network can

13α- or β-support is the minimum volume (sphere) subset of the whole
set that supports a probability mass of α or β.

TABLE 1. Evaluation Results Utilizing 1-Precision and 1-Recall

embed CSDs into a feature hypersphere that sufficiently dis-
tinguishes CSDs from non-CSD data. Therefore, we bench-
mark the training set against the retained experimental test
set. It achieves high precision and recall values, indicating a
reasonable mapping. For the k-nearest-neighbor region, we
find k = 9 as the minimum, leading to a recall of 100% in
our data [134].

Furthermore, we test whether the network embeds non-
CSD data into the same hypersphere. Tests with MNIST
data14 [138] achieve a high precision but a very low recall,
indicating that they occupy a noncoinciding subspace. In
conclusion, our network can map CSD data into an appropri-
ate feature hypersphere, and the applied metrics are suitable
to evaluate the equivalency of experimental and simulated
CSDs.
Themetrics result in a high precision and a recall of 67.5%.

In contrast to the simulated data, we must consider that the
experimental data do not cover the whole voltage space ho-
mogeneously but prefer particular regions due to the experi-
menter’s experience. A comparison with about ten times the
amount of data increases the recall to 79.0%, which supports
our hypothesis. In contrast, using ten timesmoreMNIST data
than experimental CSDs does not significantly increase the
recall.
In summary, the simulated data align strongly with the

experimental data and map their distribution to a large
extent. Nevertheless, the results indicate that our simulation
does not yet represent all experimental CSDs. As some of
the available experimental datasets include anomalies from
postprocessing steps not represented in our simulation, we
expect an even higher coverage for unprocessed data.

C. PERFORMANCE ANALYSIS
We benchmark the geometric simulation approach against
two typical physical simulations regarding the execution time
per simulation using an Intel Xeon w5-2455X—3.19 GHz.
For the comparison, we configure the parameters of the dif-
ferent approaches so that the simulated area covers similar
structures. Then, we perform simulations of different resolu-
tions and average the execution time over 50 runs each. Fig. 7
visualizes the results. It is noticeable that the execution time

14The MNIST dataset consists of images containing handwritten digits.
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FIGURE 7. Average execution time of different simulation approaches in
dependence on the resolution (in pixels per axis). The time refers to the
computation per CSD (without distortions) after the previous initializa-
tion. Physical simulation models implemented in QuDiPy [117] show a
quadratic time performance, while SimCATS hardly depends on the
image resolution.

of the physical models increases quadratically with the reso-
lution per axis. Furthermore, the HM, which includes quan-
tum effects like tunnel coupling, is significantly slower than
the constant interaction model. In comparison, the execution
time for the geometric model is always lower15 and hardly
increases because the computation of TCTs is the decisive
factor here, whereas the calculation of pixels is very fast.

VI. CONCLUSION
In this article, we presented an approach for the simulation
of CSD data, which incorporates the most relevant effects
observed in measurements. First, we defined our model,
comprising the ideal data generation, the sensor reaction,
and distortions. Our TCT-based geometric representation of
CSD structures enables the ideal data simulation for DQDs,
independent of the sample material and layout. Furthermore,
the sensor model includes the representation of observed
Coulomb peaks as simplified Lorentzians and the sensor
potential’s dependence on lever arms of the DQD’s gate
voltages and occupation. Considering a typical measurement
signal path, we assigned the distortions to three newly pro-
posed categories and defined their source, simulation, and
parameters afterward. Next, we extracted the different model
parameters from measured data and, finally, showed simula-
tion results and analyzed the capabilities of the simulation to
mimic a diverse set of measured data.
We suggest using our simulation framework for tuning

algorithm development and benchmarking. It generates re-
alistic data, allows a quick generation of large datasets
with known ground truth, and enables fair comparability of
diverse approaches of different sites. With complete control
over the strength of the distortions and the sensitivity of

15For the resolutions in [50, 500], the execution time is in [19, 418] ms
with a memory requirement in [44.4, 90.0] MB.

the sensor, it additionally enables the determination of mini-
mum measurement requirements for the success of an algo-
rithm. Furthermore, using the provided interfaces, our open-
source Python framework is designed for simple extension
and adaptation. Thus, we highly encourage the contributions
of other groups to build up a standard framework that drives
the development of automated tuning solutions.
Future work on our CSD simulation could incorporate

further effects and their influence on the data. For example,
computing wider CSD scans16 can incorporate the varying
lengths of the LDTs. The correlation between consecutively
recorded CSDs or multiple DQDs measured at the same time
are of minor impact but can be included if required. Another
open question addresses the relationship between the geo-
metric TCT parameters and the parameters of physical mod-
els. With such knowledge, the simulation can directly adapt
the geometric parameters to changes in the system. Thus,
our fast simulation approach can support the development
of more complex tuning routines. Furthermore, algorithms
only trained on simulated data must be tested in experiments,
and parameter sets by other sites’ experiments are necessary
to develop and benchmark robust technology-independent
algorithms.
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