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ABSTRACT Relaxation is a common way for dealing with combinatorial optimization problems. Quantum
random-access optimization (QRAO) is a quantum-relaxation-based optimizer that uses fewer qubits than
the number of bits in the original problem by encoding multiple variables per qubit using quantum random-
access code (QRAC). Reducing the number of qubits will alleviate physical noise (typically, decoherence),
and as a result, the quality of the binary solution of QRAO may be robust against noise, which is, however,
unknown. In this article, we numerically demonstrate that the mean approximation ratio of the (3, 1)-QRAC
Hamiltonian, i.e., the Hamiltonian utilizing the encoding of three bits into one qubit byQRAC, is less affected
by noise compared with the conventional Ising Hamiltonian used in the quantum annealer and the quantum
approximate optimization algorithm. Based on this observation, we discuss a plausible mechanism behind
the robustness of QRAO under depolarizing noise. Finally, we assess the number of shots required to estimate
the values of binary variables correctly under depolarizing noise and show that the (3, 1)-QRACHamiltonian
requires less shots to achieve the same accuracy compared with the Ising Hamiltonian.

INDEX TERMS Combinatorial optimization, depolarizing noise, quantum random-access code (QRAC),
quantum relaxation.

I. INTRODUCTION
Combinatorial optimization is the task of finding an opti-
mum value of a function defined on some finite domain [1].
The task has a wide range of applications ranging from
industry [2], [3] to finance [4], [5]. Quantum-relaxation-
based optimizers, such as variational quantum eigensolver
(VQE) [6] and quantum approximate optimization algorithm
(QAOA) [7], [8], have been thoroughly investigated, but they
share a common scalability problem [9] when executed on
a real quantum device. That is, on real quantum devices,
the number of sequential gate operations while sustaining
a coherent quantum state is restricted by noisy operations,
such as decoherence and the limited number of qubits [10].
One way to recover scalability is to reduce the number of
qubits in a circuit, for example, by cutting a large circuit into
smaller subcircuits with fewer qubits and less sequential gate
operations [11]. In quantum algorithms for optimization, the

number of qubits employed is determined by the encoding of
a problem, i.e., how to map classical variables onto qubits.
Various encodings have been proposed to achieve a more
efficient encoding [12], [13]. Among them is the quantum
random-access optimization (QRAO) algorithm proposed by
Fuller et al. [14], which utilizes quantum random-access code
(QRAC) [15] to encode multiple binary variables per qubit,
thereby reducing the number of qubits required for problem
mapping.
QRAC was first proposed in the context of communi-

cation in order to encode as many classical bits per qubit
as possible. The central idea was to exceed the Holevo
bound [16] that forbids encoding m bits into less number
of qubits without information loss by allowing a possibil-
ity of decoding the wrong bit. The encoding of m binary
variables on n qubits with decoding probability p is de-
noted as (m, n, p)-QRAC [15]. There are (2,1,0.85)-QRAC,
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(3,1,0.78)-QRAC [15], [17], and several other constructions
of (m, 2, p > 1/2)-QRAC [18], [19], [20]. For simplicity,
the probability p > 1/2 in (m, n, p)-QRAC is omitted and
written as (m, n)-QRAC from now on.

QRAO [14], [21], [22], [23] differs from algorithms, such
as QAOA, in that it involves a process called the quantum
state rounding. Quantum state rounding is the mapping of
the candidate quantum state (with continuous degree of free-
dom) obtained by a quantum optimizer, such as VQE, onto a
binary solution (with discrete degree of freedom). Because a
candidate state perturbed by noise may still be mapped to the
same binary solution, we have the intuition that the solution
of QRAO may be robust to noise. In this article, therefore,
we investigate the effect of noise on the quality of the binary
solution obtained by QRAO in the following manner.

1) We encode the same combinatorial optimization prob-
lems onto two Hamiltonians: the QRAC Hamiltonian
and the Ising Hamiltonian.

2) We then use the same ansatz and optimizer for the
VQE to obtain the candidate states for both the cases of
Hamiltonian. We do not use the QAOA approach be-
cause it is not commonly used in the context of QRAO;
instead, the VQE ansatz is typically employed. In our
study, we use the VQE ansatz for the Ising Hamiltonian
because our objective is to explore the properties of
QRAO by comparing the QRAC Hamiltonian with the
Ising Hamiltonian.

3) Finally, we compare the binary solutions using the
approximation ratio, which is the ratio between the
value of cost function of the binary solution at hand
and the optimal binary solution. Note that, while the
effect of noise on QRAC in its original context has
been reported [24], the effect of noise on QRAC in the
context of optimization is unknown.

Here is the summary of the result.We demonstrate through
simulation using a noiseless device that as the problem size
increases, the mean approximation ratio resulting from the
(3, 1)-QRAC Hamiltonian exceeds the mean approximation
ratio resulting from the Ising Hamiltonian. The simulation
results under fake noise [25] show that the mean approx-
imation ratio obtained by the (3, 1)-QRAC Hamiltonian is
more robust to noise than in the Ising Hamiltonian case. We
provide a theoretical explanation for the effect of noise on
the mean approximation ratio of QRAO by assuming depo-
larizing noise. Finally, we derive the order of shots required
in Pauli rounding to achieve a given successful decoding
probability under depolarizing noise.

II. PRELIMINARY
A. MAXIMUM CUT (MAXCUT) PROBLEM
In this article, we deal with the unweightedMaxCut problem.
The MaxCut problem is an NP-hard combinatorial problem
involving undirected graphs [26]. Given an undirected graph
G with |V | nodes labeled vi and |E| edges labeled ei, j, the

FIGURE 1. (a) One of the optimal configurations of the MaxCut problem
for a four-node graph. (b) Example of a Ising encoding for a four-node
graph using four qubits, where Zi corresponds to the Pauli matrix Z on
the qubit index i. (c) Example of a (3, 1)-QRAC encoding for a four-node
graph using two qubits, where Pi corresponds to the Pauli matrix
P ∈ {X,Y, Z} on the qubit index i.

objective of the MaxCut problem is to find a configuration
mi ∈ {0, 1} that maximizes the cost function

max
m∈{0,1}|V |

cut(m) (1)

where

cut(m) := 1

2

∑
ei, j∈E

(1 − (−1)mi+mj ).

For example, one of the optimal solutions to the MaxCut
problem for a four-node graph is shown in Fig. 1(a), where
three out of three edges are included in the cut.
The solution accuracy is evaluated by the approximation

ratio defined by the ratio between the obtained cut value
cut(m) and the optimal cut value cut(m∗). The approximation
ratio γ = cut(m)/cut(m∗) is a real number ranging from 0
to 1. For example, the approximation ratio of the output in
Fig. 1(a) is γ = 3/3 = 1.0.

B. QUANTUM RANDOM-ACCESS OPTIMIZATION
QRAO [14] is a relaxation-based optimization algorithm that
uses QRAC to solve binary optimization problems. The use
of QRAC enables us to save the number of qubits to one-third
as many qubits as the number of binary variables (bits). De-
coding the binary solution from the qubits requires a specific
measurement procedure rather than a simple measurement
in the computational basis. QRAO consists of three steps:
encoding, optimization, and rounding. In encoding, we con-
struct the QRAC Hamiltonian, which encodes the binary op-
timization problem in a relaxed manner. In optimization, the
VQE is carried out based on the QRAC Hamiltonian. The
binary solution is then estimated from the resulting quantum
state through a measurement process termed quantum state
rounding. In this section, we overview each step of the
algorithm with the MaxCut problem as an example.

1) ENCODING
In this article, we define encoding as the embedding of clas-
sical bits into qubits. In the conventional Ising-type formula-
tion [7], the classical bit 0 is encoded to |0〉 and 1 to |1〉, which
can be viewed as the ith node of the graph is assigned to the
Pauli matrix Zi supported by the ith qubit. Hence, the score
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FIGURE 2. (a) Bloch sphere representation of (3,1)-QRAC. (b) Bloch
sphere representation of the depolarizing channel with error probability
0.5.

of ei, j is defined as 1
2 (I − ZiZ j ). As a result, the MaxCut

problem of a graph G is equivalent to the maximization of
the mean value of the following Ising Hamiltonian:

HIsing = 1

2

∑
ei, j∈E

(I − ZiZ j ). (2)

In the QRAC formulation, the classical bits (x1, x2, and x3)
are encoded to a single qubit as

f (x1, x2, x3) =
1

2

(
I + 1√

3
((−1)x1X + (−1)x2Y + (−1)x3Z)

)
(3)

where X,Y , and Z are Pauli matrices, I is the identity matrix,
and x1, x2, x3 ∈ {0, 1}. The encoded states are plotted at the
vertices of a cube in the Bloch sphere, as in Fig. 2(a). One can
assign at most three nodes to each qubit with the constraint
that adjacent nodes must be assigned to different qubits. The
Hamiltonian is constructed as

H = 1

2

∑
ei, j∈E

(I − 3PiPj ) (4)

where Pi corresponds to the Pauli matrix assigned to the ith
node. For a candidate state F (m) that is a product state of f ,
we have [14]

Tr(F (m)H ) = cut(m).

Note that asH is a relaxedHamiltonian, the expectation value
may exceed the maximum cut value. The relation between
the cut value and the (3, 1)-QRACHamiltonian is clarified in
Section II-B3b. We expect that maximizing the expectation
value of the candidate state with respect to the Hamiltonian
results in a closer state to F (m).

2) OPTIMIZATION
In the optimization step, the expectation value of the
QRAC Hamiltonian is maximized by varying the quan-
tum state via variational methods, such as VQE, QAOA,

FIGURE 3. Four-qubit single-layer hardware-efficient ansatz with linear
entanglement.

or other more recent ones [27], [28]. In the present study,
we carry out the VQE with the hardware efficient [29]
to obtain the candidate state. An example of the ansatz
with four qubits is shown in Fig. 3. Although we are
aware that there are various optimizers for parameter-
ized quantum circuits (PQCs), including free-axis selec-
tion [30], and free-quaternion selection [31], [32], we consis-
tently used the Nakanishi–Fujii–Todo (NFT) algorithm (also
termed Rotosolve) [33], [34] for both the Ising and QRAC
Hamiltonians.

3) QUANTUM STATE ROUNDING
The maximum-eigenvalue eigenstates of the Ising Hamilto-
nian directly correspond to the classical solution because the
Ising Hamiltonian is diagonal in the computational basis.
To obtain the classical solution, therefore, one needs only
to apply measurement in the computational basis {|0〉, |1〉}.
In contrast, the eigenstates of the (3, 1)-QRAC Hamiltonian
are not necessarily diagonal in the computational basis; the
obtained eigenstates are in entanglement and superposition in
general. To obtain the classical solution, a procedure called
quantum state rounding is required. QRAO has two methods
of rounding: Pauli rounding and magic state rounding [14].

a) Pauli rounding
In Pauli rounding, the classical bits are decoded by estimat-
ing the expectation values of Pauli matrices as observables.
Given a candidate state ρ, the classical bit is decoded by es-
timating the sign of the trace value Tr(Piρ), where Pi denotes
the Pauli matrix corresponding to the node i. If the trace value
is positive, +1 is assigned, if negative, −1 is assigned, and if
0, a bit of 0 or 1 is assigned uniformly at random. For the case
of example shown in Fig. 1(c), when the corresponding qubit
index and the Pauli string for node 0 are 0 andX , respectively,
Tr[(X ⊗ I)ρ] is used to decode the classical bit of node 0.
Here, the Pauli matrix on the far left corresponds to the qubit
with the smallest index.

VOLUME 5, 2024 3103009
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FIGURE 4. Quantum state rounding results of candidate states obtained via the VQE. The number of nodes on the x-axis corresponds to three plots
positioned to the left, center, and right. The error bars denote the 95% confidence intervals. (a) Results under no noise. (b) Results of fake back-end
FakeMumbaiV2 [25] provided by IBM. (c) Results under depolarizing noise with error probability 1% on the controlled-NOT gates. (d)–(f) Mean of the VQE
energy ratio corresponding to the candidate states of (a)–(c), respectively, where orange refers to the QRAC Hamiltonian and black the Ising
Hamiltonian. The VQE energy ratio for the QRAC Hamiltonian has been rescaled.

b) Magic state rounding
In magic state rounding, each qubit of the candidate state
is measured along the following four bases uniformly at
random:

μ±
1 = 1

2

(
I ± 1√

3
(X + Y + Z)

)

μ±
2 = 1

2

(
I ± 1√

3
(X − Y − Z)

)

μ±
3 = 1

2

(
I ± 1√

3
(−X + Y − Z)

)

μ±
4 = 1

2

(
I ± 1√

3
(−X − Y + Z)

)
.

This procedure is equivalent to mapping each qubit to one
of the eight states shown in Fig. 2(a). A single iteration of
magic state rounding involves measuring each qubit on the
randomly assigned basis {μ+

i , μ−
i }, where i ∈ [4]. This is

repeated for a number of times, and the solution with the
highest approximation ratio becomes the final output. The
lower bound for the expected approximation ratio for magic
state rounding is known to be [14]

E(γ ) = E

[
cut(m)

cut(m∗)

]

= E
[
Tr(M⊗n(ρ)H )

]
Tr(F (m∗)H )

≥ 5

9
(5)

where F (m∗) is a map that achieves Tr(F (m∗)H ) = cut(m∗),
and m∗ is the optimal configuration. Here, M⊗n(ρ) is de-
fined as the n-qubit state resulting from a single shot of magic
state rounding, which is a product state of the eight QRAC
states shown in Fig. 2(a) in the case of (3, 1)-QRAC [14].
A recent study has revealed that the expected value of
the (3,1)-QRAC Hamiltonian has the relation Tr(Hρ) =
9E(Tr(M⊗n(ρ)H )) − 4|E|, whereE(Tr(M⊗n(ρ)H )) repre-
sents the expected cut value via magic state rounding [23].

III. RESULTS AND DISCUSSION
Our main result is shown in Fig. 4. We will, henceforth,
refer to the (3, 1)-QRAC Hamiltonian as the QRAC Hamil-
tonian. The approximation ratio corresponding to the QRAC
Hamiltonian is obtained by Pauli rounding unless specified
otherwise.

A. SIMULATION RESULTS OF QRAO UNDER NOISE
To examine the effect of noise on the approximation ratio of
QRAO, we solved the MaxCut problem for random three-
regular graphs with the QRAC Hamiltonian and the Ising
Hamiltonian using candidate states obtained by using the
following devices:

1) statevector simulator without noise;
2) statevector simulator with fake noise;
3) statevector simulator with depolarizing noise with er-

ror probability 1% on all the controlled-not gates.

3103009 VOLUME 5, 2024
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The VQE was executed with 1024 shots for each Pauli
term to estimate the energy expectation value. Fake noise
refers to a noise model that mimics the behavior of a real
device by combining the single-qubit depolarizing error,
single-qubit thermal relaxation error, two-qubit depolarizing
error, and the single-qubit readout error, whose parameters
are tuned based on real system snapshots [25]. For both the
types of Hamiltonian, the candidate states were prepared via
the VQE with three layers of the hardware efficient ansatz
shown in Fig. 3(b) and two parameter sweeps with the NFT
algorithm. Here, two parameter sweeps refer to the process of
updating each parameter in the parameterized circuit (ansatz)
twice via the NFT optimizer. We employed the linear entan-
glement ansatz, in which case the controlled-not gate depth
is n− 1 for n qubits per layer. Noisy simulations for graphs
with 20 nodes or more via the Ising Hamiltonian could not
be executed in a reasonable amount of time. This constraint
arises from the fact that we performed noisy simulations.
Noisy simulations can be done by either the density ma-
trix simulator or the statevector simulator. The former uses
2n × 2n matrices for n-qubit simulations, and the latter re-
quires extensive sampling to simulate the effect of noise. The
mean approximation ratio γ |V | for 50 |V |-node graphs for the
Ising Hamiltonian and the QRAC Hamiltonian (magic state
rounding) is defined by

γ |V | = 1

25000

50∑
j=1

500∑
k=1

(γ|V | j )k

where |V | j denotes the number of nodes of the jth graph
ranging from j = 1 to 50, and k denotes the kth measurement
result. The mean approximation ratio γ |V | for 50 |V |-node
graphs of the QRAC Hamiltonian via Pauli rounding is
defined by

γ |V | = 1

50

50∑
j=1

γ|V | j .

The mean approximation ratios obtained by the respective
devices are shown in Fig. 4(a)–(c). The error bars of the mean
approximation ratios represent the 95% confidence intervals
defined by(

γ |V | − 1.96
σγ |V |√
25000

, γ |V | + 1.96
σγ |V |√
25000

)

for the Ising Hamiltonian and the QRAC Hamiltonian via
magic state rounding, where

σγ |V | =
√√√√ 1

25000

50∑
j=1

500∑
k=1

(
(γ|V | j )k − γ |V |

)2

and (
γ |V | − 1.96

σγ |V |√
50

, γ |V | + 1.96
σγ |V |√
50

)

for the QRAC Hamiltonian via Pauli rounding, where

σγ |V | =
√√√√ 1

50

50∑
j=1

(
γ|V | j − γ |V |

)2
.

The ratio between the achieved energy of the candidate state
and the maximum eigenvalue of the Hamiltonian is shown in
Fig. 4(d)–(f), along with 95% confidence intervals. The VQE
energy ratio for 50 |V |-node three-regular graphs is defined
by

E(|V |) = 1

50

50∑
j=1

Ẽ j

where

Ẽ j :=
Ej − Ej,max

Ej,max − Ej,min

and the 95% confidence interval is defined by⎛
⎝E(|V |) − 1.96√

50

√√√√ 50∑
j=1

(
Ẽ j − E(|V |))2

E(|V |) + 1.96√
50

√√√√ 50∑
j=1

(
Ẽ j − E(|V |))2

⎞
⎠

where Ej is the VQE energy expectation value for the jth
graph, and Ej,min and Ej,max are the minimum and maximum
eigenvalues of the jth graph, respectively. Note that the VQE
energy Ej for the QRAC Hamiltonian has been rescaled by
(Ej − Ej,min)/(Ej,max − Ej,min). For each number of nodes,
50 random three-regular graphs were solved.
Fig. 4(a) shows the simulation results of the statevector

simulator without noise. It shows that as the problem size
characterized by the number of nodes increases, the mean
approximation ratio of the QRAC Hamiltonian exceeds that
of the Ising Hamiltonian. The mean approximation ratio of
the Ising Hamiltonian shows a significant decline outside
the 95% confidence interval from 8 to 20 nodes, while the
mean approximation ratio of the QRAC Hamiltonian does
not. From Fig. 4(d), we observe that there is no significant
difference in the VQE energy ratio between the candidate
states of the QRAC Hamiltonian and the Ising Hamiltonian
at 20 nodes ormore. However, themean approximation of the
QRAC Hamiltonian at 20 nodes is significantly higher than
that of the Ising Hamiltonian. This indicates that the QRAC
tends to yield a higher approximation ratio with respect to
the VQE energy ratio.
Fig. 4(b) shows the mean approximation ratios obtained

under fake noise. By comparing Fig. 4(a) and 4(b), we find
that the mean approximation ratio of the Ising Hamiltonian
shows a significant decline when subjected to noise, while
the mean approximation ratio of the QRAC Hamiltonian
does not. This implies that the mean approximation ratio of
the QRAC Hamiltonian via Pauli rounding is robust to noise
compared to the Ising Hamiltonian. Furthermore, the mean
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approximation ratios of the QRAC Hamiltonian are higher
than those of the Ising Hamiltonian with 12 and 16 nodes.
Fig. 4(c) shows the mean approximation ratio with the

candidate states obtained under depolarizing noise with error
probability 1% on the controlled-not gate. By comparing
Fig. 4(a) and 4(c), we find that the mean approximation ratio
of the QRAC Hamiltonian is robust to depolarizing noise as
well. The simulation results under depolarizing noise cap-
ture the noise robustness of QRAO. We, therefore, explain
the noise robustness of QRAO under the assumption of
depolarizing noise in Section III-B.

B. QRAO UNDER DEPOLARIZING NOISE
Depolarizing noise is where an n-qubit quantum state ρ is
mapped onto a linear combination of the unaffected state ρ

and the completely mixed state I/2n. The noise model has a
parameter p ∈ [0, 1], which can be interpreted as the prob-
ability that the state ρ remains unaffected by depolarizing
noise. The state after a single application of depolarizing
noise can be denoted as

Dp(ρ) = pρ + (1 − p)
I

2n
. (6)

Depolarizing noise has the effect of “shrinking” the Bloch
sphere, as shown in Fig. 2(b). After N applications of
depolarizing noise, the resulting state becomes [35]

DN
p (ρ) = pNρ + (

1 − pN
) I

2n
(7)

where N refers to the depth of noisy controlled-not gates in
the circuit.
The robustness of the approximation ratio of Pauli round-

ing can be explained by the fact that the sign of the trace
values is unaffected by depolarizing noise

Tr(PjDN
p (ρ)) = Tr

[
Pj

(
pNρ + (1 − pN )

I

2n

)]

= pNTr[Pjρ] + (1 − pN )Tr

[
Pj

I

2n

]

= pNTr[Pjρ] (8)

where Pj is the Pauli matrix corresponding to the jth node,
N is the number of depolarizing noise applications, n is the
number of qubits of ρ, and ρ is the candidate state of the
Hamiltonian. While the sign remains unchanged, the abso-
lute trace values decrease under depolarizing noise, causing
the number of shots required to correctly estimate their sign
to increase. Suppose that |V | Pauli matrices are assigned to
a |V |-node graph. To estimate the sign of the trace value
corresponding to each node with error probability at most δ,
the minimum number of shots S is derived in the Appendix
as

S ≥ ln(1/δ)

2ε2

and the order of shots as

O
(
ln(|V |)

ε2

)
.

Here, ε > 0 is defined by Pr(Xi j = 1) = 1/2 + ε, where Xi j
denotes themeasurement result of 0 or 1 corresponding to the
ith shot with respect to the Pauli matrix Pj assigned to the jth
node. For |V | Pauli matrices, the order of shots becomes

O
( |V | ln(|V |)

ε2

)
. (9)

As seen in (9), the order of shots grows quadratically with the
decrease of ε. Under depolarizing noise, ε has the relation

ε = −pNTr(Pjρ)/2.

The minimum number of shots required under depolarizing
noise can, thus, be written as

S ≥ 2 ln(1/δ)

p2 NTr(Pjρ)2
.

The inequality demonstrates the relationship between the
number of qubits used and the minimum number of shots
necessary to estimate Tr(Pjρ) under depolarizing noise.
Since the inequality can be applied to both the QRAC and
Ising Hamiltonians, it also indicates that the QRAC Hamil-
tonian requires fewer shots than the Ising Hamiltonian under
depolarizing noise. The number of shots required to correctly
estimate all the trace values correctly grows exponentially
with the number of depolarizing noise applicationsN and the
number of nodes |V |, assuming that the QRAC Hamiltonian
achieves the maximum compression rate where a |V |-node
graph is encoded on one-third qubits, and that the candidate
state is obtained via an ansatz with l linear entanglement
layers whose controlled-not gates are under depolarizing
noise. This results in N = NCNOT = l|V | depolarizing noise
applications, whereNCNOT denotes the number of controlled-
not gates in the l-layered ansatz. The ratio of the minimum
number of shots required for the QRAC Hamiltonian to the

Ising Hamiltonian is then given by p
4
3 l|V |, which indicates

that estimating the correct configuration of all the nodes with
the same level of accuracy requires more shots with the Ising
Hamiltonian than with the QRAC Hamiltonian.
The effect of depolarizing noise on the expected approx-

imation ratio of magic state rounding is as follows. Let
ρ1 and ρ3 be density matrices corresponding to the Ising
Hamiltonian H1 and the QRAC Hamiltonian H3 that satisfy
Tr(H1ρ1) = cut(m∗) and Tr(H3ρ3) ≥ cut(m∗), respectively.
Without noise, the expected approximation ratio for ρ1 is
given by

E(γ1) = Tr(Hρ1)

cut(m∗)
= 1 (10)

whereas the expected approximation ratio for ρ3 via magic
state rounding is given by

E(γ3) = E
[
Tr
{M⊗n3 (ρ3)H

}]
cut(m∗) ≥ 5

9
(11)
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where n3 represents the number of qubits of ρ3. Now, let
us consider parameterized circuits that output ρ1 and ρ3.
We approximate the maximum-eigenvalue eigenstates by the
VQE under depolarizing noise by assuming that the param-
eterized circuits contain N operations under the influence
of depolarizing noise. The circuits that, otherwise, output
ρ1 and ρ3 now output DN1

p (ρ1) and DN3
p (ρ3). The expected

approximation ratio of magic state rounding corresponding
to the resulting noisy states can be derived as

E(γ ′
1) = pN1 + (1 − pN1 )

|E|
2cut(m∗)

(12)

for the Ising Hamiltonian and

E(γ ′
3) =

E

[
Tr
{
M⊗n3 (DN3

p (ρ3))H
}]

cut(m∗)

≥ 5

9
pN3 + (1 − pN3 )

|E|
2cut(m∗)

(13)

for the QRAC Hamiltonian. Assuming that p ∈ (0, 1), N1 >

N3, and thus pN1 > pN3 , the inequality E(γ ′
3) ≥ E(γ ′

1) holds
only when cut(m∗)/|E| ≥ 9/10. This may seem restrictive,
but this constraint is to ensure that at one point the lower
bound of the expected approximation ratio of the QRAC
Hamiltonian exceeds the expected approximation ratio of the
Ising Hamiltonian. Because the lower bound is considered
for the QRAC Hamiltonian, it is possible for the expected
approximation ratio for the QRAC Hamiltonian to exceed
that of the Ising Hamiltonian with graphs that do not fulfill
cut(m∗)/|E| ≥ 9/10.
Considering graphs that satisfy |E| = cut(m∗), we can an-

alyze the expected approximation ratios of the Ising Hamil-
tonian and the QRAC Hamiltonian with respect to the num-
ber of noisy operations the candidate states have undergone.
We consider the ideal case where the QRAC Hamiltonian
requires one-third the number of qubits compared to the Ising
Hamiltonian, and thus, the QRAC candidate state ρ3 goes
through the depolarizing channel one-third the number of
times the Ising Hamiltonian candidate state ρ1 does. Fig. 5
shows that there exists an N1, where the lower bound of
the expected approximation ratio of the QRAC Hamiltonian
exceeds that of the Ising Hamiltonian under depolarizing
noise with error probability 1%. The intersection pointN1 de-
creases as the success probability of each depolarizing noise
application declines. Fig. 5 assumes the maximum eigenstate
for the Ising Hamiltonian and a state with a higher energy
than the maximum cut value for the QRAC Hamiltonian.
The difficulty of obtaining the respective states is not taken
into consideration, and therefore, Fig. 5 does not necessarily
suggest that the Ising Hamiltonian could be more favorable
given certain problem instances.
The robustness of the approximation ratio of the QRAC

Hamiltonian compared to the Ising Hamiltonian can be ex-
plained by the fact that the QRAC Hamiltonian requires
fewer qubits to encode the same problem than the Ising

FIGURE 5. Expected approximation ratios of the QRAC Hamiltonian via
magic state rounding and the Ising Hamiltonian under depolarizing noise
with success probability p = 0.99 and the minimum number of
depolarizing noise applications required to achieve
5
9 pN3 + (1 − pN3 )/2 ≥ E(γ ′

1). It is assumed that N1 = 3N3 and
|E|/cut(m∗ ) = 1 ≥ 9/10.

Hamiltonian. With fewer qubits, the amount of noisy oper-
ations in the PQC is reduced, leading to a candidate state
that is less affected by noise. In addition, for Pauli rounding,
the robustness is due to the sign of the trace value remaining
unaffected under isotropic noise such as depolarizing noise.

IV. CONCLUSION
In this article, we have shown that the mean approximation
of QRAO with the QRAC Hamiltonian is more robust to
noise compared to the Ising Hamiltonian. We have observed
that under fake noise, the mean approximation of the Ising
Hamiltonian drops out of the 95% confidence interval, while
the mean approximation ratio of the QRAC Hamiltonian
does not. In addition, the mean approximation ratio of the
QRAC Hamiltonian has been shown to exceed the mean
approximation ratio of the Ising Hamiltonian as the problem
size increases, even in the absence of noise. We have shown
that the mean approximation ratio of the QRACHamiltonian
is higher in relation to its VQE energy ratio compared to
the Ising Hamiltonian. Under the assumption of depolariz-
ing noise, we have explained the robustness of the mean
approximation ratio of QRAO by the fact that the sign of the
trace values remain unaffected, and have explained the effect
of depolarizing noise on the mean approximation ratio of
QRAO via magic state rounding by the fact that the candidate
state of the QRAC Hamiltonian undergoes less noisy opera-
tions in VQE compared to the Ising Hamiltonian due to using
fewer qubits. Finally, we have shown that the number of shots
required to estimate the correct binary solution with the same
level of accuracy is less for the QRAC Hamiltonian, and that
the difference increases along with the problem size and the
level of noise. These facts indicate that the use of QRAO
becomes an evermore realistic option as the problem size
increases under noise, because the mean approximation ratio
of the QRAC Hamiltonian is expected to exceed the mean

VOLUME 5, 2024 3103009



Engineeringuantum
Transactions onIEEE

Tamura et al.: NOISE ROBUSTNESS OF QUANTUM RELAXATION FOR COMBINATORIAL OPTIMIZATION

TABLE 1. ith Measurement Result Corresponding to the Pauli Matrix Pj ,
Where j Is the Node Number

approximation ratio of the Ising Hamiltonian and requires
fewer qubits and shots.

APPENDIX
HOEFFDING–CHERNOFF BOUND FOR PAULI ROUNDING
Given a PQC with optimized parameters, apply the appro-
priate gate operation to all qubits and perform measurement
in the computational basis to estimate the trace values corre-
sponding to the Pauli matrix X , Y , or Z. The appropriate gate
operation is the Hadamard gate for the Pauli matrix X , the
Hadamard gate, and then the phase gate for the Pauli matrix
Y , and for the Pauli matrix Z, no gate operation is necessary.

Let us consider a graph with |V | nodes, where the Pauli
matrix corresponding to the jth node is denoted Pj. The
measurement results across S shots for the Pauli matrices
P1–Pm are shown in Table 1.

After S shots, we have S measurement results for each
node j as X1 j,X2 j, . . . ,XS j. The trace value is estimated as

Tr(Pjρ) = 2

(
1 −

∑S
i=1 Xi j
S

)
− 1

= 1 − 2

∑S
i=1 Xi j
S

= 1 − 2
h j1
S

.

Assume that Pr[Xi, j = 1] = 1
2 + ε, where Pr[Xi, j = 1] is the

expectation value of the measurement outcome of Xi, j, and
ε > 0. Note that under this assumption, the trace value is al-
ways negative. We estimate the sign of the trace value incor-
rectly when h j1 = ∑S

i=1 Xi j ≤ S/2, which leads to a positive
sign.
Chernoff–Hoeffding Bound: Let X1 j,X2 j, . . . ,XS j be in-

dependent random variables in {0, 1}with Pr[Xi, j = 1] = p j.

Let h j1 = ∑S
i=1 Xi j, μ j = E[h j1] = Sp j. Then, for any λ > 0,

we have

Pr
[
h j1 ≤ μ j − λ

]
≤ exp

(
−2λ2

S

)
.

By substituting μ with S(1/2 + ε) and λ with εS, we obtain

Pr
[
h j1 ≤ μ j − λ

]
= Pr

[
h j1 ≤ S

(
1

2
+ ε

)
− εS

]

= Pr

[
h j1 ≤ S

2

]
≤ exp(−2Sε2).

Now, we would like to bound the probability of estimating
the sign of the trace value incorrectly with δ as

Pr

[
h j1 ≤ S

2

]
≤ exp

(
−2Sε2

)
≤ δ.

From the aforementioned inequality, it follows that

S ≥ ln(1/δ)

2ε2
.

The probability of correctly estimating the sign of the
trace values corresponding to all Pauli matrices is given by
(1 − δ)|V |, which should be close to 1. From Bernoulli’s in-
equality, we have

α ≤ (1 − δ)|V | ≤ exp(−δ|V |)
from which δ ≤ − ln(α)/|V | can be derived. Now, we have

S = O
(
ln(|V |)

ε2

)
.

For m Pauli matrices, the number of shots becomes

O
( |V | ln(|V |)

ε2

)
.

In the case where the candidate state ρ is affected by
depolarizing noise, the trace value becomes Tr(PjDN

p (ρ)) =
pNTr(Pjρ). With this in mind, the value of ε can be derived
as ε = −pNTr(Pjρ)/2. Note that the trace value is assumed
to be negative.
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