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ABSTRACT Quantum processors based on color centers in diamond are promising candidates for future
large-scale quantum computers thanks to their flexible optical interface, (relatively) high operating temper-
ature, and high-fidelity operation. Similar to other quantum computing platforms, the electrical interface
required to control and read out such qubits may limit both the performance of the whole system and its
scalability. To address this challenge, this work analyzes the requirements of the electrical interface and
investigates how to efficiently implement the electronic controller in a scalable architecture comprising
a large number of identical unit cells. Among the different discussed functionalities, a specific focus is
devoted to the generation of the static and dynamic magnetic fields driving the electron and nuclear spins,
because of their major impact on fidelity and scalability. Following the derived requirements, different system
architectures, such as a qubit frequency-multiplexing scheme, are considered to identify the most power
efficient approach, especially in the presence of inhomogeneity of the qubit Larmor frequency across the
processor. As a result, a non-frequency-multiplexed 1-mm2 unit-cell architecture is proposed as the optimal
solution, able to address up to one electron-spin qubit and nine nuclear-spin qubits within a 3-mW average
power consumption, thus establishing the baseline for the scalable electrical interface for future large-scale
color-center quantum computers.

INDEX TERMS Cointegration, color centers, cryo-CMOS, frequency-division multiple access (FDMA),
magnetic field generation, nitrogen-vacancy (NV) center, optimization, power dissipation estimation, quan-
tum computing, quantum processor, qubit control system, scalable architecture, tin-vacancy (SnV) center,
specifications, system engineering, unit-cell architecture.

I. INTRODUCTION
Quantum computers promise significant speedup in solving
specific categories of computational problems, such as
quantum simulation [1], allowing for faster drug discovery
and optimization of chemical processes [2], [3]. Quantum
algorithms can then be executed by operating on the quantum
state of quantum bits (qubits), typically by applying and
detecting electrical or optical signals to and from the
qubits to manipulate and read out their state. These signals
are typically generated at room temperature (RT) using
off-the-shelf equipment and routed to the qubits usually
located at cryogenic temperatures, an approach that suffices
for small numbers of qubits. However, fault-tolerant quantum
computing will need 103–106 qubits [4], requiring a more

scalable approach to both signal generation and interconnects
to improve reliability and cost [5]. By using tailored RT
qubit controllers, control over more than 50 qubits has
been demonstrated [6], [7], [8], [9]. Nevertheless, for large
quantum processors, the required amount of wiring can still
lead to an interconnect bottleneck that cannot be solved by
any RT controller. Fortunately, cryogenic electronic con-
trollers, and particularly cryo-CMOS controllers [10], [11],
[12], [13], [14], can alleviate the interconnect bottleneck
as fewer wires need to enter the cryostat at the expense of
additional power dissipated at the cryogenic stage. Hence,
the signal requirements for high-fidelity operation must
be well understood such that hardware can be tailored and
optimized for performance and low-power operation [15]. To
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optimize cryo-CMOS controllers even further, codesigning
the electronics and the quantum processor to define how
the qubits are arranged and connected to the controllers can
help, for instance, by sharing control signals and circuits
for further power reduction. Consequently, when addressing
any qubit platform, investigating the signal requirements
and optimizing the controllers for scalability, e.g., for power
dissipation and area footprint, are crucial steps to enable
larger quantum computers.
Qubits can be implemented in various platforms, each

coming with their own advantages and disadvantages. For
instance, qubits based on ion traps have a good qubit-to-qubit
connectivity and high operating temperatures but require
large voltages, while semiconductor spin qubits offers
potential cointegration with the control electronics, but
the electrical connectivity and the process uniformity
of tight-pitch qubit arrays are open challenges [16].
Among the various quantum computing platforms, the
largest state-of-the-art quantum processors are based on
superconducting qubits [6], [17], which must operate at
millikelvin temperatures. As current cryogenic refrigerators
can offer a very limited cooling power (�1 mW) at those
temperatures, the electronics must be placed at a higher
temperature stage, thus posing a stringent interconnect
bottleneck between the qubits and the higher temperature
electronics. Furthermore, these qubits can be entangled
only through superconducting couplers, limiting their
interconnect capability and posing scalability challenges
when connecting multiple quantum processors [18].

Compared to superconducting qubits, qubits implemented
as color centers in diamond relax the constraints on both
the operating temperature and the interconnection between
the qubits, while also offering high-fidelity control and read-
out [19], [20], making them a promising candidate for future
quantum processors. Their operating temperatures can be
higher than 1 K, where typical cryogenic refrigerators can
offer significantly more cooling power than at millikelvin
temperatures, increasing the available power budget for cryo-
genic electronics and, hence, facilitating qubit/electronics
cointegration. In addition, since qubit initialization, readout,
and entanglement of color centers happen optically, qubit
interactions can extend even beyond a kilometer with optical
fibers [21], [22], [23]. Nevertheless, building a large-scale
and compact quantum computer that combines several color
centers with the required photonic and electronic infrastruc-
ture demands complex 3-D integration schemes and tech-
niques that are still being developed [24]. Furthermore, the
space required by the photonic components will increase the
distance between the qubits and the field-generating coils
that drive qubit operations, requiring large amplitudes of the
electrical driving signals. Although several cryo-CMOS con-
trollers have been demonstrated, they have been optimized
for semiconductor spin qubits, superconducting qubits, and
ion traps [16]; the design space for diamond-based qubit
controllers has been left largely unexplored.

To bridge this gap, this work first analyzes the require-
ments of the electrical interface for a vacancy-center-based
quantum computer and derives the specifications for individ-
ual blocks of the electronic controller.With the goal of pursu-
ing a scalable and power-efficient cryo-CMOS controller for
vacancy-center-based quantum processors, this article then
goes on to investigate the design tradeoffs in the system ar-
chitecture and implementation, resulting in a comprehensive
analysis and leading to an optimized electrical interface.
The rest of this article is organized as follows. Section II

summarizes the qubit operations and the related control sig-
nals and briefly describes the high-level architecture of a
large-scale diamond-based quantum computer. Section III
derives specifications for high-fidelity operations. Section IV
presents a system-level controller architecture that can meet
these specifications. Section V proposes a system implemen-
tation and estimates its power dissipation. Finally, Section VI
concludes this article.

II. COLOR-CENTER-BASED QUANTUM PROCESSOR
A. QUBITS IN COLOR CENTERS
Color centers in diamond are formed when a donor atom,
e.g., a group-V element like nitrogen or a group-IV element
like tin, is implanted or deposited in the diamond and causes
a defect [25], [26]. The addition of these atoms can cause
vacancies in the diamond lattice, leading to nitrogen-vacancy
color centers (NV centers) [27], [28] or tin-vacancy color
centers (SnV centers) [29], [30]. Throughout this work, SnV
centers are used as an example of a group-IV color center,
which all have a similar energy-level structure and behave
similarly [31], [32]. Possible atomic structures resulting from
the vacancies are shown in Fig. 1. The molecular orbital of
the color center is then created by the orbitals of the sur-
rounding carbon atoms and the donor atom, giving rise to the
different energy levels and properties of the color center. Ad-
ditional electrons can be introduced to the molecular orbital
by initializing the color center in a charge state, which is typ-
ically done by illuminating the color center with a laser [33],
[34]. In the literature, color centers are often initialized in
their negative charge state, i.e., NV− and SnV−, where the
color center has absorbed an electron from the environment.
For NV−, the electrons present will form a spin-1 system
(S = 1) [35], whereas the electrons in SnV− will create a
spin 1/2 system (S = 1/2) [36]. In the presence of a magnetic
field, the Zeeman effect occurs, causing the energy levels of
the spin to be split [37]. A subset of the available energy
levels can then be used to form a qubit for the quantum
processor, as shown in Fig. 1, where the qubit states are split
by the Larmor frequency ( f0).

In addition to the color center, other atoms with mag-
netic spin are present in the diamond, e.g., 14N (S = 1) or
13C (S = 1/2),1 which form a “spin bath” [38], [42]. Since

113C and 14N appears with typical concentrations of≈1.1% and≈0.01%
in diamond [40], [41].
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FIGURE 1. Atomic structure and level structure for the electron and
nuclear spins as a function of magnetic field for (a) a nitrogen-vacancy
center [38] and (b) a tin-vacancy center [39]. The Larmor frequency of the
carbon-13 spins depends on the state of the electron spin and their
interaction, with the blue and pink levels related to the electron-spin
state in blue and pink, respectively. Parameters A‖ and A⊥ indicate the
coupling of the nuclear spin to the electron spin, γe and γc indicate the
gyromagnetic ratio of the electron and carbon spin, and Bz indicates
the magnetic field along the color-center axis; these are further
discussed in Section III.

all these spins have interactions and, therefore, affect each
other’s Larmor frequency, they will fluctuate over time and
cause dephasing, if left uncontrolled. The variation of the
Larmor frequency due to the environment is captured by
the T ∗

2 of the color center, which can be measured with a
Ramsey experiment [43]. Periodic qubit rotations, such as
Carr–Purcell–Meiboom–Gill sequences, can help decouple
the qubit from its environment and reduce the influence of
T ∗
2 [42], [44]. While the nearby spins can be a source of
decoherence, they can also be used to create additional qubits
around the color center since their locations are all static in
the diamond lattice [45]. For instance, a qubit can be defined
by the nuclear spin of the 13C atoms that are naturally present
in diamond. In that case, the Larmor frequency between the
|0〉 and |1〉 states of the nuclear spin is defined by both the
Zeeman energy and interaction with the electron spin, as
shown in Fig. 1.

While NV center qubits can operate at RT, they are often
cooled to low temperatures to reveal the fine-level structure
of their excited state (ES), which is required to optically
entangle distant NV centers [35]. In turn, SnV centers need
to operate at cryogenic temperatures to ensure that the elec-
tronic spin state is maintained. This originates from the level
structure of SnV centers, which has two spin levels (Ms =
± 1

2 ) and two orbital levels (e±), as illustrated in Fig. 1 [19].
When the operating temperature is too high, phonons in the
diamond will cause transitions between the orbital states.
As a result, electron spin states are mixed and the electron
spin coherence can be lost [46]. While other group-IV color

centers, such as SiV and GeV, require temperatures
<100 mK, it is expected that the SnV will have long spin
coherence time at temperatures as high as 1 K thanks to the
larger splitting of the orbital levels [19].

B. SINGLE-QUBIT AND CONDITIONAL
SINGLE-QUBIT ROTATIONS
Both unconditional single-qubit rotations and conditional,
spin-selective, single-qubit rotations on the different spins
in the system can be performed by applying an ac magnetic
field at the Larmor frequency, as shown in Fig. 2(d) [47].
The resulting speed of the operation is proportional to the
magnitude of the ac magnetic field, and thus, fast oper-
ations with high Rabi frequencies require large magnetic
field amplitudes. Typically, Rabi frequencies in the order
of 10 MHz are desired, as this results in shorter opera-
tions and, hence, better fidelity for a given qubit coherence
time [15], [38, supplemtary material]. Another argument for
large Rabi frequencies is the need to perform single-qubit
operations on the electron independent on the state of the
spin bath. For instance, the 14N and 13C spins have hy-
perfine interactions with the electron spin in NV centers,
changing the Larmor frequency by ≈ ±2.5 MHz depending
on the spin states, as shown in Fig. 2(b), such that mul-
tiple resonances appear in the spectrum. Thus, the pulse
must drive the different Larmor frequencies equally, requir-
ing a fast pulse, which can then be spectrally flat (e.g.,
Hermite envelope) with a bandwidth larger than ∼10 MHz
(see Fig. 2(d), Electron, 1 Qubit) [48]. Alternatively, spin-
selective (i.e., conditional) qubit rotations can be performed
by driving individual Larmor frequencies at low Rabi fre-
quencies and long gate durations, as shown in Fig. 2(d)
(Electron, Nuclear control qubit). Here, pulse shaping can
be applied to reduce spectral leakage that drives other spin
states. Most experiments demonstrating coherent control
with ac magnetic fields have been performed on NV centers
and can achieve high fidelity [20]. Similar qubit operations
can be performed on the electron spin of Group-IV color
centers by using ac magnetic fields; however, the effective
Rabi frequency is expected to be reduced compared to NV
centers due to the strain required to mix the orbital states
(e+, e−, Fig. 1) [49].
Single-qubit operations on the nuclear-spin qubits can be

performed by either applying an ac magnetic field resonant
to the Larmor frequency (see Fig. 2(d), direct driving) [47],
which can be used to perform operations independent of the
state of the electron spin, or resonantly coupling the electron
spin to the carbon spin (see Fig. 2(d), periodic coupling) [52],
which disadvantageously requires the electron spin to be in
a certain state depending on the operation that needs to be
executed. Depending on the state of the electron spin and
the pulse sequence, either conditional gates or unconditional
gates can be performed on the nuclear spin (see Fig. 2(d),
Nuclear—Electron Control qubit). Entanglement between
multiple nuclear spins can then be obtained by using the
electron spin as mediator and more complicated sequences
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FIGURE 2. (a) Typical free-space setup for nitrogen-vacancy centers in diamond. The diamond is mounted on a cold finger inside a cryostat, while the
permanent magnet induces the Zeeman splitting. The microwave (MW) line introduces an ac magnetic field, and the dc bias electrodes tune the electric
field to change the wavelength of the emitted photons. A solid immersion lens fabricated around the color center improves the light collection. Optical
signal sources and filters are omitted for clarity. (b) NV center hyperfine interactions split the electron spin state energy levels. By driving all energy
levels equally, unconditional rotations are performed. Driving a specific energy level results in conditional qubit gates. (c) Initialization and readout of
the electron spin state occurs through optical transitions between the GS and ES. [50]. (d) Overview of the qubit gates that can be performed for the
electron (E) and nuclear (N) spin qubits in NV centers. Nuclear spin operations can be performed by either “periodically coupling” the electron spin to
the nuclear spin or by “directly driving” the Larmor frequency of the nuclear spin. Colors represent different frequencies for electron spin (blue) and
nuclear spins (orange, pink). τ1 and τ2 resonantly couple with different nuclear spins, while τ decouples the electron from the environment. Two-qubit
operations are conditional rotations where the control qubit is listed in the respective header of the table column, except for the E to E operation where
the two qubits are projected in an entangled state through measuring the photons. Nuclear spins can be measured and initialized with
measurement-based initialization or SWAP sequences [50], [51]. Architecture compatibility refers to the use of a shared driver and coil or separate driver
and coil, which is discussed in Section IV.

(depicted in Fig. 2(d), Nuclear—Nuclear Control qubit) [38],
[52]. The nuclear spin has a lower gyromagnetic ratio, which
affects three properties of the nuclear-spin qubits: first, the
Larmor frequency required for operations on nuclear spins
is much lower than the frequency required for electron spin
operations, i.e., megahertz instead of gigahertz; second, the
Rabi frequency is much lower for the same ac magnetic field
amplitude; finally, the nuclear spins are much less sensitive
to the magnetic environment compared to the electron, al-
lowing the nuclear-spin qubit to serve as a memory qubit
with a much longer coherence [19]. In practice, however,
the lower Rabi frequency of nuclear spins requires the op-
erations to be so long that the electron spin can decohere
during the operation. To prevent decoherence, more elaborate
control sequences, such as dynamically decoupled RF gates
[see Fig. 2(d)] can be employed, where the electron spin
is periodically decoupled from the environment to preserve
its spin state, while also manipulating the nuclear spin state
(in)dependently of the electron spin state by varying the
phase of the generated pulses.

C. QUBIT INITIALIZATION, READOUT, AND
REMOTE ENTANGLEMENT
Color centers typically have multiple optical transitions be-
tween their ground state (GS) and ES, which are split by
specific energies. By exciting the color center with a photon
that has the energy of a specific transition, the transition can
be resonantly excited, causing the electron spin to move to

the ES and emitting a photon when it moves back to the
GS, represented by the solid lines in Fig. 2(c) [20], [21],
[35]. Hence, by exciting specific transitions, the state of the
electron spin can be probed due to the presence or absence of
a photon. When calibrated, the color center can decay back
toward the same spin state with high probability (i.e., having
good cyclicity) [53]. However, there is also a probability
that the electron decays back into a different spin state, as
represented by the dashed lines of Fig. 2(c). The probability
of returning to the same spin state in the GS depends on
the overlap of the eigenstates between the GS and the ES,
which are influenced by magnetic fields and strain. Because
of the optical losses, multiple excitations of the color center
are typically required to ensure an outgoing photon being
measured. Good cyclicity of the transition from the ES to the
GS is then desired, as a decay into the other spin state reduces
readout fidelity [53]. For the initialization of the electron-
spin qubit, either the spin state can be directly measured,
which is susceptible to photon losses similar to the readout,
or a different optical transition with low cyclicity can be used
such that the electron spin state gets trapped in the other
spin state [dashed lines, Fig. 2(c)], enabling higher fidelity
initialization at the expense of using another transition and,
hence, an additional laser wavelength [50]. Initialization and
readout of the individual nuclear spin states are achieved by
entangling the nuclear spin with the electron spin, whereas
pulse polarization sequences have shown polarization and,
hence, initialization of the nuclear spin bath through the
electron spin [54].
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FIGURE 3. Illustration of a quantum processor based on color centers in diamond, showing the 3-D integrated cryo-CMOS chip, the qubits, and the
photonics on the left and the components present on the photonics chip on the right.

Remote entanglement between the electron spin of dif-
ferent color centers can be created by using their emitted
photons, which are entangled with the spin state. To create
the entangled state, two photons from different color cen-
ters need to have identical wavelengths, and the photons
need to pass through a 50/50 beam splitter to make it im-
possible to identify the specific qubit generating each pho-
ton, after which the outputs are measured, as shown in Fig
2(d) (electron–electron control qubit) [55]. Depending on
the photon measurement outcomes, the two color centers are
projected in an entangled state [51]. Due to the probabilistic
nature of the measurement, not all attempts result in effective
entanglement. Furthermore, generating identical photons is
probabilistic, as photons coming from the color center are
either emitted in the zero-phonon line (ZPL) or the phonon
sideband. For creating entanglement, only photons coming
from the ZPL can be used as they have a narrow emission
spectrum. However, color centers are sensitive to strain and
magnetic fields, which affect the wavelength of ZPL photons
and requires the wavelengths to be tuned. In addition, the
ESs of NV centers are also sensitive to electric fields, which
allows tuning the ZPL by applying dc electric fields, as il-
lustrated in Fig. 2(a) [56]. One of the main reasons to move
toward group-IV centers, such as the SnV, is their ability
to emit more photons in the ZPL compared to NV centers,
meaning that entanglement between distant color centers can
be generated at higher rates [19].

D. VACANCY-CENTER-BASED QUANTUM PROCESSOR
Fig. 2(a) depicts the typical free-space setup used for NV
center experiments and summarizes the functionality re-
quired by the control interface. The color center is cooled to a
temperature below a few Kelvin and a dc magnetic field cre-
ates the Zeeman splitting that defines the Larmor frequency
of the qubits. For the electronic control, magnetic fields with
different frequencies are required to perform operations on
the electron and nuclear spin. These fields are generated by
large currents running in metallic striplines to obtain high
Rabi frequencies. For the optical control, at least two lasers
with different wavelengths are needed to initialize the color

center in the correct charge state and to initialize and read
out the color-center electron spin state. For the readout and
entanglement, single photons need to be detected by single-
photon detectors.
Although a complex setup may be required, all those func-

tionalities can be routinely implemented in an experimental
laboratory environment. However, these setups only host a
few qubits, which is limited by the interconnect bottleneck
and the complexity of the optical and electronic controllers,
as mentioned in Section I. To move toward the goal of large-
scale quantum computers, an integrated approach to address
the scalability limitations has been proposed. Here, multiple
color centers can be combined on a single photonic chip
that is 3-D integrated with a CMOS integrated circuit (IC),
comprising of circuits for qubit biasing, qubit control, and
for controlling the photonic components [24]. The quantum
processor will consist of identical unit cells, each hosting
a color center together with the required optical/electrical
signals for qubit control. While each color center has many
spins in its environment that can be used to create qubits, in
the proposed unit cell, each color center will host ten qubits,
i.e., one electron-spin qubit and nine nuclear-spin qubits,
such that there is sufficient addressability of the adopted
qubits that are present. Ideally, the computing power of such
tiled quantum processor could be increased by simply adding
more unit cells, with the number of unit cells only limited by
the allowed size and the cooling power available from the
cryostat. Hence, minimizing the area and the power dissipa-
tion of the unit cell has a direct impact on the scalability of
this approach. Fig. 3 illustrates such vision with the unit cell
on the photonic chip hosting the coils for generating the driv-
ingmagnetic fields, the photon detectors, the waveguides, the
beams splitters, and the optical network, with most compo-
nents wired to the driving CMOS circuits via 3-D intercon-
nects. The coils drawn in the figure enable inducing mag-
netic fields in different orientations and have nonnegligible
distance to the qubit due to the presence of photonic compo-
nents that interface with the color center, thus requiring large
currents for a certain magnetic field. In the drawn scenario,
each unit cell has three individual magnetic-field-inducing
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coils that are connected to a dedicated CMOS controller
and driver, which is further elaborated upon in Section IV.
Furthermore, the whole quantum processor is biased with a
permanent magnet to set the Larmor frequency of the unit
cells. If the unit cells become too large, the position of the
color centers will span a wide area, hence being more subject
to any inhomogeneity in the bias magnetic field. As a result,
there is more variation in the Larmor frequencies of the dif-
ferent qubits, which changes the frequency of the ac signals
required to drive the qubit operations between unit cells.
Thus, the unit-cell size must be kept just large enough to fit
all the electronics and optical components, i.e., indicatively
in the order of 1 mm × 1 mm, but not larger than that.
In the following, we derive the specifications of the con-

troller by focusing on the unit-cell architecture shown in
Fig. 3. Note, however, that the specification study reported
later can be generally applied to any color-center qubit and
to other present and future quantum processor architectures.

III. SPECIFICATIONS OF THE ELECTRONIC INTERFACE
Previous work on deriving the specifications for the con-
troller of spin qubits in semiconductors is used as a start-
ing point for deriving the specifications of the ac magnetic
field [15], [57], since the expressions for the fidelity remain
the same under the assumption that the color center is a two-
level system. This assumption holds if the nuclear spins are
properly initialized or if the MW pulses address the different
nuclear-spin states equally. While all the general analysis is
presented, we also report a specific numerical example to
convey to the reader an order of magnitude of the require-
ments. Here, a fidelity of 99.99% for both operations through
the ac field and idling is targeted, with the error budget di-
vided (arbitrarily) equally among eight components for the
operations and among four components for the idling, which
result in the requirements of Table 1.

A. DC MAGNETIC FIELD
For the dc magnetic environment, one can distinguish be-
tween the magnetic field parallel (B‖) and orthogonal (B⊥)
to the axis along which the vacancy and the substitutional
atom are located (see Fig. 1). Typically, biasing fields are
aligned to the NV center or SnV center axis as other terms in
the Hamiltonian, such as the zero-field splitting, can also be
along this axis [35].

1) PARALLEL MAGNETIC FIELD REQUIREMENTS B‖
The parallel dc magnetic field B‖ determines the Larmor fre-
quency for the various qubits around the color center. While
the electron-level structures of the electron spin in NV and
SnV centers can be complex [35], [49], the Larmor frequency
of the NV centers (SnV centers) due to a magnetic field along
B‖ can be estimated as

f0,e,NV = |D− γeB‖| ( f0,e,SnV = |γeB‖|) (1)

where D = 2.88 GHz is the NV’s zero-field splitting defined
along the nitrogen-vacancy axis and γe = 2.8 MHz · G−1

TABLE 1. Specifications to Achieve 99.99% Fidelity on an NV Center for
2000-G Field (Target Rabi Frequency is 5 MHz for Electron Operations
and 5 kHz for Nuclear Operations)

is the electron gyromagnetic ratio (see Fig. 1). For nuclear-
spin qubits, the Larmor frequency largely depends on the
magnetic field and on the state of the electron spin (ms),
as shown in Fig. 1. In the case of NV centers, the Larmor
frequency for the carbon-13 spins is given by f0,c = |γcBz|
for ms = 0 and f0,c =

√
(γcBz − A‖)2 + A2⊥ for ms = −1,

with γc = 1.0 kHz · G−1 the carbon gyromagnetic ratio,
and A‖ and A⊥ the parallel and perpendicular hyperfine in-
teractions of the nuclear spin with the electron spin [38].
For SnV centers, the carbon-13 spin Hamiltonian suggests

that f0,c =
√
(γcBz ± (A‖/2))2 + (A⊥/2)2, where the sign

depends on the electron being inms = + 1
2 orms = − 1

2 [58].
The exact values of A‖ and A⊥ depend on the location of
the carbon nuclear spin with respect to the color center, and
values between 10 and 100 kHz are reported in the literature
[38, supplemtary material].
For all target qubits, the Larmor frequency should be sig-

nificantly higher than the Rabi frequency to allow for high-
fidelity operations [15]. Furthermore, using strong magnetic
fields (≥1800 G) is preferred to reduce the decoherence of
carbon spins during remote entanglement generation [22],
[59]. However, larger magnetic fields will also require higher
frequencies of the ac magnetic field, which also need to
be generated by the controller. Hence, dc magnetic fields
between 2000 and 10 000 G are expected to enable both
high fidelity and practical frequencies for the controller. Even
though the Larmor frequency of the color center can be set
and calibrated, some residual inaccuracy in the Larmor fre-
quency can appear due to a finite frequency resolution in
the ac driver or a finite resolution in the magnetic field con-
trol. As a result, a slowly accumulating error in the tracked
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frequency causes infidelity when idling

1 − F = 1 − cos2
(

�ωTop
2

)
(2)

where F is the fidelity, �ω is the inaccuracy of the tracked
frequency in rad/s, and Top is the operation time during which
the qubit idles [15]. This frequency error can be reduced
by tuning the dc magnetic field or by changing the tracking
frequency of the qubit to limit �ω. In Table 1, the correction
by tuning the dc magnetic field is assumed, resulting in a
requiredmagnetic field resolution of 5.7mG for a 2.5 × 10−5

infidelity, corresponding to a frequency error of 15.9 kHz for
the electron-spin qubit when idling.
In addition to the static inaccuracy, slow fluctuations in

the spin bath and magnetic noise around the color center will
introduce fluctuations in the magnetic field. Consequently,
the Larmor frequency will vary and lead to a limited fidelity,
as it causes an error in phase tracking. Approximating the
slow magnetic field noise with a static error, the infidelity
is [15]

1 − F = 1

4
(ω∗

2 )
2T 2

op (3)

where ω∗
2 =

√
2

T ∗
2
.

For faster noise fluctuations, one needs to consider the
power spectral density (PSD) of the magnetic field noise.
The fluctuating spins from the spin bath can be modeled in
more detail by assuming them to be an Ornstein–Uhlenbeck
process [42]. The value of T ∗

2 together with information on
the noise autocorrelation time τc can be used to describe the
PSD of the Larmor frequency of the qubit [60]

S(ω) = 2π
(
ω∗
2

)2 1
τcπ

ω2 +
(

1
τc

)2 . (4)

The operations performed on the qubit serve as a noise filter
function Hn(ω). Without any operations applied to the color
center, the noise filter function is given by

|H(ω)|2 =
sin

(
Topω
2

)2
ω2

(5)

With this, the infidelity caused by the noise can be estimated
with [61]

1 − Fnoise = 1

π

∫ ∞

0
S(ω)2|Hn(ω)|2dω. (6)

Consequently, depending on type of noise, a simplified [see
(3)] or more complicated noise model [see (6)] can be used.
When the noise present is slowly fluctuating, which typically
is the case for a spin bath, one can consider the noise to
not change during qubit operation, such that (3) provides
sufficient accuracy and yields the same result as (6). Nev-
ertheless, due to the high-frequency noise and interference
from the electronics, (6) provides more accurate results. For
simplicity, the noise reported in Table 1 is assumed to be

white, and by using the effective noise bandwidth of (5), the
budgeted infidelity can be converted to a PSD with (6).

Any operation performed on the qubit will affect its noise
filter function. By periodically applying operations to dy-
namically decouple the qubit from the spin bath, it is possible
to reduce the infidelity the spin bath causes [44]. The dynam-
ical decoupling sequences change the noise filter function
previously discussed, as periodic qubit rotations around the
X /Y -axis cancel out the accumulated phase [42]. While this
reduces the sensitivity of the qubit to low-frequency noise
in the environment, it does require additional operations and
increases the sensitivity to noise around the dynamical de-
coupling frequency. Since this offers several options to min-
imize the effect of noise and it may be algorithm dependent,
the qubit is assumed to be idling for the estimations reported
here.

2) ORTHOGONAL MAGNETIC FIELD REQUIREMENTS B⊥
Similar to the magnetic field in parallel to the color center,
the noise on the orthogonal magnetic field can also cause
infidelity. However, the filter function changes compared to
the parallel magnetic field and is described as [15]

|H(ω)|2 = 2
sin

(
Top
2 (ω − ω0)

)2
(ω − ω0)2

(7)

where ω0 = 2π f0. The noise on the orthogonal magnetic
fields must then be limited around the Larmor frequency. The
high gyromagnetic ratio of the electron spins causes the filter
function to be centered around gigahertz frequencies, which
can be easily filtered. Nuclear spins have a filter function
centered in the range of 2–10 MHz due to their lower gyro-
magnetic ratio, which are more difficult to filter. To compute
the specification for Table 1, we use (6) with the infidelity
budget, resulting in a requirement for the PSD of B⊥ around
ω0 for both electron- and carbon-spin qubits when idling.
The perpendicular dc field also influences the eigenstates

of the spins in the system, changing the cyclicity of the read-
out transition and affecting the readout fidelity. During read-
out, the electron spinmoves from theGS to the ES, where it is
subject to the influences of strain, as discussed in Section II,
while there is also a different zero-field splitting present [35].
The presence of additional orthogonal magnetic field B⊥, for
example, due to misalignment of the magnet with the color-
center axis, needs to be limited as this reduces the overlap of
the eigenstates, lowering the cyclicity of the transition and
degrading the readout fidelity. The readout infidelity due to
spin mixing can be computed by 1 − Fr = 1 − pNov, where N
is the number of readout attempts required to collect a photon
and pov is the overlap between the ES and the GS, giving the
probability to decay back into the same spin state. By assum-
ing a parallel magnetic field, a given strain in the diamond,
and a required number of readout cycles, requirements for
the allowed perpendicular magnetic field can be determined.
Fig. 4 shows the readout infidelity due to the perpendicular
magnetic field for various parallel magnetic fields for an NV
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FIGURE 4. Readout infidelity of an NV center versus perpendicular
magnetic fields (B⊥) for various permanent magnet strengths, computed
by taking the overlap between the excited and GS Hamiltonian’s,
assuming no strain and N = 100 readout cycles.

center. This is computed by taking the overlap between the
low-temperature ES and GS Hamiltonian, as found in [35],
assuming no strain and N = 100. For a given B⊥, the readout
infidelity first increases when increasing the magnetic field,
i.e., from 45 to 400 G, and then decreases when moving
to even higher fields >2000 G. This relates to the Larmor
frequency of the NV center, which first decreases and then
increases again, according to (1). With these assumptions
and when allowing a contribution of 1 × 10−4 to the readout
infidelity due to spin mixing, the perpendicular magnetic
field needs to be limited to 5.5 G for a parallel magnetic field
of 2000 G and 100 readout cycles.

B. AC MAGNETIC FIELD
To perform qubit rotations on the electron and nuclear spins,
an ac current is required to generate an ac magnetic field
perpendicular to the vacancy-center axis with the Larmor fre-
quency of the target qubit. With magnetic fields in the range
of 2000–10 000 G, the Larmor frequency of the electron spin
is between 2 and 28 GHz and the nuclear spin between 2 and
10 MHz.
The speed of the qubit operations depends on the gyromag-

netic ratio and the strength of the ac magnetic field. For the
NV center (SnV center), the Rabi frequency can be computed
through

fr,e =
∣∣∣∣ 1√

2
γeBac

∣∣∣∣ ( fr,e = |ηγeBac|) (8)

where Bac is the amplitude of the magnetic field and η is the
reduction in Rabi frequency due to the orbital mixing for SnV
centers [49]. For the 13C spins in the environment, the Rabi
frequency is fr,c = |γcBac| when directly driving [50], while
for gates that use periodic coupling, the operation speed de-
pends on the interaction strength with the electron [52]. In
order to achieve π -rotations on the electron spin from 1 to
0.1 μs, one needs a |Bac| from 0.5 to 5 G. Carbon qubit
operations happen on longer timescales due to the lower

gyromagnetic ratio, thus requiring |Bac| from 0.9 to 9 G for
directly driving a π rotation within 1 to 0.1 ms.

Specifications for the frequency inaccuracy, frequency
noise, phase inaccuracy, timing inaccuracy, timing jitter, am-
plitude inaccuracy, amplitude noise, and wideband additive
noise of the ac signals are computed with the equations
presented in [15, Table 1] for both nuclear and electron
qubits. Here, all noises except the wideband noise are as-
sumed to apply on longer timescales than the operation time,
such that they can be considered as a random static error
during the operation, similar to assumptions made in [15,
Table 2]. The reported values for the electron-spin qubit of
the NV center are similar to the previously reported values
of [57], which targets semiconductor spin qubits and super-
conducting qubits, while the differences between electron-
and nuclear-spin qubit requirements originate from the dif-
ference in gyromagnetic ratio.
Finally, spurs could drive a rotation on an untargeted qubit,

resulting in infidelity; thus, requirements should be placed to
limit the spurious-free dynamic range. If the spur is present at
exactly the Larmor frequency, the infidelity can be computed
with [15]

1 − F = 1

4
ω2
spurT

2
op (9)

where ωspur is the amplitude of the spur that can be converted
to a magnetic field. Alternatively, if a tone is not exactly at
the Larmor frequency of the qubit, but slightly detuned, the
infidelity can be computed using [15]

1 − F ≈ β2

α2
sin2

(
θ

2
α

)
(10)

where α = ω0,space
ωR,addr

, β = ωR,unaddr
ωR,addr

, ω0,space is the frequency
spacing of the tone with the Larmor frequency, ωR,addr is
the Rabi frequency of the addressed qubit, ωR,unaddr is the
Rabi frequency of the unaddressed qubit, and θ is the rotation
angle of the targeted qubit [15]. In the unit cell, the electron-
spin qubit has no other qubit Larmor frequencies close by
as the carbon spins are far detuned. Nevertheless, spurs on
the Larmor frequency of the electron-spin qubit should be
avoided since they will contribute to infidelity when idling.
Based on the targeted operation times of Table 1, spurious
tones must be limited to below 8mG pk. Similarly, for the nu-
clear spins, spurs on the Larmor frequency should be limited
to 14.9 mGpk. However, an additional consideration applies
for nuclear spins, since their Larmor frequencies are very
similar and only differentiated by their interaction with the
electron spin. Hence, when driving an operation on a nuclear
spin that has a similar Larmor frequency, a rotation can be
caused on the untargeted nuclear spin, causing infidelity ac-
cording to (10). Since all nuclear spins are driven by the same
coil, β = 1, and the introduced infidelity is only dependent
on w0,space, which in turn depends on the location of the 13 C
spins with respect to the color center. Reducing the crosstalk
then implies selecting a set of nuclear spins that are suit-
ably spaced, i.e.,ω0,space > ωR, together with adequate pulse
shaping [15]. If further reduction of crosstalk is required,
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the Rabi frequency and, hence, the amplitude of the driving
signal must be reduced.
An example set of specifications for an NV center electron

spin and carbon nuclear spin to achieve a 99.99% fidelity is
reported in Table 1. For this table, a 2000-G dc magnetic
field sets the Larmor frequency, which is a typical setting
for contemporary NV center setups [23], [38]. Furthermore,
Rabi frequencies of 5 MHz and 5 kHz are targeted for the
electron and nuclear spin, respectively. This allows for suf-
ficiently fast operation time Top for π -rotations, while not
requiring excessively large magnetic fields. The specifica-
tions for control electronics to drive high-fidelity qubit gates
on the electron spin are similar to the ones previously de-
scribed in [15]. The main difference is for the carbon spins,
which, due to their lower gyromagnetic ratio, operate on
much longer timescales, are less sensitive to magnetic field
noise, and require finer frequency resolution to achieve high
fidelity operation. Targeting specifications for higher fideli-
ties, i.e., 99.999%, may not further improve the qubit fidelity,
since other effects in the qubit, such as dephasing due to the
spin bath, may dominate the infidelity.

C. ELECTRONIC INTERFACE FOR THE
PHOTONIC COMPONENTS
In addition to qubit biasing and qubit control via the gener-
ation of magnetic fields, the electronic interface must also
drive the integrated photonic circuitry. The exact specifica-
tions depend heavily on the specific implementations of the
photonic components. While the electronics can influence
the operation speed or the system functionality, it does not
directly affect fidelity. Nevertheless, some more generic re-
quirements can be listed, especially for the photon detector
but also for other photonic components.

1) PHOTON DETECTORS
The photon detectors are used to measure the arrival of pho-
tons to determine the spin state of the vacancy-center qubits,
as described in Section II. Consequently, nonidealities of
the photon detector can translate into readout infidelity. For
example, if a photon detector triggers in a given time period
resulting in the measurement of the |1〉 state, this may not
necessarily originate from a photon emitted by the color
center, but can also be due to background light, or a dark-
count event. Similarly, no photon being measured results in
measuring |0〉, but, in addition to correctly corresponding to
the color center not emitting a photon, this can be caused
by a detection failure due to limited detection efficiency or
by spin-state flipping. All the mentioned error sources, i.e.,
background light, nonzero dark counts, limited detection ef-
ficiency, and state loss, can limit the readout fidelity. While a
readout fidelity >99% can already be achieved in free-space
systems [23], the fidelity is expected to further improve when
moving to integrated photonics, thanks to the expected better
detection efficiency.
The single-photon detector has arguably the main influ-

ence on the readout fidelity together with the optical losses

in the system. Among the possible choices for photon de-
tectors, superconducting nanowire single-photon detectors
(SNSPDs) are an attractive choice since they offer low dark-
count rates, good detection efficiency, and sufficiently low
jitter [62]. Furthermore, the operating temperature of the
color centers is compatible with the SNSPD’s typical op-
erating range (<2 K [63]), allowing the 3-D integration of
the photonics, including the SNSPDs, with their cryo-CMOS
control electronics [64]. Biasing the SNSPD should not re-
quire significant power dissipation, since they are typically
biased with low currents (<20 μA), while sufficient reso-
lution (≈100 nA) should allow biasing the SNSPD at the
highest system detection efficiency. The amplifier reading
out the SNSPD output should ensure that the readout fidelity
is not degraded, for instance, bymissing counts or incorrectly
triggering, while also dissipating little power. Finally, the
photon detector and readout electronics should allow for suf-
ficiently high count rates, which may be required in calibra-
tion procedures of the quantum processor. Unlike widespread
SNSPD sensing systems that are optimized for extremely low
jitter, this application may only request moderate jitter per-
formance, e.g., to allow time-filtering of the detected photon
to discriminate false positives, thus exploiting the SNSPD’s
low jitter and allowing for a low-power moderate-noise
readout electronics.

2) OTHER SUPPORT ELECTRONICS
Electrical control may be required by other photonic compo-
nents, such as optical switches, variable optical attenuators
(VOAs), interferometers, and possibly devices to strain-tune
the color center [24], [65]. Among those components, the
VOA and strain-tuning will be calibrated during the quantum
processor bring-up sequence and only require a fixed bias-
ing during the algorithm execution. Conversely, the switches
and interferometers should operate at the quantum processor
operating speed, i.e., at a rate in the order of 100 ns based
on the Rabi frequency of the electron-spin qubit in Table 1.
Although those switching speeds could be easily achievable
with cryo-CMOS integrated circuits, a more challenging re-
quirement comes from the required voltage levels for both
the statically and dynamically driven components, with the
optical switches requiring, for instance, up to 20-V excita-
tions [66].

IV. SYSTEM ARCHITECTURE
As will be clear in the following, the generation of the ac and
dc magnetic fields according to the specifications in Table 1
will require a significant fraction of the power dissipation of
the whole controller. Thus, an optimal power-efficient im-
plementation of the magnetic field drivers in each unit cell is
necessary to maximize the number of unit cells in the pro-
cessor. Prior art for qubit drivers assumes either a dedicated
ac/MW line for each qubit with a dedicated qubit driver or
a single line serving multiple qubits through a shared driver
via frequency-division multiple access (FDMA) [11], [12].
Since no scalable cryo-CMOS driver or controller has been
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FIGURE 5. Unit-cell architectures for multiplexing the ac driving signal. (a) Shared coil distributes the MW fields to all the color centers, whose Larmor
frequencies are spaced by using local magnetic biasing via the dc coils. (b) Similar to (a), but with multiple MW coils, each addressing a subset of the
unit cells. (c) Individual MW coil is used per unit cell, removing the need for frequency spacing. (d) Dedicated MW coils per unit cells are employed as in
(c), but a checkerboard pattern facilitated by local dc-coil biasing is employed for the Larmor frequency to reduce the effect of crosstalk.

yet demonstrated for vacancy-center quantum processors, the
advantages and disadvantages of a shared driver or a dedi-
cated driver will be considered and tradeoffs will be listed,
with the goal of selecting the most scalable approach.

A. SHARED DRIVER WITH FDMA
The primary advantage of having a shared controller for all
the unit cells is that only a single ac signal must be generated,
which can be shared over multiple unit cells. As the power is
shared across multiple unit cells, a driver that dissipates more
power can be implemented, while still maintaining a low
dissipated power per qubit. However, using a single shared
driver requires each unit cell to be biased with a different
magnetic field, as shown in Fig. 5(a), such that each electron
spin is addressable with a different Larmor frequency, and it
places additional requirements on the driving signal, which
needs to drive one electron-spin qubit without introducing
crosstalk toward other electron-spin qubits. Different Larmor
frequencies in each unit cell can be obtained by using a
gradient in the permanent magnetic field or by locally gen-
erating an additional parallel dc field with a dc current in
a local coil. Furthermore, using a shared driver requires the
qubit controller to have a wider bandwidth since it needs to
drive the different Larmor frequencies. While this can be a
significant source of power dissipation, the controller can be
placed at a different temperature stage wheremore power can
be dissipated, as only a single frequency-multiplexed cable
needs to be routed toward another temperature stage [13].
A more fundamental limitation is given by the nuclear spins
that, even when the unit cells are biased with a different mag-
netic field, can still have overlapping Larmor frequencies due
to their interaction with the electron spin, preventing direct
driving and requiring the electron spin to perform operations
on the nuclear spin (see Fig. 2). Consequently, the number
of nuclear spins that potentially can be addressed by directly
driving the Larmor frequency is reduced.
While driving a single-qubit operation at a time via a

shared frequency-multiplexed line may relax the driver re-
quirements, it would be undesirable as it would significantly
slow down the computation. To avoid such a slowdown, the

Rabi frequency could be increased for faster operations, but
this would require larger currents in the coil and more fre-
quency spacing between electron-spin qubits to avoid infi-
delity, as seen by (10). Alternatively, multiple tones can be
applied simultaneously to drive parallel operations, but this
increases the peak and RMS currents, resulting in more Joule
heating in a (nonsuperconductive) coil,2 which can heat up
the color center and reduce its fidelity [67]. While super-
conducting coils can alleviate this issue, the driver must still
reach higher output powers, higher peak currents, and stricter
linearity requirements, in addition to the superconducting
coil requiring a higher critical current.
Scaling up the quantum processor involves both further

adapting the magnetic field gradient and increasing the con-
troller bandwidth. Although this may be feasible up to tens
and maybe hundreds of unit cells, it may become unfeasible
beyond that.More coils could then be introduced, where each
coil drives a unit cell with a similar set of Larmor frequencies
and is driven by a shared controller, resulting in a hybrid
solution using multiple shared coils, as shown in Fig. 5(b).

B. DEDICATED DRIVER WITHOUT FDMA
Using an individual driver and coil per unit cell relieves the
constraints on the number of nuclear-spin qubits that can
be addressed without using the electron spin. Furthermore,
the driving signals for a unit cell are inherently attenuated
at the neighboring cells thanks to the distance between the
cells and the angle of the induced ac magnetic field, reducing
the infidelity due to the crosstalk and allowing each color
center to be tuned to the same Larmor frequency, as shown
in Fig. 5(c). This simplifies the design of the dc bias, as each
unit cell ideally has the exact same dc magnetic field, which
can be generated with a larger permanent magnet, at least
for the major part (see Fig. 3). Only the inhomogeneities
of the large permanent field must be compensated to ensure
that each unit cell has the same Larmor frequency, which is
favorable for scalability since adding more unit cells requires

2Section V shows that 100 mArms can drive 20 qubits, but that already
results in an excessive 10 mW of dissipation in a 1-� coil.

5500317 VOLUME 5, 2024



Enthoven et al.: OPTIMIZING THE ELECTRICAL INTERFACE FOR COLOR-CENTER QUANTUM PROCESSORS Engineeringuantum
Transactions onIEEE

FIGURE 6. Generic qubit controller for single-qubit rotations based on
prior work [11], [12], [57]. The electron spin is driven via the
high-frequency path (red), while the nuclear spins are driven via the
low-frequency path (green). The dc magnetic field generation can be
used to compensate for the dc magnetic field inhomogeneity or for
tuning the Larmor frequency, as in Fig. 5(d).

only compensating for a larger inhomogeneity as the chip
grows larger, which should not increase the power per unit
cell significantly. If the infidelity due to crosstalk is too high
in such architecture, e.g., because the unit cells are small, the
Larmor frequency of neighboring cells can be detuned from
each other to further reduce the infidelity, which would re-
quire additional local tuning range of the dc magnetic field in
each unit cell [see Fig. 5(d)]. Alternatively, the inhomogene-
ity can be left uncompensated if the bandwidth of the CMOS
controller is large enough to compensate for the difference in
Larmor frequency of the different unit cells.
Each unit cell will require a dedicated controller and coils

to locally generate the ac and dc signals for the qubits,
enabling driving the coils directly, avoiding the typically
employed 50-� impedance matching, and minimizing the
current in the individual coils (unlike the shared-driver sce-
nario), but also requiring more functionality at the unit-cell
level compared to a shared driver and introducing additional
power dissipation due to the required dedicated controller.
A generic block diagram of such a controller, inspired by
prior work [11], [12], [57], is shown in Fig. 6. In this archi-
tecture, the numerically controlled oscillators (NCOs) track
the Larmor frequencies of the electron and nuclear spins
and synthesize the baseband waveforms that are converted to
analog signals by the digital-to-analog converters (DACs). In
the high-frequency path for the electron spins, the signals are
upmodulated, while this is not required in the low-frequency
path for the nuclear spins. Both paths are combined to drive
a shared coil. It is worthwhile reducing the power and area
of the circuits of the components in Fig. 6, as it improves
scalability and relaxes the permanent-field inhomogeneity
thanks to the smaller pitch of the unit cells.
Each controller of Fig. 6 requires a local oscillator (LO)

signal, typically close to the Larmor frequency to limit the
bandwidth of the baseband section. Fortunately, since all
qubits can be biased with a similar Larmor frequency, a
single LO can be shared across the unit cells. However, a
pervasive distribution network of such reference frequency
is a potential source of interference, which can lower
the fidelity of the qubit. Active compensation of the LO

FIGURE 7. Infidelity due to crosstalk assuming a 20 mA pk signal in the
LO distribution, computed using (10) with θ = ωR,addrt . The coupling from
the LO wire to the qubit location is simulated for a horizontal distance of
500 μm (assuming routing the signal around a 1 mm × 1 mm unit cell)
and a height of 15 μm between the wire and qubit due to the layer stack,
resulting in a β = 1.1 × 10−3. α varies with fspace. The black line indicates
a target 10−5 infidelity.

leakage can be introduced, but this may consume additional
power and reduce the output range of the driver, while also
requiring additional calibration [10]. Alternatively, an LO
frequency needs to be selected such that it is sufficiently
detuned from all electron spins and thus does not contribute
too much infidelity. Fig. 7 shows that a negligible impact on
fidelity can be obtained in typically expected conditions with
a detuning of just 10 MHz, which would not significantly
impact the power dissipation of the driver.
To summarize, using a shared driver with FDMA for driv-

ing the operations in the unit cells advantageously enables
sharing a single ac signal over multiple unit cells, allowing
the driver to operate at a higher temperature where more
power can be dissipated. However, using a shared driver:
1) requires a significantmagnetic field gradient; 2) demands a
wider controller bandwidth; 3) potentially limits the number
of nuclear-spin qubits that can be driven; 4) limits scaling to
very large processors; and 5) when driving multiple unit cells
simultaneously, the qubit operation speed is limited by the
required frequency spacing and the joule heating. Compared
to the shared driver, dedicated drivers without FDMA have
the following advantages: 1) they can avoid 50-� impedance
matching; 2) they allow for reusing the same LO; 3) they do
not limit the number of addressable nuclear-spin qubits; and
4) they also provide simpler scalability. The open challenge
is, however, devising a power-efficient implementation for
the dedicated driver, as the total dissipated power will scale
directly with the number of unit cells. If such an efficient
architecture is feasible, the advantages of the shared driver
strongly surpass its shortcomings and the advantages of the
shared driver. Thus, a separate driver implementation is in-
vestigated in the following to investigate the feasibility of
generating the required ac and dc magnetic fields while dis-
sipating a low power and maintaining sufficient fidelity.

VOLUME 5, 2024 5500317



Engineeringuantum
Transactions onIEEE

Enthoven et al.: OPTIMIZING THE ELECTRICAL INTERFACE FOR COLOR-CENTER QUANTUM PROCESSORS

FIGURE 8. Simplified electrical circuit for the analysis of the power
dissipation. Each unit cell has a coil and a CMOS controller, while the
interconnect is shared across N unit cells. The CMOS controller could
also be placed on the other side of the coil to allow reversing the current
polarity, but this is not shown for simplicity.

V. POWER ESTIMATION
A. COIL DESIGN
The most effective way to apply the large dc bias magnetic
field to all the unit cells is by using a global field, for
instance, generated externally by a permanent magnet, as
illustrated in Fig. 3, since it would not dissipate power close
to the cooled-down qubits. To prevent infidelity from the
magnetic field inhomogeneity, either the NCO of Fig. 6
needs a larger frequency range to tune the ac signals to
f0 or a local magnetic field need to be generated to tune
f0 to the range of the NCOs; in both cases, the range that
needs to be compensated is determined by the magnetic
field inhomogeneity. By simulating with COMSOL [68]
a global Helmholtz coil3 over a chip area of 10 mm ×
10 mm, the inhomogeneity to be compensated amounts to
±2.4 G for a bias field of 2000 G. Compensation of such an
inhomogeneity can be achieved via permanent micromagnets
in each unit cell, but their accurate tuning is technologically
very challenging. Instead, by running a current through a
coil close to the color center, the dc magnetic field can be
precisely controlled, requiring electronics that regulates the
current through the coil, as shown in Fig. 8. Alternatively,
a superconducting loop can be biased by a continuously
recirculating permanent current [69] to avoid any power dis-
sipation. Nevertheless, this approach would introduce extra
complexity in fabrication and integration, in addition to other
unknown risks, such as the stability of these dc fields in the
presence of the ac fields for qubit operations. For simplicity,
it is assumed that the current needs to be actively driven
through a conductive coil, such that no superconducting
effects (i.e., Meissner effect) should be taken into account.
To understand the constraints in power dissipation

introduced by the electronic interface, the dc and ac
requirements in Table 1, which is expressed in terms of
magnetic field, must be converted into coil driving currents
by analyzing the coil current-to-magnetic-field coupling
kx,y,z in G/A together with the coil resistance Rcoil in �.
Here, the x, y, z subscript indicates the axis of the applied
magnetic field, where z is aligned with B‖, while x and y are

3Simulated with a radius of 50 mm, a coil width and thickness of 50 mm,
and a coil spacing of 40 mm.

in the B⊥ orientation. Ideally, the coefficients kx,y,z should be
maximized while having a low coil resistance to minimize
joule heating, so as to obtain a low power dissipation for
a low driving current. However, even if the coil resistance
becomes very low, other sources of dissipation in the system
can dominate, for instance, due to the CMOS control and
interconnect, as illustrated in Fig. 8. Since many parameters
affect k and Rcoil, a generic CMOS metal stack is used
to estimate distances, optimize the coupling, and extract
resistances, as shown in Fig. 9, and leading to the parameters
in Fig. 9(c). The coupling parameters k for the different coils
allow translating Table 1 to specifications in the electrical
domain, indicating that 1) peak ac currents of 8.3 and
15.7 mApk are needed to achieve a Rabi frequency of 5 MHz
and 5 kHz for the electron and nuclear spins, respectively
(assuming that both drive the same coil) and 2) dc currents
up to ±3.4 mA are needed to correct the ±2.4 G magnetic
field inhomogeneity introduced by the permanent magnet.

B. CONTROL ELECTRONICS
With an indication of the coupling and required current lev-
els, a more detailed look is cast on the different blocks shown
in Figs. 6 and 8 so that their power consumption can be
estimated, leading toward their optimization presented in
Section V-C.

1) DC MAGNETIC FIELD GENERATOR
From Fig. 8, the power dissipation of the dc control per unit
cell can be expressed as

PDC = (NIcoil )2 RIC
N

+ I2coil (Ron + Rcoil ) + Pcir

= I2coil (NRIC + Ron + Rcoil ) + Pcir (11)

where Icoil is the maximum current required in the coil, Ron,
Rcoil, andRIC are the on-resistance of the CMOS control, coil
resistance, and interconnect resistance, respectively, N is the
number of unit cells, and Pcir is the auxiliary power required
for the regulation loop. For the circuit, an operating temper-
ature of 4 K is assumed, reducing the different resistances
Ron (2×), Rcoil (4×), and RIC (4×) with respect to RT [5].
Simulations in a commercial CMOS process verify that a
transistor in triode can achieve an Ron ≈0.25� at 4 K when
occupying an area of 2500 μm2. Ron can be reduced further,
but at the expense of noise performance, since thermal noise
from the CMOS circuit is proportional to 4kT/R, and area, as
a low resistance requires larger transistors, whereas a larger
Ron results in more dissipation, effectively trading power
dissipation for infidelity in Table 1.
The interconnect resistance RIC is estimated to be around

12.5m� at 4 K.4 The auxiliary circuit powerPcir is estimated
to be around 100 μW, since some form of control is needed
that accurately sets the current, but the circuit implemen-
tation is left as future work. While the exact value of Icoil

4RIC has been extracted for a 10mm × 10mm chip taking the power
grid resistance from an unit cell in the chip center to the pads on the chips
periphery. The chips periphery allows for more than 700 staggered bondpads
to further reduce the interconnect resistance to the PCB.
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FIGURE 9. Magnetic field simulations to derive the coupling k for the different coils. (a) Metal stack in the cryo-CMOS chip for coil implementation.
(b) Planar implementation of the x, y, and z coils. (c) Simulated coupling and estimated resistance at 4 K for the x, y, and z coils based on the metal
stack. (d) Coupling kx as a function of the linewidth. ky is simulated similar to kx , but uses the lower metal leading to reduced coupling. Note that the
metal layer of the x and y coils can be swapped. (e) Coupling kz versus the linewidth of a single turn z-coil with an inner radius of 8 μm. (f) Coupling kz
versus the inner radius of a single turn z-coil for a linewidth of 2 μm. (g) Coupling kz versus the number of turns with a width of 2 μm, a pitch of 3 μm,
and an inner radius of 10 μm.

that each unit cell needs depends on the 3-D integration and
the placement of the quantum processor in the bias field,
a pessimistic assumption can be made that each unit cell
will require the maximum current Icoil, such that the power
dissipation required for dc biasing can be estimated.

2) DIGITAL SECTION OF THE AC DRIVER
The clock frequency used in the baseband of the ac driver di-
rectly affects the power consumption. When using FDMA as
in [57], high-bandwidth DACs are required, thus asking for a
high clock frequency and increasing the power dissipation in
the NCOs and DACs (see Fig. 6). As discussed in Section IV,
the qubit controller of this work targets a single electron
spin and nine nuclear spins (see Fig. 6) and thus can have a
much lower bandwidth, allowing the power dissipation to be
significantly reduced. For the electron spin, the bandwidth of
the DAC needs to be large enough to space the electron spin
sufficiently from the LO ( fspace,LO) to prevent any accidental
driving from clock lines to the qubit. Furthermore, a larger
bandwidth is needed if inhomogeneities of the Larmor fre-
quencies are compensated in the frequency domain ( fcomp) to
avoid local dc biasing. In the rest of this section, it is assumed
that the clock frequency of the controller needs to fulfill

fs ≥ 2.5 × max[ fspace,LO, fcomp] (12)

such that sufficient bandwidth is available in the controller.
This work assumes fspace,LO = 10 MHz and fcomp between
0 and 15 MHz. For the nuclear spins, the bandwidth of the
DAC needs to be sufficiently large in order to synthesize
the signals in the frequency range of Table 1 ( f0,c). This
part of the controller could typically operate with a lower
sampling frequency of 2.5 × f0,c, but depending on fspace,LO
and fcomp, the difference in clock frequency may be small
andmay complicate the controller design with multiple clock
domains. Therefore, here, it is assumed that the same clock
frequency is used everywhere in the ac driver.
Each unit cell will require at least ten NCOs, one for the

electron spin and nine for the nuclear spins, which are used

to accurately tune the ac signals to the Larmor frequency
and limit the frequency inaccuracy. As one can observe in
Table 1, the required frequency accuracy for the various spins
differs, meaning that the NCOs for the electron and nuclear
spin will require different number of bits. The frequency
resolution � f for a given number of bits Nbits in the NCO is
� f = fs

2Nbits+1 [57]. Together with (2), Nbits can be computed
for a required fidelity

Nbits =
⌈
log2

(
π fsTop,e/n

acos
(√

F
)
)

− 1

⌉
(13)

where Top,e/n is the operation time of the nuclear/electron
spin and fs is the clock frequency of the NCOs [57]. To
achieve 1 × 10−5 infidelity5 with fs = 25 MHz, Top,e =
100 ns, and Top,n = 100 μs (see Table 1), 11 bits are needed
in the NCO to track the electron spin frequency and 21 bits
are needed to track the nuclear spin frequency [57] assuming
that both use the same fs. The power dissipation of the NCO
can then be calculated with

Pnco = Ebit fs

⌈
log2

(
π fsTop,e/n

acos
(√

F
)
)

− 1

⌉
(14)

where Ebit is the energy per bit in the NCO. By using
Ebit = 84 fJ/bit from [57] for a 22-nm technology, this results
in a power dissipation of 46 and 88 μW for the NCOs of
the electron and nuclear spin, respectively, leading to a total
power dissipation of 0.84 mW for all NCOs combined. De-
pending on the full controller implementation, other digital
blocks that operate at fs may be needed for calibration or
pulse shaping. Nevertheless, it is expected that the NCOs
will consume most power, and hence, power estimations in
Section V-C will only consider the NCOs [57].

3) ANALOG CIRCUITS IN THE AC DRIVER
The analog circuits of the qubit control system consist of
the DACs, mixer, and output amplifier. The DACs and mixer

5The NCO introduces only a part of the frequency inaccuracy; hence it
needs to contribute low infidelity.
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may have some dependence on the clock frequency of the
digital and will add additional power dissipation when en-
abled. However, the largest source of dissipation is expected
to come from the output amplifier, since it drives large peak
currents to the coil. Hence, this section zooms in on the
amplifier to provide an estimate of its dissipation.
The power dissipated by the output amplifier for driving

operations on an NV center electron spin can be given by

PNVe,oprms = fr,e
γekcoil

VDDDe,op (15)

which is derived from (8), converting the magnetic field
to a current with kcoil, and considering a supply voltage
VDD. A duty cycle factor De,op is added here, since the out-
put amplifier is not continuously active, and often, there
are long delays between electron operations, as shown in
Fig. 2(d), with the effective on-time of the amplifier, De,op,
being less than 10%. For a Rabi frequency of 5 MHz and
kcoil = 290 G/A, a peak current of 8.3 mApk is required (here,
kcoil is kx from Fig. 9). When assuming a supply of 1.1 V,
this leads to an effective power dissipation of 6.5 mW rms

when continuously driving an operation and assuming 100%
amplifier efficiency. With a duty cycle of 10%, this leads to
an effective dissipation of 650 μW if no static dissipation is
present.
For nuclear spin operations, the power dissipation of the

output stage can be estimated by

Pc,oprms = fr,c√
2γckcoil

Vsup. (16)

While largely similar to (15), a factor 1/
√
2 is introduced

and a different supply is assumed here. For the target Rabi
frequency of 5 kHz, a peak current of 16.1 mApk will be re-
quired. Compared to the electron spin operations, the nuclear
spin operations are long and are driven almost continuously,
so the effective power dissipated is not reduced by having
a low duty cycle. Hence, to limit the power dissipated for
nuclear spin operations, only one degree of freedom is avail-
able. Similar to the dc magnetic field generator, one needs to
reduce the supply Vsup to reduce the power dissipated.
AssumingVsup = 100 mV results in a power dissipation of

1.1 mWrms. To allow for the lower supply Vsup, separate out-
put stages for both electron and nuclear spin operations are
required, eventually driving the same coil, as shown in Fig. 6.

C. POWER ESTIMATION
Combining (11) and (14)–(16), the power dissipation for
a unit cell can be estimated to analyze dominant sources
of power dissipation. The parameters that are listed in
Section V-B are used, providing values for the ac signal
generation, the sampling frequency, and the dc magnetic
field generation. However, for the dissipation of the dc
magnetic field and the sampling frequency of the qubit
controller, a tradeoff is present, since the inhomogeneity
of the magnetic field can be compensated by tuning the
current through a local dc coil [see (11)] or by increasing
fs of the digital [see (14)]. Here, two cases are considered:

FIGURE 10. Comparison of the power dissipated per unit cell at 4 K by
compensating the dc magnetic field by changing the dc magnetic field
locally or by increasing the clock speed of the digital. The power is
plotted versus to-be-compensated magnetic field for 10 by 10 unit cells
(top) and 100 by 100 unit cells (bottom).

In the first case, the magnetic field inhomogeneity is fully
compensated by a local magnetic field, resulting in a fixed
fs. In the second case, the inhomogeneity of the magnetic
field is compensated by increasing the bandwidth of the
DAC, so no dc magnetic field correction is performed but fs
increases with the inhomogeneity.
The power per unit cell for the two cases is plotted in

Fig. 10, since hybrid inhomogeneity compensation typically
lies between these two cases. Here, the power dissipation is
computed for both 10 by 10 and 100 by 100 unit cells by
increasing the number of unit cells N, such that the influence
of more unit cells on the power dissipation becomes clear. At
a low inhomogeneity of the bias field, the power dissipation
is primarily dominated by the ac signal generation and the
fspace requirement for the qubit controller, while Pcir for the
dc magnetic field generator adds negligible power dissipa-
tion. When a large magnetic field inhomogeneity needs to
be compensated, the power dissipated in the dc magnetic
field generator is larger due to the scaling of the power, i.e.,
P ∝ |B2comp|, while the controller scales P ∝ |Bcomp|. There
is, however, an intermediate region for 10 × 10 unit cells
where the power dissipation is lower when compensating
the dc magnetic field. In case the magnetic field is compen-
sated using dc coils, the power dissipated in the interconnect
will increase significantly. Consequently, unless the power
dissipation in the interconnect can be reduced, frequency-
domain compensation, as illustrated in Fig. 10, is more power
efficient for larger quantum processors.
While some of the assumed parameters for Fig. 10 might

change, the methodology and reasoning can be reused
for future analysis of quantum processors. Simulation of
Helmholtz coils that can generate the permanent magnetic
field indicate that inhomogeneities in the order of ≈ 0.25%
can be expected, resulting in an inhomogeneity of ±2.4 G
and power dissipation of 3 mW for 2000 G. In prac-
tice, better permanent biasing coils can be engineered, but
also integration imperfections can require compensation,
meaning that some form of compensation may always be
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required in a similar field range. Based on the estimations,
more than 100 unit cells would fit within a cooling-power
budget of 300mW,which is within the reach of existing cryo-
genic cooling technology [70], [71], thus integrating more
than 1000 qubits together with their control electronics. The
proposed approach would enable the development of even
larger quantum computers, thanks to the excellent scalability
achieved by using unit cells with dedicated drivers, since
the area and the power dissipation scale linearly with the
number of unit cells for a given bias-field inhomogeneity.
Furthermore, the modularity of the proposed solution will
also contribute to ease the requirements in terms of fabri-
cation, assembly, and interconnections of the different mod-
ules. While in practice the increase in area might result in
larger inhomogeneity across the full processor, this could be
tackled by engineering a better bias magnet.
The analysis further indicates focus points for the quantum

processor. For instance, with low inhomogeneity of the mag-
netic field, the power dissipation will be dominated by the ac
signal generation for the electron and nuclear spins, meaning
that it is desired to reduce the current and power needed to
perform qubit rotations. While the current can be reduced
by improving the coupling of the coil, additional research
in efficiently generating high currents is also required. For
larger inhomogeneities, frequency compensation in the
digital domain is favorable thanks to the linear scaling and
since the power dissipation per unit cell is independent
of the number of unit cells present. Nevertheless, if lower
interconnect resistances can be realized, e.g., through
backside power delivery [72], compensating the dc magnetic
field can become more attractive for larger quantum
processors. Finally, it is important to note that, for the
adopted assumptions, the power dissipation is mainly due to
the large currents driven by the magnetic field generator and
ac drivers [see (11), (15), and (16)], unlike in the electronic
controllers for other qubit platforms that must only provide
extremely low power and current levels. In this scenario, the
controller is expected to easily provide a sufficiently high
signal-to-noise ratio (SNR) for high-fidelity operations [57].
However, if much lower current levels are enabled by
much larger current-to-magnetic-field couplings, the SNR
may become a more significant limitation for the power
dissipation, changing the power per unit cell comparison of
Fig. 10. In any case, the experimental demonstration of the
dc magnetic field generator and the ac controller must be
investigated to demonstrate their feasibility for low-power
operation not affecting the qubit fidelity.

VI. CONCLUSION
This article presents a high-level analysis on creating a 3-D
integrated quantum processor using color centers in diamond
and ranges from introducing and understanding the qubits in
the system to deriving their requirements, finding a suitable
system architecture, and estimating the power dissipation.
In the quantum processor, identical unit cells are combined,
and each unit cell requires full functionality to operate the

qubits, such as dc biasing, electrical ac signals, and optical
signals. Here, a system architecture that uses separate drivers
and coils in each unit cell is favored as it maximizes the avail-
able number of qubits. Consequently, the electronics foot-
print will require physical spacing between the qubits, thus
inherently reducing the crosstalk and not needing frequency
multiplexing. However, a full controller that generates ac
and dc signals is needed in each unit cell, which requires a
low-power implementation to maximize scalability. Estima-
tions indicate that such a controller can be implemented in
a low-power manner, allowing for more than 100 unit cells
to operate with less than 1 W of power dissipation. While
this work demonstrates how architectural approaches can be
beneficial for reducing the power dissipation in intermediate-
and large-scale vacancy-center quantum processors, the
proposed methodology can be applied to similar qubit tech-
nologies to support the system engineering of future large-
scale quantum processors.
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