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ABSTRACT A fall-detection system was implemented utilizing a 2.45 GHz continuous wave radar along
with power-efficient and fully-analog integrated classifier architectures. The Power Burst Curve and the
effective acceleration were derived from the short time Fourier transform, and then processed by the analog
classifier. The proposed classifier architectures are based on different approximations of the Decision tree
classification model. The architectures consist of three main building blocks: sigmoid function circuit,
analog multiplier and an argmax operator circuit. To assess the hardware design, a thorough analysis is
performed, comparing it to commonly used analog classifiers while exploiting the extracted data. The
architectures were trained using Python and were compared to software-based classifiers. The circuit
designs were executed using TSMC’s 90 nm CMOS process technology and the Cadence IC Suite was
employed for tasks including design, schematic implementation, and post-layout simulations.

INDEX TERMS Analog hardware classifier, decision tree, fall-detection, radar-based system, sigmoid-
based implementation, sub-threshold region.

I. INTRODUCTION

FALL detection systems are essential for safeguarding
individuals, particularly those prone to accidental falls,

like the elderly or those with mobility challenges [1], [2].
These systems utilize a range of sensors and cutting-
edge technologies to swiftly identify instances of falls,
enabling prompt intervention and potentially preventing
severe injuries [3], [4]. The advancement of robust fall detec-
tion technology is a significant focal point in healthcare and
assistive technologies, with progress in sensor technology
and machine learning algorithms contributing to more precise
and dependable systems [1], [2]. Ultimately, this enhances

the quality of life and independence for those requiring
additional support and care.
Biomedical engineering has played a pivotal role in

advancing fall detection technology, especially in the
realm of healthcare and assistive technologies [5]. By
integrating state-of-the-art sensors, advanced signal pro-
cessing techniques and machine learning algorithms,
biomedical engineers have developed sophisticated systems
capable of accurately detecting and responding to
falls [3], [4]. These systems leverage various sensors,
including accelerometers [6], [7], gyroscopes [8] and some-
times radar-based technology [9], [10], [11] to monitor
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individuals’ movements and orientation. Through meticu-
lous design and implementation, these technologies can
effectively differentiate between routine activities and a
genuine fall event, facilitating prompt intervention [12].
The integration of biomedical engineering and fall detection
not only enhances the safety of vulnerable populations but
also underscores the transformative potential of technol-
ogy in improving healthcare outcomes and overall quality
of life.
Analog computing has emerged as a valuable tool in the

field of biomedical engineering, offering unique advantages
in processing and analyzing biological data [13], [14], [15].
The continuous nature of analog signals is particularly
well-suited to modeling and simulating biological systems,
where physiological processes often exhibit intricate and
dynamic behavior [16]. Biomedical engineers have leveraged
analog computing to create high-precision analog electronic
circuits that can mimic and study physiological responses,
such as neural activity, cardiac rhythms or biomechan-
ical movements [17], [18]. These analog models enable
researchers to gain deeper insights into complex biologi-
cal phenomena, providing a bridge between mathematical
modeling and real-world biological systems [13], [14], [15].
Furthermore, analog computing can be employed in spe-
cialized medical devices, including analog signal processing
for diagnostic tools, patient monitoring and data acquisition,
contributing to enhanced healthcare solutions and improving
patient outcomes [19], [20]. The synergy between analog
computing and biomedical engineering continues to drive
innovation in the development of novel diagnostic and
therapeutic approaches in the realm of healthcare and life
sciences.
Motivated by the need for energy-efficient and

compact biomedical smart sensor systems in fall detec-
tion [21], [22], [23], this study introduces a Radar-based
system for detecting human falls. This system consists of
a Radar-based method and a low-power analog integrated
decision tree classification model. Regarding the Radar-
based method is described in two simultaneously submitted
articles: one herein (Data Collection) and the other [24].
The work in [24] elaborates on the technical aspects and
on how to deliver a real time estimation of an elder fall.
Therein, for the final classification method was achieved
with software-based Support Vector Machine (SVM), thus
needing an external processor unit (e.g., laptop) to carry
out the computational burden thus the size, cost and power
dissipation are not optimized. On the contrary, the effect
herein is focused on minimizing the power consumption
along with delivering a very fast processing of the collected
data from the radar operation. For this purpose, the classi-
fication step is implemented into an appropriately designed
fully analog hardware classifier. Thus, the effort herein is
directed toward the design of this classifier with particular
attention to optimizing its performance. These two articles
present complementary approaches which could ultimately
be combined in an advanced system.

The implemented fall-detection method was tested utiliz-
ing the processed radar’s data, which are described in more
details in [24], with ultimate purpose to operate in real-time
scenario. Instead of using a Support vector machine [24],
the extracted data (acceleration and power burst curve) are
subsequently processed by the proposed low-power analog
decision tree classification model. Post-layout simulations
conducted in a TSMC 90 nm CMOS process via Cadence IC
Suite validate the accuracy of the implemented classifiers.
Moreover, the proposed classifiers are compared with a
software-based implementation and related analog classifiers
in the measured dataset.
The rest of the paper is organized as follows. The motiva-

tion and our vision is explained in Section II. The proposed
fall-detection method based on CW Radar system is analysed
in Section III. The related background concerning the
Decision tree classification model is presented in Section IV.
Section V refers to the proposed design methodology,
which includes the system level architecture, along with the
transistor level implementation of the main circuits used.
The offline training and architecture’s parametrization is
analysed in Section VI. In Section VII, the post-layout
simulation result in the measured data are provided along
with the implemented layout. A comparison study between
this work and related analog-based classification systems is
summarized in Section VIII. Finally, Section IX concludes
the article.

II. MOTIVATION AND VISION
Indoor radars offer immunity from external factors such as
acoustical noise, lighting, and smoke, and enable “seeing”
through different objects or walls, allowing for accurate
detection and ensuring privacy in almost every situation.
This stands in contrast to camera-based systems, which are
sensitive to these factors [25]. A continuous wave (CW)
radar system offers a simple structure and operation, making
it perfect for real-life applications where target localization
is not required. In [24], an acceleration-based fall detection
technique was proposed utilizing a CW radar consisting of
a Software Defined Radio (SDR), a mid-range processing
unit (a mid-range laptop with an Intel Core i5-10210U
processor), and two antennas. A simplified block diagram
of the system’s operation is depicted in Fig. 1. In summary,
the SDR generates the signal in the digital domain, converts
it to analog, and transmits it using the antenna. Next, the
scattered signal from the target is collected through the
antenna and processed in the analog domain before being
converted back into digital form. In most cases, the digital
system’s processing is performed on an external processing
unit (e.g., a laptop) due to the limiting capabilities of the
SDR’s internal processing unit. Subsequently, the Short-
Time Fourier Transform (STFT) and feature estimation are
applied, and the features are inputted into a digital classifier
(e.g., Support Vector Machine) to determine if a fall has
occurred [24].
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FIGURE 1. Radar Fall Detection System based on Acceleration [24] and Proposed Analog Transformation Modifications.

However, this method is power-hungry due to the multiple
conversions between the analog and digital domains and
the constant operation of the digital processing unit. Our
vision is the development of a novel, fully-analog, power-
efficient fall detection system. To achieve this goal, as
depicted in Fig. 1 with the dotted line, we aim to replace
the digital interface and back-end with analog IC blocks.
Specifically, the SDR will be substituted with an analog
radar system, eliminating the need for the digital interface
and energy-consuming converters [26]. It is important to
note, that analog processing will occur in the baseband or
Intermediate Frequency, rather than in the RF signal, because
CW radar does not require high bandwidth to operate, thus
allowing for down-conversion in the analog front end [27].
In more details, the clutter removal in analog signal is
well-established method from the introduction of radar
systems [27]. In past years, in the literature different works
were proposed about calculating Fast Fourier Transform
(FFT) in analog domain [28], [29], [30]. The procedure
to estimate the metrics (PBC and acceleration) includes
summations, products and differentiations which can be
implemented with translinear circuits [31], [32] or low-
power approaches [33], [34]. The same operations will be
utilized to numerically approximate feature extraction with a
degradation in accuracy to reduce the power consumption of
the overall system [35], [36], [37], [38]. Finally, the classifier
will be a purely analog energy-efficient approach with a
power consumption lower than μW.

In this study, building upon our previously published
work [24] where the system methodology was validated
using a CW radar based on SDR, we introduce a novel fully-
analog classifier to replace the digital counterpart. Following
this initial step, once the functionality of the analog classifier
is confirmed, we will proceed to implement the remaining
blocks of the digital back-end using analog components.
In the end, the entire system will be evaluated under real-
time conditions to assess its overall performance and average
power consumption.

III. DATA COLLECTION
Measurements were conducted in the facilities at Department
of Electrical and Computer Engineering of Democritus

FIGURE 2. Experimental site (office) where the data set measurements were
recorded by the CW radar.

University of Thrace in Xanthi. The central operating
frequency was determined to belong to free industrial
scientific and medical (ISM) band 2.45 GHz. An office was
selected as the experimental site where the SDR (USRP
B205-mini) and the laptop were positioned on a desk and
the antennas were located in the next desk as depicted in
Fig. 2. This specific USRP is a general low cost and footprint
transceiver with limited computational power and operational
bandwidth. It is connected through a USB port to a portable
computer (e.g., laptop) with a power consumption around
2.5 W. The power consumption is almost constant due to the
use of Variable Attenuators in RF analog front end for power
control. This is a common practise in RF modules, because
the design and implementation of power variable microwave
sources and amplifiers is almost impossible. The data set
includes a total of 187 different cases of daily activities such
as walking around, sitting in a chair, kneeling and falling in
different angles. We selected to perform 37 fall cases and
150 non-fall cases because the fall cases will be unlikely to
happen and we do not want the algorithm to be biased. To
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verify the validity of our system Line-of-Sight (LoS) tests
were conducted with an approximately duration of 10 s each
one by a volunteer undergraduate student. We selected the
LoS conditions in order to test the accuracy of the proposed
analog classifiers based on the presented metrics. In a future
work, we will test their operation for LoS and Non LoS
cases in the same dataset. It is important to note that in
Line-of-Sight tests the low power level Wi-fi signal was not
interfered with the relative higher power radar signal. The
average distance of the antennas and the volunteer in each
case was 2.5 m while the maximum distance was defined at
5 m. The fall cases were performed with the limitation of not
being perpendicular to the propagation of the electromagnetic
wave in order to be able to detect a radial velocity due to
Doppler’s effect.
The raw data from radar were collected and then

processed, as detailed analyzed in [24], and the power
burst curve (PBC) and human’s effective acceleration were
derived. In summary, the CW signal travels through free
space, encounters a multibody target (e.g., person), and
gets scattered. Some of this scattered signal is reflected
back and captured by the receiving antenna. This received
signal is then amplified and converted back to digital for
processing. The processing involves removing the influence
of stationary targets by suppressing the DC component using
a moving average, from which real-time adjustments are
subtracted. Additionally, a Short Time Fourier Transform
(STFT) is applied to determine the Doppler-shifted frequency
response indicative of moving targets over time. The system
calculates a power burst curve and its moving average to
determine if the signal exceeds a certain threshold, indicating
movement. If so, acceleration is computed based on a
specified methodology [24].

The PBC expresses the power per time instant [39] and
is a good way to determine intense moving of the target
(such as human fall) [40]. This is a measure of the signal
energy, in the spectrum within a specific frequency band
and is estimated summing at each time step the power
of each frequency sample of the band [39]. The effective
acceleration is a combination of the response scatterers
(human torso, arms, head or legs) isolating it from slow
moving or stationary targets and electromagnetic interference
signals from other sources (Wi-Fi) [41]. A weighted average
of Doppler frequency shifts at each time step is used
to calculate this acceleration. Then, a Gaussian filter is
employed to focus on velocity ranges indicative of a fall,
filtering out slower movements that could be associated with
non-fall activities like sitting or standing. The choice of a
band-pass filter over a high-pass filter minimizes interference
from electronic noise and external signals which will display
higher frequencies than expected. For example for a human
fall, it is expected the maximum velocity to reach 5 m/s [42]
while the acceleration will be around 10 m/s2. In the
STFT spectrum analysis, both positive (movement towards
the radar) and negative (movement away from the radar)
frequency bands are important, requiring the use of two

FIGURE 3. A Simple Flowchart of the estimation of the PBC and effective
Acceleration and their indicative graphs for a fall case.

FIGURE 4. A Comparison between fall and non-fall case for PBC metric.

Gaussian distributions with the same variance but opposite
mean values to effectively cover both scenarios. A simple
flowchart of the above procedure is presented in Fig. 3.
It was proved that this effective acceleration curve could
be exploited to determine if a fall occurred or not with a
SVM [24]. In Figs. 4 and 5, a comparison between a fall and
a non-fall case (walking around the office) is taken place for
the PBC and effective acceleration. As someone can observe
the amplitude of the PBC curve cannot be used to determine
the fall because the high power low frequency components
contributes. However, when the acceleration is estimated the
difference in fall and non-fall cases is more distinguishable.
In this work, from the PBC and the effective acceleration,
ten features will be extracted, as it will be analyzed in the
next sections, and train different analog architectures in order
to test their fall detection capabilities.

IV. DECISION TREE CLASSIFICATION MODEL
A Decision tree classification model is a fundamental
machine learning algorithm used for both classification and
regression tasks [43], [44], [45]. It operates by recursively
partitioning the dataset based on feature values, creating
a tree-like structure. The process starts at the root node,
where the algorithm selects the most discriminative feature
using metrics like Information Gain or Gini Impurity [46].
The chosen feature splits the data into subsets, each branch

VOLUME 5, 2024 227



ALIMISIS et al.: RADAR-BASED SYSTEM FOR DETECTION OF HUMAN FALL

FIGURE 5. A Comparison between fall and non-fall case for the effective
acceleration metric.

representing a possible outcome. This process continues until
the leaf nodes, which contain the predicted class labels.
Mathematically, a Decision tree can be represented as a
function f (x) that takes an input vector x and maps it to a
predicted class label or value. This can be expressed as:

f (x) =
N∑

i=1

ci · I(x ∈ Ri) (1)

where N is the number of leaf nodes, ci is the predicted
class or value for the i − th leaf node and Ri is the region
of feature space associated with the i− th leaf.

The split criteria in a Decision Tree Classification Model
is determined using metrics that quantify the impurity or
disorder of a dataset. For example, the Gini Impurity is
commonly used and is defined as:

Gini(p) = 1 −
K∑

i=1

p2
i (2)

where K is the number of classes and pi represents the pro-
portion of samples belonging to class i in the dataset. Another
metric is Information Gain IG(D,A), which measures the
reduction in entropy after a split:

IG(D,A) = H(D) −
∑

u

Du
D

H(Du) (3)

where u ∈ Values(A), Values(A) are the possible values of
feature A, A is a candidate feature for splitting, H(D) is the
entropy of dataset D, Du is the subset of D where feature A
takes value u and H(Du) is the entropy of subset Du. These
equations illustrate the mathematical underpinnings of how
a Decision Tree Classification Model makes decisions and
performs splits based on impurity metrics.
The Decision tree model’s effectiveness lies in its inter-

pretability and ability to handle various types of data [45]. By

FIGURE 6. A block diagram of a Decision tree classification model. In a decision
tree classification model, nodes can be of two types (decision node and leaf nodes).
At each node, the algorithm selects the best feature and condition to split the data,
aiming to maximize the purity of the resulting subsets with respect to the target
variable. This process continues until a stopping criterion is met, such as a maximum
tree depth or a minimum number of samples per leaf node. The resulting tree can then
be used to make predictions on new, unseen data by traversing the tree from the root
node down to a leaf node.

visually representing the decision-making process, it offers
valuable insights into the underlying relationships within
the data. Moreover, Decision trees serve as building blocks
for more complex ensemble methods like Random Forests
and Gradient Boosted Trees. These ensembles combine
multiple Decision trees to enhance predictive accuracy. By
aggregating the predictions of individual trees, they can
mitigate overfitting and improve generalization performance.
This versatility, combined with the inherent transparency
of Decision trees, makes them a valuable tool in machine
learning across a wide range of applications.
A decision tree begins its classification process by starting

from the root node, where it compares the attribute value
of the dataset with that of the root [43], [44], [45]. Based
on this comparison, it proceeds along the corresponding
branch to the next node. In Fig. 6, a block diagram illustrates
a Decision tree classification model which introduces key
terminology. The root node serves node, on the one hand,
as the starting point for the tree and represents the entire
dataset, which is subsequently partitioned into two or more
homogeneous sets. Leaf nodes, on the other hand, signify the
final output and mark the endpoint of further segregation.
Splitting involves the division of decision and root nodes
into sub-nodes based on specified conditions. A sub-tree is
formed by this process of splitting. On the contrary, pruning
entails the removal of unnecessary branches from the tree.
The root node is referred to as the parent node, while the
remaining nodes are known as child nodes.

V. PROPOSED ARCHITECTURES AND MAIN BUILDING
BLOCKS
In this section, three analog architectures of the Decision
tree classification model, along with the fundamental circuits
constituting it, are presented. More specifically, the proposed
architectures approximate the behavior of the specific model
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TABLE 1. Extracted features.

based on the classification process it employs. The conducted
study focuses on the classification of data collected from
the implemented Radar-Based system for detecting Human
Falls. As a result, the classification task initially comprises
2 classes and 10 features. However, these architectures
can be extended to accommodate Ncla classes and Nd
features, allowing for greater generalization. The selected
features (both type and number) are determined through
feature extraction methods employed during the algorithm’s
training [47], [48], [49], [50]. This is done to attain maximum
accuracy without encountering issues of overfitting. In
Table 1 the 10 features are summarized. More specifically,
they are selected based on their ability to capture important
characteristics of signals, such as their amplitude distribution,
frequency content, shape, and temporal dynamics. These
features are commonly used in signal processing and are
known to be informative in various applications such as
pattern recognition, classification, and anomaly detection.

A. ANALYSIS OF MAIN BUILDING BLOCKS
The aforementioned architectures comprise varying combina-
tions of the following three circuits: sigmoid function circuit
(SFC) [31], [51], multiplier (MP) [52], and Winner-takes-
All (WTA) circuit [53]. Both transistor-level implementations
and the behavior of each circuit are provided. Referring to
the first one, an alternative implementation of the classic
SFC [31], [51] that generates a univariate sigmoid curve is
introduced. Since its output is in the form of current, it
can be easily expanded to higher dimensions by connecting
additional SFCs to the same node. Concerning the analog MP
here it employs the same implementation that was used to
regulate the height of Gaussian curves in an analog Support
Vector Machine (SVM) implementation [52] and is well-
suited for small currents. As for the argmax operation, the
standard Lazzaro WTA circuit [53] is employed. All of the
mentioned circuits provide the necessary functionalities to
achieve a high classification accuracy. Moreover, in order
to minimize the system’s power consumption, all transistors
operate in the sub-threshold region [54] and the power supply
rails are set to VDD = −VSS = 0.3V across the entire
architectures.
Since a low-power design is one of the main goals of

this work, all transistors operate in the sub-threshold region,
with power supply rails set to VDD = −VSS = 0.3V . The
selection of the basic building blocks and power supply rails

FIGURE 7. The analog hardware circuit related to the realization of sigmoid-based
curves. It is a differential difference SFC with cascode current mirrors. The voltage Vin

is related to the system’s input. The voltage parameters Vr and Vc , along with the bias
current Ibias tune the mean, variance and amplitude of the sigmoid function.

is guided by a trade-off between achieving high accuracy,
minimizing power consumption, and ensuring the correct
operating principles for the whole classifier. Also, we run
noise-transient simulations to check the behavior of the
proposed classifier. The classification result appeared to be
quite robust. To a certain extend this tells us that the errors
due to internal noise is small with respect to the errors in
the data. Moreover, the ease of implementation of SFC, MP
and WTA, makes them favorable candidates for area efficient
and low-power classifiers.

1) SIGMOID FUNCTION CIRCUIT

Typical SFCs output a univariate sigmoid function curve.
In this study a customized version of the SFC, which
is illustrated in Fig. 7, is introduced and implemented to
elevate the output curve’s quality and enhance robustness.
In particular, instead of a simple current mirror used
in [31], [51], a cascode one (Mp2,Mp3,Mp5,Mp6) is selected
(robust mirroring for small currents). Furthermore, for the
purpose of adjusting the width of the output curve, a bulk-
controlled differential difference pair (denoted as Mn1−Mn4)

is employed in place of a basic one. In practice, this differ-
ential difference pair comprises two distinct differential pairs
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TABLE 2. SFC’s transistor dimensions.

capable of generating currents characterized by sigmoidal-
shaped curves with adaptable slopes [55]. The transistors
Mn1 and Mn4 are deep-n-well. Via the parameter voltage Vc
and the body effect the output curve’s width is tuned. In
order to enhance the linearity of the block containing the
differential difference pairs, the size ratio between transistors
Mn1 − Mn2 and Mn3 − Mn4 is adjusted to 2, as opposed to
the original ratio of 1 [56], [57].
All the circuit inputs and parameters affect the behavior of

the output curve. The transistors Mn1 and Mn3 are connected
to the input voltage, Vin, serving as conduits for information
pertinent to the dataset. The electronic tuning of the sigmoid
function’s height, center and width is achieved through the
manipulation of three circuit parameters: Ibias, Vr and Vc.
These parameters are provided through the training process
of the classifier (via a software-based implementation). It’s
worth noting that this calibration process is a one-time
operation, after which the resultant parameters are extracted
and stored in an analog memory system [58].
The bias current Ibias, depicted in Fig. 8, tunes the height

of the resulting sigmoid output current under constant Vr = 0
and Vc = −300mV . The mean value of the derived sigmoid
function is altered through the voltage Vr, as shown in
Fig. 9, keeping the values of Ibias = 5nA and Vc = −300mV
constant. The SFC’s tunability in width, regulated by the
parameter voltage Vc, is illustrated in Fig. 10 with fixed
values of Ibias = 5nA and Vr = 0. Elevating the parameter
voltage Vc corresponds to an expansion of the sigmoid
curve’s width. Effective operation is achieved across a broad
range of parameter voltage Vr, spanning from Vrmin =
−250mV to Vrmax = 50mV . This range is chosen because it
is the effective range for the training procedure. For higher
Vr values, a decrease in the output current is observed, which
is no longer equal to the maximum but has a deviation. This
is undesirable as it cannot achieve the desired separation
between high and low currents for a small bias current Ibias.
In this work, this circuit is employed as an approximated
high-low output circuit. For Vin > Vr: Iout is equal to 2 ·Ibias.
For Vin = Vr: Iout = Ibias. For the rest, the output current
is very close to zero. The SFC’s transistor dimensions are
summarized in Table 2.

2) ANALOG MULTIPLIER CIRCUIT

To achieve precise linear scaling, an analog multiplier
circuit illustrated in Fig. 11 is employed. This multiplier
(MP) operates on the translinear principle [31], [51], which
stipulates that the product of clockwise translinear ele-
ments’ currents in a translinear loop equals the product
of counterclockwise translinear elements’ currents derived

FIGURE 8. The output current of the SFC as a function of Vin and parameterized on
Ibias , for Vr = 0mV and Vc = −300mV .

FIGURE 9. The output current of the SFC as a function of Vin and parameterized on
Vr , for Ibias = 5nA and Vc = −300mV .

FIGURE 10. The output current of the SFC as a function of Vin and parameterized on
Vc , for Vr = 0mV and Ibias = 5nA.

within the same loop. Essentially, in sub-threshold region
operating MOS, the translinear principle transforms the sum
of gate-to-source voltages around the loop into a current
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FIGURE 11. The analog translinear implementation of the multiplier. The three input
currents are used to tune the output current based on a mathematical equation. An
interesting observation is that when Ib is set to a high current value (more than 2nA)

and Ibias is set to a low current value (for example, 500pA), the output current equals
the low current value.

TABLE 3. Multiplier’s transistor dimensions.

product. This transformation is made possible due to the
exponential characteristics of sub-threshold region operating
MOS [54] current relative to its gate-to-source voltage, which
stems from Kirchhoff’s voltage law applied within the loop.
The designed translinear MP circuit features transistors

Mn5, Mn6, Mn8, and Mn9 arranged in an alternating loop
topology [52]. This configuration ensures that the output
current remains unaffected by the sub-threshold slope factor
κ . Additionally, we incorporate cascode NMOS and PMOS
current mirrors (consisting of transistors Mn1–Mn4 and Mp1–
Mp8, respectively) to achieve precise current mirroring.
Assuming all four transistors (Mn5, Mn6, Mn8, and Mn9)

are operating in the sub-threshold region and based on
the translinear principle, the MP’s output current can be
expressed as:

Iout = IbIbias
Imul

. (4)

In this case Ib and Ibias represent the inputs of the MP circuit
and Imul is a constant normalizing current. The inclusion of
transistor Mn7 is crucial for proper biasing of the translinear
loop. Detailed dimensions of the transistors in the multiplier
circuit are provided in Table 3.

Based on eq. (4), the output current Iout increases linearly
with the increase of currents Ib and Ibias and decreases
uniformly with the increase of current Imul. The behavior
of the circuit is also corroborated by the simulation results.
The output current of the MP circuit as a function of Ibias
and parameterized on Imull for Ib = 5nA is depicted in
Fig. 12. The output current of the MP circuit as a function
of Ibias and parameterized on Ib for Imul = 10nA is shown in
Fig. 13. The output current of the MP circuit as a function

FIGURE 12. The output current of the MP circuit as a function of Ibias and
parameterized on Imull for Ib = 5nA.

FIGURE 13. The output current of the MP circuit as a function of Ibias and
parameterized on Ib for Imul = 10nA.

FIGURE 14. The output current of the MP circuit as a function of Imul and
parameterized on Ib for Ibias = 5nA.

of Imul and parameterized on Ib for Ibias = 5nA is depicted
in Fig. 14. An interesting observation is that when Ib is set
to a high current value (more than 2nA) and Ibias is set to a
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FIGURE 15. The conventional Lazzaro NMOS-based argmax operator (WTA)
structure involves Ncla neurons.

low current value (for example 500pA), the output current
equals the low current value. More specifically, if one value
is Ib = 5nA (high) and the other value is Ibias = 500pA
(low), then the circuit approximates an “AND Logic Gate”
and the output is equal to 500pA (low) and not equal to
2.5nA (median). Based on this behavior, the implementation
of a hardware approximation of the Decision tree classifier
becomes straightforward. Specifically, even if there are data
that do not belong to the class that is studied, this will
be verified by all the features of the classifier. In the case
of two correlated features, the following occurs: one may
output high and the other may output low. Therefore, their
multiplication must result in a low value, since the data do
not belong to the class. If the function was different, the
output would occur at some intermediate value and thus the
classifier could assume that the data belong to the class.

3) WINNER-TAKES-ALL CIRCUIT

The Winner-Takes-All (WTA) circuit is designed to process a
set of Ncla input signals, responding exclusively to the largest
input while suppressing the responses from the remaining
Ncla − 1 inputs. Essentially, the WTA circuit embodies
the argmax function. Over time, various implementations
of WTA circuits have emerged, including voltage-mode
designs [53], current-mode configurations [59] and even an
ultra-low supply voltage version operating at just 0.3V [60].
It’s worth noting that all current-mode WTA circuit archi-
tectures are derived from the original design introduced by
Lazzaro [53].

The circuit configurations of the NMOS WTA circuit
for Ncla inputs is illustrated in Fig. 15. The PMOS WTA
circuit is the symmetric one and it can easily designed. In
the simplest NMOS version, a straightforward 2-input WTA
circuit (Ncla = 2) is constructed using four NMOS transistors
with identical W and L parameters, operating in the sub-
threshold region and biased by a constant current, denoted
as Ibias. The dimensions of these transistors are specified as
(W/L) = 400nm

1600nm . When the input currents are equal, i.e.,
Iin1 = Iin2, the output currents become Ion1 = Ion2 = 0.5Ibias.
For this specific work, we have not observed equal input
currents during classification procedure. As a results, we

FIGURE 16. In this configuration, Ibias = 5nA, Iin1 is a parametric current equal to Iin
and Iin2 = 6nA. The output current for both neurons as function of the input current Iin1.

FIGURE 17. The AFB block which consists of two correlated features which are
represented by two SFCs and a MP circuit.

have not multiple winners. For this reason, modifications to
the WTA or alternative approaches such as cascaded WTA
are not necessary. Since both Mn1 for class 1 (Mn1cl1) and
Mn1 for class 2 (Mn1cl2) have the same VGS voltage, when
Iin1 > Iin2, it follows that VDMn1cl1 = VGMn2cl1 > VGMn1cl2 =
VDMn2cl2 (same symbols for Mn2 transistor). Assuming that
both output transistors Mn2cl1 (Mn2 class 1) and Mn2cl2
(Mn2 class 2) operate in deep sub-threshold and have the
same source voltage, a slight disparity in their gate voltages
leads to a disproportionately larger difference in the output
currents. In this scenario, Ion1 = Ibias and Ion2 = 0.
Consequently, for input currents that differ significantly, only
the output current corresponding to the highest input current
will register a non-zero value. The behavior of the WTA
circuit is depicted in Fig. 16. Here, Ibias = 5nA, Iin1 is a
parametric current equal to Iin and Iin2 = 6nA.
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FIGURE 18. The high level architecture of a Decision tree classification model implemented with 5 AFBs, 5 CMs for each class and a WTA circuit. This architecture is called
SCA.

B. PROPOSED ANALOG CLASSIFIER ARCHITECTURES
In this subsection the proposed classifier’s high level
architectures are discussed. Since it is an application specific
task, the proposed architectures consists of Ncla = 2
classes and Nd = 10 input dimensions. Although all of
these architectures are application-specific, we can readily
create a generalized version to accommodate more or fewer
classes and input features. The implemented architectures
are hardware-friendly approximations of the Decision tree
classification model.

1) SIGMOID CORRELATED ARCHITECTURE

Initially, prior to implementing the architecture, a test was
conducted to assess the correlation between each pair of
selected features. Once the correlated features (pairs) are
identified, the hardware architecture is then designed. The
training process is conducted in the software, after which
the parameter values are stored in analog memories [58].
Afterwards, the hardware checks for each feature whether the
input data belong to a class or not. If the input data belong
to the class, the output of each feature should be high. There
are cases where the output is high for a feature, but these
input data do not belong to the class (random case). If each
correlated feature has a low output, then the final output will
be low for that class, considering those two features. This
process is executed for all five pairs of correlated features
for both classes.
Initially, each feature in this work is represented by a

sigmoid function. In the previous subsection the behavior of
the proposed SFC is analysed. A MP circuit is employed
to implement the correlation between the features. This

implementation is based on the following principle: if
the output of one feature is high and the output of the
correlated one is low, then the final output is low. The
circuit implementation that models the behavior of the two
correlated features is illustrated by the architecture shown
in Fig. 17. For simplicity this realization is called AFB
block. This is a generalized schematic which combines the
two activation function circuits, which are related to feature
i and the correlated one i + 1 (for i = 1, 3, 5, 7, 9) and
the correlated circuit (MP). Each SFC receives an input
voltage Vini or Vini+1, along with parameter voltages and
currents obtained from the training procedure and produces
a high or low output current referred as Iouti or Iouti+1. Then,
the two output currents are correlated through the MP and
the correlated output current for the two features Ioutmj is
extracted (j = 1, 2, 3, 4, 5).

The high-level structure of the sigmoid correlated archi-
tecture encompasses 2 classes and 10 features. Each block
associated with a class is composed of 5 AFBs, each
yielding an output current denoted as IoutAFBj = Ioutmj
(j = 1, 2, 3, 4, 5). Additionally, there are 5 cascode current
mirrors (CMs) in place to mitigate potential distortions. The
summation of the CMs’ currents generates the class current,
which can be either Iclass1 or Iclass2. In the final stage, the
WTA circuit is employed to compare the two class currents
and determine the final decision.

2) SIGMOID DECISION ARCHITECTURE

In this architecture (Sigmoid decision) there is no require-
ment for correlated features. Given that each feature operates
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FIGURE 19. The SDC block which consists of two SFCs which represent the same
feature and an argmax operator (WTA) circuit which compares both SFCs’ outputs.

independently, we can straightforwardly assess the probabil-
ities of each feature for each class, allowing us to identify
the highest probability. If an input datum is related to a
specific feature and belongs to this class, then the output
current is high, else it is low. The circuit implementation that
models this behavior is depicted in Fig. 19. For simplicity
this realization is called SDC block. This is a generalized
schematic that integrates the two SFCs, which are related to
feature i (for i = 1, 2, .., 9, 10) and more specifically i1 (class
1) and i2 (class 2) along with the current comparator circuit
(WTA). Each of these circuits receives the input data. If it
belongs to the class, the output current Isigi of the respective
SFC is high; otherwise, it is low. There are cases in which
both currents have high value. To address this, the WTA
circuit compares the two currents (Isigi) and determines the
final high and low currents for each specific feature i.
The high-level structure of the sigmoid decision architec-

ture again encompasses 2 classes and 10 features. Each block
associated with a class is comprised of 10 SDCs’ output
currents, each one referred as Iouti,j (for i = 1, 2, .., 9, 10 and
j = 1, 2). Additionally, there are 20 cascode CMs in place
to reduce potential distortions, with each one corresponding
to a WTA’s output. The summation of the CMs’ currents
generates the class current, which can be either Iclass1 or
Iclass2. In the final stage, the WTA circuit is employed
to compare the two class currents and determine the final
decision.

3) SIGMOID THRESHOLD ARCHITECTURE

In this architecture (Sigmoid threshold) the same test was
also carried out to evaluate the correlation between each
pair of selected features. The training phase takes place
in the software, where parameter values are subsequently
stored in analog memories [58]. Following this, the hardware
investigates each feature to determine if the input data
correspond to a specific class. In case the input data align
with the class, the output for each feature is expected to

register as high. Same as the other architectures, there are
cases where the output is high for a feature, but this input
data do not belong to the class. In such cases, if the correlated
feature exhibits a low output, the final output for that class
will also be low, accounting for these two features. This
meticulous process is iterated for all five pairs of correlated
features for both classes.
In the current architecture, a distinct design path is pursued

to address situations where a feature produces a high output
as a result of a random event. More specifically, the output
current of an SFC can assume an intermediate value, which
is not considered low. This may provide an additional “vote”
for the class to which the input data do not belong. The
solution to this case is the addition of an extra WTA in the
output of each SFC. As a result the two correlated features
(i and i + 1 for i = 1, 3, 5, 7, 9) consist of two SFC, two
WTA circuits and a MP circuit. This building block diagram
is illustrated in Fig. 21 and for simplicity this block is called
STC. Each SFC receives an input voltage Vini or Vini+1,
along with parameter voltages and currents obtained from the
training procedure and produces an output current referred
as Isigi or Isigi+1. Then, each of the currents is compared
with a threshold current (Ithi or Ithi+1) via a WTA circuit
and provide a “checked” high or low current Ifei or Ifei+1.
Then, the two output currents are correlated through the MP
and the output current of the correlated features Ioutmj is
extracted (j = 1, 2, 3, 4, 5).

The high-level structure of the sigmoid threshold archi-
tecture is shown in Fig. 22. This architecture consists of 5
STCs, 5 current mirrors, one WTA circuit and a threshold
current. In this case only the probability of one class is
calculated (if the input data belong or not to this class). All
the 5 Ioutmj output currents are summed through 5 CMs (to
reduce potential distortions). Then the current related to the
specific class Iclass is compared with a specific threshold
current (Ithc). This procedure determines the final winner. If
Iclass > Ithc, then class 1 emerges as the winner; otherwise,
it is class 2.

VI. OFFLINE TRAINING AND ARCHITECTURE
TUNABILITY
The analog hardware architectures of Decision tree classifi-
cation model outlined above rely on the integration of the
SFC to serve as a distance metric for prototypes in each
class (as detailed in previous Section). This setup allows
for the electronically adjustable parameters, Vr and Vc, to
be leveraged in creating a post-layout classification chip.
Also, the related current can be tuned in all SFC, MP and
WTA blocks in order to provide higher tolerance at the
cost of power consumption (for more complex tasks). This
adaptability enables easy customization to suit the specific
requirements of the targeted application. Additionally, the
system’s tunability is able to address a diverse array of
classification challenges, regardless of factors such as input
dimensions (Nd) and the number of classes (Ncla).
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FIGURE 20. The high level architecture of a Decision tree classification model implemented with 10 SDCs, 20 CMs and a WTA circuit. This architecture is called SDA.

FIGURE 21. The STC block which consists of two correlated features which are
represented by two SFCs, two WTAs (compare the SFC with a threshold current) and a
MP circuit.

To initiate the process, we developed a software-based
implementation of the Decision tree procedure to gather
essential parameters for the circuit. To ensure consistency,
all datasets used for validating the classifier were normalized
to fall within the operational range of the implemented SFC,
specifically within the range of [−250, 50]mV, as detailed
in previous Section. Also, regarding the range of the Vc
is set to [−300, 300]mV. This provides an extra degree
of freedom in the implementation, because the parameter
voltage Vc is able to tune the variance of the curve. As a
result, a map between the values of the Vc and the related
variance is implemented. Following this, the software-based
classifier underwent a tailored training process using a
specific methodology. This method enabled the extraction of
input dimensions for each class, which directly correspond
to the voltage parameters (Vr and Vc) of the hardware
counterpart.

FIGURE 22. The high level architecture of a Decision tree classification model
implemented with 5 STCs, 5 CMs and a WTA circuit. A threshold current is used in
order to provide the appropriate decision boundary. This architecture is called STA.

To obtain the values of Ibias, a deliberate choice was
made due to the absence of a direct method within the
Decision tree algorithm to ascertain them through the training
process. It was decided to assign it an arbitrary value
that remained constant across both classes. The selection
of the Ibias is related to a trade-off between accuracy
and power-consumption. This deliberate decision serves to
pinpoint any notable decrease in accuracy in the hardware
implementation to the extraction of software-based Vr, Vc
values, simplifying the development process and minimizing
unnecessary complexity. This step is executed once for
each distinct application and the resulting parameters are
subsequently exported and stored in an analog memory [58].
Training a decision tree classification algorithm involves

several steps [43], [44], [45]. In the following a high-level
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overview of the process is analysed step by step. 1) First,
the collection of a labeled dataset is necessary. 2) Then,
the dataset is divided into two subsets: a training set and
a testing set. The training set is used to train the model,
while the testing set is used to evaluate its performance. 3)
The decision of the relevant features (attributes) is necessary
for the classification task. There are features which may
not contribute much to the decision-making process. 4) The
decision tree algorithm recursively splits the data based on
the selected features to create a tree-like structure. 5) Choose
a splitting criterion. Common ones include Gini impurity
and entropy (both are used for comparison and provide same
results). These measure the impurity or disorder in a set of
examples. 6) Starting from the root node, the best feature
should be chosen to split the data. This is done by evaluating
the splitting criterion for each possible split. 7) Stopping
criteria are defined to determine when to stop growing the
tree. This could be based on the depth of the tree, the number
of examples in a node, or other factors. 8) After the tree
is fully grown, pruning techniques are applied to reduce its
size and complexity. This can help prevent overfitting. 9)
The trained tree is used to make predictions on new data.
Starting at the root node and following the branches based
on the feature values until a leaf node is reached, which
corresponds to a class label. 10) The testing set is used to
assess the performance of the trained model.
In this work, each feature is independent from the others,

except from the correlated ones. As a result, if a generalized
implementation is provided, it can easily tune the number of
input dimensions and classes. In the case of a generalized
implementation with Ncla classes, it is possible to deactivate
Ncla − 2 classes either by biasing them (each feature) with
zero Ibias currents or by providing Vin values far away from
Vr (for example, setting Vin = VDD and Vr = VSS). Also, in
the case of an implementation with Nd features, it is possible
to deactivate Nd−1 input features either by biasing each SFC
with zero Ibias currents or by providing Vin values far away
from Vr (for example, setting Vin = VDD and Vr = VSS).
Also, we can easily deactivate the whole classifier by using
the previous technique for all classes and input dimensions.

VII. SIMULATION RESULTS
In this Section, to demonstrate the proposed architecture’s
proper operation, the classifier is tested on the collected
dataset (fall-detection method). The related dataset and fall-
detection methodology is analysed in Section II. The data
are separated into a training and a test set (70 − 30%
training-test split). The design process was executed using
the Cadence IC suite within a TSMC 90 nm CMOS process.
The simulation results were obtained on the layout for
each specific architecture. These layouts, which are depicted
in Figs. 23, 24, 25, incorporating the three decision tree
classifiers, is meticulously crafted with a primary focus on
achieving area efficiency. All layouts are implemented based
on the common-centroid technique and additional dummy

FIGURE 23. Layout of the proposed classifier architecture (SCA). The total area is
equal to 0.351mm2.

FIGURE 24. Layout of the proposed classifier architecture (SDA). The total area is
equal to 0.413mm2.

FIGURE 25. Layout of the proposed classifier architecture (STA). The total area is
equal to 0.198mm2.

transistors are added to mitigate mismatches and address
manufacturing considerations.
In order to demonstrate the effectiveness of the proposed

classification pipeline, we meticulously carry out a com-
prehensive training and validation process. This process is
iterated 20 times for this specific dataset (for each architec-
ture) to establish a robust classification accuracy, mitigating
the impact of random variables inherent in software-based
train-test divisions. In every iteration a direct comparison
between the analog and software implementations is con-
ducted, employing identical training and validation datasets.
Furthermore, a sensitivity analysis of the circuit is executed
through Monte Carlo simulations, encompassing N = 100
data points.
The behavior of the proposed analog classifiers is con-

firmed via the simulation results. In Table 4 the classification
accuracy for the three classifiers is summarized. For
the sigmoid correlated architecture, here called SCA, the
hardware-based implementation of the proposed classifier
exhibits a marginally lower accuracy of approximately
0.2% compared to an identical software-based counterpart.
Furthermore, their respective results demonstrate similar

236 VOLUME 5, 2024



TABLE 4. Accuracy results on the dataset (over 20 iterations).

FIGURE 26. Classification results of the proposed SCA (yellow) and the equivalent
software model (green) on the dataset over 20 iterations.

deviations across various train-test iterations. For a com-
prehensive comparative analysis, the results are depicted in
Fig. 26, which provides detailed histograms depicting the
exact classification accuracy. In the case of the sigmoid
decision architecture (referred to as SDA), the hardware-
based implementation of the suggested classifier shows a
slightly lower accuracy, approximately 1.6%, compared to
its software-based equivalent. Additionally, both implemen-
tations display similar deviations in their results across
different train-test iterations. For a thorough comparative
assessment, the results are presented in Fig. 27, which
includes detailed histograms illustrating the precise clas-
sification accuracy. In the case of the sigmoid threshold
architecture, referred to as STA, the hardware-driven imple-
mentation of the suggested classifier shows a slight drop
in accuracy, approximately 1.3% lower than its software-
based counterpart. Moreover, both implementations yield
comparable deviations in their results across different train-
test iterations. For a comprehensive comparative analysis,
the results are illustrated in Fig. 28, which includes detailed
histograms showcasing the precise classification accuracy.
The sensitivity behavior of each classifier circuit is

verified via the Monte Carlo analysis. In this evaluation,
the training data of one of the 20 candidates from the
preceding test was employed as input. The outcomes are
visualized through the Monte Carlo histogram presented in
Figs. 29, 30, 31 for each classifier respectively. The mean
value stands at μM = 98.079%, μM = 98.761%, μM =
98.431% demonstrating close proximity to the mean value
of the previous test, respectively. Additionally, the standard
deviation is impressively low, recorded at σM = 0.54%,

FIGURE 27. Classification results of the proposed SDA (yellow) and the equivalent
software model (green) on the dataset over 20 iterations.

FIGURE 28. Classification results of the proposed STA (yellow) and the equivalent
software model (green) on the dataset over 20 iterations.

FIGURE 29. Post-layout Monte-Carlo simulation results of the proposed SCA on the
dataset.

σM = 0.59%, σM = 0.61%, respectively. The previous values
confirm that all three classifiers have high.
Apart from Monte-Carlo analysis, the proposed classifiers

undergo testing to account for Process-Voltage-Temperature
(PVT) variations. The selected corners encompass TT, SS,
FF, SF, FS (T: Typical, S: Slow, F: Fast). Additionally,
the power supply rails fluctuate within the range VDD =
−VSS = 0.25V to VDD = −VSS = 0.35V . Regarding
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FIGURE 30. Post-layout Monte-Carlo simulation results of the proposed SDA on the
dataset.

FIGURE 31. Post-layout Monte-Carlo simulation results of the proposed STA on the
dataset.

temperature, the assessed spectrum spans from −25oC to
125oC. All three implementation exhibit resilience across
corners, maintaining a minimum classification accuracy of
94.53%, 93.12%, and 93.46% for the SCA, SDA, and STA
architectures, respectively, under the worst-case scenario.
The most challenging corner scenario emerges with SS,

−25oC, VDD = −VSS = 0.25V , coupled with reduced
software-based accuracy (worst case). Specifically, in sub-
threshold, devices should be biased with VGS voltages almost
equal to Vth (which increases with decreasing temperature
due to the increase in carrier mobility) and in the slow corner,
the doping concentration may be lower, leading to a higher
Vth [54], [55], [61], [62]. As a results higher VGS voltages
are necessary. Also, in this region VDS ≥ 4VT where VT =
kT/q (temperature-dependent). For a minimum temperature
of −25o Celsius, the value of VT is 20.67mV. In this case,
we may encounter a mismatch during mirroring due to the
Early effect. We can address this issue by using cascode
CMs and transistors with longer channel lengths (L).

VIII. COMPARISON STUDY AND DISCUSSION
In the related literature, it is notable that most analog
classifiers are typically tailored to specific applications. This
specificity poses a challenge when attempting to conduct an

unbiased comparison among diverse implementations. As a
result, there is an opportunity to customize the design of
related classifiers to suit the same application, enabling a
comprehensive performance evaluation across various ML
models and approaches. All the summarized classifiers are
implemented in a TSMC 90 nm CMOS process technology,
with power supply rails selected based on the operating region
and a trade-off between higher accuracy and lower power
consumption. All are implemented for the same dataset.
All classifiers were trained using the required software,

which relied on the mathematical models described in each
implementation. Subsequently, they were all designed using
the TSMC 90nm CMOS process. At this stage, they under-
went schematic-level verification (except our work, which
is verified in layout-level too), and necessary enhancements
were implemented to optimize classification accuracy and
speed while prioritizing minimal power consumption. We
followed the necessary design process described in each
work. In cases where the architecture operate in saturation,
we applied the corresponding techniques specific to that
operating region. The aforementioned process aimed to
ensure a fair comparison, given that the implementations
were carried out using different technologies and for distinct
classification tasks.
Specifically, Table 5 offers a comprehensive overview of

our research in comparison to related classifiers, including
a SVM [52], [63], a cascaded-connected Bayes [64], a
Gaussian mixture model (GMM) [65], a Radial Basis
Function (RBF) [66], a RBF-Neural Network (NN) [67],
a Multilayer Perceptron (MLP) [68], a K-means [69], a
Support Vector Regression (SVR) [70], a Self-Organized
Map (SOM) [71], a Long Short-Term Memory (LSTM) [72],
a Fuzzy [73], a Threshold [74] and a cascaded-connected
Centroid classifier [75], within the context of fall detection
method. For further insights into analog and mixed signal
classifiers, please consult [76], where these classifiers are
summarized and elucidated.
All the implementations of ML models referenced in

Table 5 are based on approximations of equivalent mathe-
matical models. When it comes to architectural complexity,
there are various approaches, some with low complexity
and others with high complexity. The level of complexity is
also tied to the specific ML model being implemented and
the nature of the approximation. Furthermore, in contrast
to cascaded implementations, each feature in this work
is independent of the uncorrelated features. This leads to
a higher classification accuracy. Additionally, in a more
generic architecture, these implementations can handle a
higher number of input dimensions compared to the cascaded
approach. This provides a notable advantage by eliminating
the need for Principal Component Analysis (PCA) [77].

Among the architectures examined in this study,
namely, SCA, SDA, and STA, the SCA emerges as
the top performer in achieving classification accuracy.
This superiority is attributed to the quality of the
SCA architecture’s approximation compared to the other
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TABLE 5. Analog classifiers’ comparison on the dataset.

approaches. Additionally, this implementation surpasses all
the other classifiers listed in Table 5 in terms of mean
accuracy, with the exception of the LSTM algorithm,
which excels in balancing model complexity and hardware-
approximation efficiency. It’s important to highlight that this
heightened performance is attained with the least energy per
classification in comparison to alternative approaches. While
the Threshold classifier achieves the lowest power consump-
tion, it does so at the expense of accuracy and processing
speed, owing to its model’s simplicity. To conclude, this work
provides a trade-off between power-consumption, energy per
classification and classification accuracy. It is important to
highlight that, in this kind of biomedical applications, rapid
processing speed is not a vital specification (sacrifice speed
for power consumption).

IX. CONCLUSION
A Radar-based system for detection of human fall was
introduced. The implemented fall-detection method was
tested utilizing a low cost CW Radar system with ultimate
purpose to operate in real-time scenarios. Low-power and

fully analog integrated architectures of the decision tree
classification model were also introduced in order to classify
the received data. The main building block of each classifier
consists of a double-differential pair SFC, an analog MP
and a WTA circuit. In order to evaluate the effectiveness
of our approach, we conducted an extensive evaluation,
pitting them against the established analog classifiers on
the measured data. The model training and comparison
against software-based classifier were executed within the
Python programming environment. For the hardware design
and subsequent post-layout simulation result processing, we
made use of the Cadence IC Suite, employing a TSMC
90 nm CMOS process technology. Classification outputs
demonstrate the effectiveness of the proposed architectures
and validate the design methodology.
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