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ABSTRACT This article presents a readout scheme for analog in-memory computing (AIMC) based
on an embedded phase-change memory (ePCM). Conductance time drift is overcome with a hardware
compensation technique based on a reference cell conductance tracking (RCCT). Accuracy drop due to
circuits mismatch and variability involved in the computational chain are minimized with an optimized
iterative program-and-verify algorithm applied to the phase-change memory (PCM) devices. The proposed
AIMC scheme is designed and manufactured in a 90-nm STMicroelectronics CMOS technology, with the
aim of adding a signed multiply-and-accumulate (MAC) computation feature to a Ge-Rich GeSbTe (GST)
embedded PCM array. Experimental characterizations are performed under different operating conditions
and show that the mean MAC decrease in time is approximately null at room temperature and reduced
by a factor of 3 after 64-h bake at 85 °C. Based on several MAC operations, the estimated 512 x 512
matrix—vector-multiplication (MVM) accuracy is 97.4%, whose decrease in time is less than 3% in the
worst case.

INDEX TERMS Analog in-memory computing (AIMC), artificial intelligence, drift compensation, matrix—
vector multiplication (MVM), phase-change memory (PCM).

. INTRODUCTION

HE RISING spread of data-centric applications, such

as deep learning and artificial intelligence, has dictated
new constraints in the field of computing architectures
and algorithms. Among innovative solutions recently being
researched, in-memory computing (IMC) has been proposed
as a valid strategy to overcome traditional Von Neumann
architectures, where physically separated processing and
memory units implicate a massive amount of both energy
consumption and computing latency due to internal data
transfers [1], [2], [3], [4]. To address this issue, the IMC
strategy intends the execution of computing tasks directly
within the memory array avoiding data to be conveyed
between memory and processing units [5]. This can be

achieved on the one hand with fully digital architectures
using typically static random access memories (SRAMs) [6],
[7], [8], [9]. On the other side, analog IMC (AIMC) [10]
allows all the computations to be carried out in an analog
way, and, according to this approach, the computational
function emerges from the physical features of the memory
devices, thus requiring the employment of dedicated mem-
ories and architectures.

A representative AIMC task is the matrix—vector multi-
plication (MVM), which is the kernel operation performed
in the inference of deep neural networks (DNNs) [11]
and by linear algebra accelerators [12]. An MVM can
be computed ideally in one step taking advantage of
nonvolatile memories (NVMs) arranged in a cross-point
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structure [13], [14], such as Flash [15] and magneto-resistive
random access memory (MRAM) [16]. Among resistive
NVMs, phase-change memory (PCM) has established itself
as a promising technology for the AIMC context as it grants
data to be stored with high density [17], [18]. This can be
achieved thanks to the increasing scalability of its memory
cells; furthermore, multiple bits can be stored in a single
device through a set of intermediary resistive states [19].

In the PCM-based AIMC scenario, MVM can be imple-
mented in an analog fashion using Ohm and Kirchhoff
laws, with the matrix coefficients being mapped in the PCM
cells in the form of conductance levels [20], [21]. Although
many advances have been recently carried out to extend
the application panorama of PCM from conventional digital
storage to AIMC, some challenges are still open [22]. Among
these, the retention of the states stored in PCM devices is
deeply affected by the conductance drift, so that the generic
cell conductance tends to randomly decrease in time [23],
with a negative impact on the overall computation. As drift
plays a primary role in narrowing the accuracy of PCM-
based hardware accelerators [24], different approaches have
been proposed to address this issue.

This article expands the analysis of the hardware drift
compensation scheme based on reference cell conductance
tracking (RCCT) first presented in [25], whose effect
was combined with a software device-aware training to
enhance the accuracy of DNNs in [26]. In particular,
this article motivates the employment of the conductance-
ratio RCCT with respect to other possible compensation
solutions, showing its potential in mean drift recovery for
low-power PCM-based AIMC. Moreover, the recognized
increase of matrix coefficients spread related to conductance-
ratio RCCT is minimized involving multiple PCM reference
cells. Furthermore, a thorough characterization of the corre-
sponding prototype is performed to estimate the accuracy of
512 x 512-sized MVM operations, even with a temperature-
induced drift acceleration.

This article is organized as follows. Section II describes
the drift phenomenon through an experimental characteriza-
tion of Ge-rich GeSbTe (GST) PCM cells of a 90-nm CMOS
STMicroelectronics embedded memory IP, and discusses the
state-of-the-art solutions for drift compensation. Section III
motivates and describes the proposed hardware scheme for
drift compensation. Section IV is focused on its circuit-
level implementation, while Section V illustrates the related
test prototype, designed and fabricated in the same previous
technology, along with its characterization results. Section VI
concludes this article.

Il. PCM CELLS CONDUCTANCE DRIFT

A. ANALYSIS OF PCM CELLS CONDUCTANCE TIME
BEHAVIOR

Short-term conductance time drift manifests itself as a
slow but steady increase of the resistivity of the PCM
amorphous material, which several studies have ascribed to
defects annihilation [27], [28] and phase relaxation [29]. The
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measured PCM cell conductance g(#) has been shown to
follow a power law in time

g(t) = go<i) (1)
1o

where go := g(fp) is the initial conductance at arbitrary
time fy after programming; v > 0 is the drift coefficient,
which is a cell-to-cell variable and depends on the operating
temperature [30].

As a preliminary step toward the goals of this work, an
analysis of the time behavior of Ge-rich GeSbTe (GST)
PCM devices was carried out on a 128-kB embedded PCM
(ePCM) memory IP in a 90-nm STMicroelectronics CMOS
technology [31]. Conductance measurements were performed
by applying a voltage Vg on each cell [as outlined by
Fig. 1(a)] and reading its corresponding current.

As first discussion, Fig. 1(b) shows the current of two
cells, programmed with the same initial conductance value
g0, being monitored for an hour at room temperature (RT).
Curves highlight first the evanescent trend of the drift
(as modeled by the previous equation), whose randomness
introduces a conductance variability from cell to cell;
furthermore, each device is subject to low-frequency (flicker)
noise, which originates from traps in the amorphous phase
of the material [32] and results in additional fluctuations of
its current. Both effects turn into a decrease of the MVM
computation accuracy in PCM-based AIMC systems, as the
matrix coefficients are typically implemented by the cells
conductance.

To analyze the time drift dependence on the initial conduc-
tance go and on temperature, 1000 PCM cells programmed
to different gg values were measured after 12 h (r = ¢,) at
Ty = RT. The drift coefficient v; = v|r=r, was evaluated
by inverting (1), that is

o = Ing0) = In(g () .

ln(%)
The drift coefficient was then evaluated at higher temperature
T, = 85 °C. As the employed measurement setup is suitable
for measures performed at RT only, the drift coefficient
V2 = v|r=1, Was estimated, as suggested in [23], with two
measures (f,, tp) before and one measure (¢.) after a 12-h
annealing of the testchip at 75, so that
(i) - ()
vy = . 3)
ln(ﬂ)
1o

Both coefficient sets are reported in Fig. 1(c), where v
and v are plotted for each cell as a function of its initial
conductance value g(#p) to highlight two relevant aspects
in the context of AIMC. First of all, the drift coefficient
depends on the initial conductance value g(tp), as it is
attributable to the amount of amorphous phase resulting
from the cell programming state [33]. Second, the drift is
accelerated by temperature [34], as highlighted by higher v-
values at 85 °C with respect to those at RT. Therefore, in a
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FIGURE 1. (a) Employed measurement setup employed and sketch of the internal
structure of a GST PCM cell. (b) Normalized current of two sample PCM devices
programmed to the same initial conductance g, and measured for an hour at RT.

(c) Drift coefficients v, at T; and v, at T as a function of the initial conductance value
9(t) for a set of 1000 PCM cells. Measures are taken in a 12-h time window at RT (blue
circles) and at 85 °C (purple squares).

multilevel AIMC approach, the overall retention is difficult
to evaluate; furthermore, temperature fluctuations during
computations make complex to accurately describe the
behavior of cells over time and their effect on the computing
accuracy.

These considerations are supported by various works
highlighting the impact of drift on the -classification
accuracy of some well-known neural networks [24], [35].
For this reason, the PCM cell drift has been han-
dled from the technology itself to the application level
with different strategies, whose overview is provided
hereafter.
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B. STATE-OF-THE-ART DRIFT MITIGATION TECHNIQUES
Due to the intrinsic physical origin of the drift, optimizations
concerning the device materials have been investigated.
In [36] an optimized Ge/N-doped GST alloy achieves a
fast programming time and high crystallization temperature;
Koelmans et al. [37] proposed to project the phase configura-
tion of phase-change material onto a stable resistive thin film
within the device, so that the readout current is considerably
less sensitive to the lattice rearrangement process of the
amorphous phase. In [38], a read/program scheme realizes
PCM drift compensation and features specific current pulses
to suppress data decoding failure for multilevel storage
applications.

In the AIMC context, drift mitigation is typically
addressed at the application level. In [35], stored
coefficients are modified during the inference execu-
tion; alternatively, other works overcome drift issue with
post-processing compensations based on its statistical
description [39], [40], or adopting device-aware DNNs train-
ing techniques [41], [42], [43] to increase the resilience of
the neural inference accuracy.

A representative hardware compensation mechanism to
address generic NVMs retention issues is the RCCT.
Lin et al. [44] proposed to improve retention in ReRAM-
based systems with a reference array stored in a system
register, which is read to correct neural inference operations.
RCCT has been initially proposed for PCM-based multilevel
storage in [38] and exploits the resistance of reference cells
as an adaptive-sensing threshold.

However, programming cells at different times due to stan-
dard write operations, may result in overlapping intermediate
conductance states. As a result, all cells within a given
reference must have the same time synchronization, and any
update necessarily involves a read and rewrite process of the
entire group. Incidentally, the AIMC context does not require
frequent write operations, as the MVM weights stored in the
memory array are typically defined offline and infrequently
updated [41]. This could give to RCCT the opportunity to be
an effective strategy to overcome the drift impact on analog
computations. Furthermore, thanks to the on-chip nature of
the RCCT, its drift mitigation turns to be more resilient
to further nonidealities, such as chip-to-chip variability and
operating conditions variations, that can complicate accurate
modeling of PCM drift for post-processing compensations.

lll. HARDWARE DRIFT COMPENSATION FOR
MULTILEVEL AIMC

A. MEAN CONDUCTANCE DRIFT RECOVERY

According to the AIMC paradigm, the MVM output

z = WX, defined as
4| w11 Win X1
= : : x| “)
m W, 1 Wm,n Xn

can be implemented with the matrix coefficients w;; being
stored in the memory in the form of conductance g;;,

71



ANTOLINI et al.: READOUT SCHEME FOR PCM-BASED AIMC WITH DRIFT COMPENSATION, VOL. 4, NO. 1, JANUARY 2024

. — .
1h 12h l .
0.3/| ® e T, =25°C : L 1
o n T, = 85°C M = " om
< I
B 0.25) . 1
s g(ty)-prop. drift [ o
3 »| ® o
% | o o
o 0.2r n : ] 1
S = ° ° : o o e
iEJ 0.15+ . ° ° i 1
© - ® o I
g 0.1r “ o * ‘ | Rigid drift |
° I igid dri |
=2 i 6 o © :<—’
0.05+ o © I 1
8 ° |
ol | | I
0 0.2 0.4 0.6 0.8 1

Normalized initial conductance g(t,)

FIGURE 2. Mean conductance decrease Ag for 16 groups of cells as a function of
their initial conductance. Curves refer to Ag evaluated after t =1 and t =12 h at RT
(blue circles) and at 85 °C (purple squares).

exploiting one or more cells per element. Each z; of the
output array z is computed as the multiply-and-accumulate
(MAC) operation

n
Zi=W - X= ZW,’JXJ' (5)
j=1

where w; = (w; 1, ..
input vector.

Fig. 2 reports the mean conductance decrease Ag :=
g(to) — g(®) of 16 groups of cells with different initial
conductance g(#y). Measures were performed on the same
test vehicle of Section II-A. Curves refer to Ag(t,T)
measured after r; = 1 h and t, = 12 h at RT (7}) and
at T, = 85 °C. Results identify two possible behaviors
of the mean conductance decrease. Cells with normalized
initial conductance ranging from 0 to 0.7 approximately
exhibit a g(#p)-proportional drift, so that one can assume
Ag(t, T, go) = kg(tp), where k = k(t, T) depends on time
and temperature. The conductance decrease of cells with
higher initial conductance shows a negligible correlation
between g(fp) and Ag, which can thus be assumed rigid in
time and temperature, i.e., Ag(t, T, go) = h(z, T).

In the last condition, drift can be mitigated by implement-
ing each matrix coefficient through the difference of two
PCM devices, so that the mean value of the (7, j)th matrix
coefficient w;; = g;; — gr has ideally no dependence on
drift, as in this case

wij(t, T) = (gij(to) — h(t, T)) — (gr(to) — h(t, T))
= gij(to) — gr(to) (6)

where gg is the reference cell which implements the RCCT.
On the other side, using an RCCT based on conductance
ratio is the most effective method to attenuate the drift when

., Xp) is the

o Win), and X = (xq, ..
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it exhibits a g(#p)-proportional behavior. In this case, each
coefficient

wij =2 %

turns to be ideally constant on average in time and
temperature, as

Wit T) = 8ij(t0)(1 — k(. 7)) _ ij(t0)
/ gr(to)(1 —k(1,T)) ~ grl(to)

recovers the mean value of the cell conductance decrease
for each matrix weight.

The feasibility of the first solution is validated by circuital
simulations in [45] using a binary programming of PCM
devices. In the multilevel context, as shown in Fig. 2, the
range of programmed conductances g(typ) where cells exhibit
a g(tp)-proportional drift is wider than the one where the
drift is rigid. Therefore, the implementation of each matrix
coefficient using a conductance ratio as in (8) would mitigate
the drift of a wider range of programmed conductances g(#y).
Moreover, operating at lower conductances allows for the
reduction of the overall power consumption. The hardware
implementation proposed in this work is designed to operate
under this latter condition.

The assertion of (8) is valid in the ideal case of
Ag(t, T, go) = k(t, T)g(tp). A more realistic expression of
w;j in time can be obtained combining (1) and (7)

w1, T) = 51 (i) ; ©)

8r \ 10

which exhibits an equivalent weight drift coefficient reduced
to v; — vg. The value of the reference cell conductance is
crucial for the effectiveness of the drift compensation, since
an ideal compensation would be achieved only if v; = vg Vi,
so that (9) is equal to (8), which is not feasible due to
the variability of drift coefficients. Results in [25] and [26]
have shown that a gg = g™, where gM is the average
conductance among the employed g; ; values, maximizes the
drift mitigation.

®)

B. SPREAD MITIGATION WITH MULTIPLE REFERENCE
CELLS
Previous analyses on drift compensation consider only
the mean value of cells conductances (i.e., of the matrix
coefficients). As anticipated with of Fig. 1(b), it is necessary
to also include in this evaluation the low-frequency conduc-
tance fluctuations and drift coefficient variability of PCM
cells, which lead conductances with the same programming
level g(#p) to increase their standard deviation over time.
As each weight w; ; is derived from the ratio of two noisy
sources, its equivalent spread is increased with respect to a
single PCM device. Let us define o,(f) as the conductance
spread in a generic time instant ¢ of cells programmed
to the same level, and o,,(f) as the standard deviation
of the conductance-ratio equivalent coefficient distribution.
As proven in the Appendix, the increase of o, can be
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FIGURE 3. Spread increase of MVM coefficients as a function of the number of
reference cells, according to (10).

estimated, assuming equal o, (?) for all conductance levels,
as o,() = \/iog(t). This limitation is overcome in this
work by implementing the reference conductance gr with
multiple PCM devices as in this case o,, is reduced to

/ 1
ow(t) =o04(t) /1+ =

where r > 1 is the number of PCM cells used as reference
conductance.

It is evident that the more r increases, the more o,, tends
to be equal to oy, which implies the compensation method
to not introduce significant overhead in terms of coefficients
spread. Exploiting a reference sector implies a decrease of
the area efficiency, as a portion of the memory array is
thus excluded from computations. However, as reported in
Fig. 3, 0, tends to o, with few reference cells compared to
common memory IP sizes. As stated in Section V, the current
implementation involves r = 8 bitlines (BLs) as reference,
with a theoretical increase of the coefficient spread around
6% only.

(10)

IV. READOUT SCHEME FOR AIMC

A. READOUT SCHEME ARCHITECTURE

The proposed readout circuit is conceived to perform a
signed (n x m)-sized MVM operation as in (4) with a PCM
conductance-ratio RCCT to mitigate the effect of drift on the
computing accuracy. As shown in Fig. 4, the AIMC readout
scheme is expected to be interfaced on 2n + r BLs of the
ePCM array, and it is conceived to prevent the memory IP
from being modified. As explained hereafter, the first 2n
BLs are used to read the matrix coefficients, whereas r BLs
are used as reference for RCCT.

The detailed circuital implementation of the readout
scheme is reported in Fig. 5. The scheme takes as input the
array X = (x1,...,X,), where x; are digital signed strings.
The absolute value of each x; is internally converted to an
analog value V;, while the sign bits x} are directly connected
to the corresponding readout circuit. Each matrix element
w;j of W is expressed as in (7) w;; = g;;/gr, and its
sign is represented by gf L PCM devices implementing the
coefficients on the same row w; are located on the ith
wordline (WL) along with the r reference cells. A dedicated

VOLUME 2, 2024

AIMC unit
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FIGURE 4. Schematic of the ePCM and its interface with the AIMC unit.

memory sector of r-BLs contains the reference cells for
RCCT.

The reference BL biasing circuit sets the BL read voltage
Vg of the reference conductance ggr. According to the
waveforms of Fig. 5, when the START signal switches to
logic low, a current I = ggVR is integrated on capacitance
Cr, generating a ramp signal Vramp(?) starting from Vj

Ir
Vramp(t) = ——1+ Vo. (11)
Cr

The same reference read voltage Vg is applied on
each weight cell g;; through n BL biasing circuits. Each
corresponding current /; = g; ;Vg is then sourced to or sunk
from the output node according to the sign of the product
wi jxj, which is obtained combining the corresponding sign
cell gij value and x5 sign bit, as further described. The
jth current path is then enabled for a time window Ton;.
which begins at the START falling edge and ends when the
output of the jth comparator switches to logic low, i.e., when
VrRamp(?) = V;. According to (11), the time window

_ Cr(Vi — Vo)

Tox; = (12)

8rVR
is the time-coded version of the input x;. As widely
demonstrated by [5], the adoption of time modulation of
inputs with cells being read at fixed voltage addresses cells
I-V characteristic nonlinearity.

The amount of charge Q; at the output node

n n
0:= Yttty = i Y| 4
j=1 j=1

Vi —V, 13
<R J 0)] ( )

implements the analog computation of MAC z; as in (5),
where w; ; is represented as the conductance ratio g; j/gg and
each x; is mapped into (V; — Vp). The RCCT is circuitally
achieved with the slope of ramp Vramp(f) decreasing in
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FIGURE 5. (Left) Circuital realization of the AIMC unit. (Right) Waveforms of two consecutive MAC operations, one positive and one negative.

accordance with the reference conductance drift; this leads to
an increase of Ton;, which compensates for the drift-induced
drop of weight cells conductances.

It is worth noting that applying the MVM inputs on the
BLs requires a sequential activation of m consecutive WLs
to perform a full MVM operation of size (n x m). However,
the proposed compensation method does not lose generality,
as it is applicable also when MVMs are executed in a single
step by applying the inputs on the WLs.

B. BITLINE BIASING CIRCUIT

The BL biasing circuit, shown in Fig. 6 (left), is implemented
with a current—voltage mirror (CVM) and a voltage regulator.
The voltage of the source terminal of transistor M4 (i.e.,
the ith B’ node) is forced to the read voltage Vg using
the voltage regulator. Feedback from the source of My is
provided to the noninverting input of the amplifier, while the
inverting input is connected to Vg. A single-voltage regulator
can be shared among more than one CVM.

The CVM, composed of the two coupled transistor
(M1-M4 and M>—-M3), is a well-known circuit topology
widely used in bandgap reference circuits [46], [47], [48].
Transistors M>—M3 are arranged as current mirror to grant
I' = I, further, transistors M;—My, sharing the same gate
voltage and having matched drain currents, provide a voltage
mirror to have equal potentials on BL and BL’ nodes. In other
words, the CVM provides a voltage feedback that equalizes
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the gate-source voltages of transistors M; and My. Thus,
neglecting the voltage drop through the column selector Mg,
the reference voltage Vg is applied to the PCM cell as well.

The drain—source voltages of the paired transistors
(M1—My4) and (M>—M3) are equal if Vy = Vy (such that
VBL = VBrL'), which is only in the ideal case granted by
the circuit topology. Nevertheless, channel-length modulation
makes I/ being different from I;, leading to inequalities
between the Vgs voltages of M| and My4. This translates
into a systematic voltage offset error on BL and BL’
nodes, afflicting the accuracy of the MVM computation. As
explained in Section V-B, the voltage offset is compensated
in this work by tuning the MVM weights cells conductance
during the programming phase.

The mirroring factor o« of M—-M4 and M>—M3 can be
chosen to get Ij’ < I, with an advantage in terms of power
consumption. Considering 1= gMVg, where gM is the
average conductance, the form factors of M» and M4 have
been chosen to satisfy

Vop — IVGs, |1=7 = Vasslp=i/a + VR (14)
which implies Vx = Vy when [ =T, and thus voltage offset
is minimized when g; ; = M.

The reference BL biasing circuit of Fig. 5 is equal to
the one shown in Fig. 6 (left), with g;; = gg and I; = Ig.
The employment of more reference cell conductances gg
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FIGURE 6. (Left) Schematic of BL biasing circuit. (Right) Schematic of the sign generation circuit.

is supported by summing r cell currents of the reference
BL nodes, which are then scaled with a mirroring factor «
equal to r, and then integrated on the ramp capacitance Cg.
As a result, the expression of the integration time window
Ton,; in (12) is still valid, so that the drift compensation
mechanism is not affected.

C. SIGN GENERATOR CIRCUIT
While the value of I; represents the MVM coefficient w; ;
magnitude, its direction encodes the sign of the MAC product
w;jxj. The sign of w;; is stored in an additional cell g‘f .
whose current L =g /VR is read with a sign generator 01rcu1t
through its BL node [see Fig. 6 (right)]. Each sign current
I’ is compared with a mirrored version of the reference
current Ig. The result of the current comparison is a logic
signal sz. that represents the sign of w;;: if IJ < I, this
being indicative of a positive sign, w; voltage value is logic
low, whereas, when ;' > I (i.e., a negative sign), w; is logic
high. Since the sign cell does not require high programming
accuracy, a fine control of the sign BL voltage is not required.
The sign of the whole product w; jx; is the output of the
XOR between w; and the input sign bit x}. As a final step, the
current £/; = g; jVg is sourced to or sunk from the output
node according to the output of the sign bit generator, and
the current flow is modulated in time with the output of the
Jjth comparator on the gate of MEgN.

V. IMPLEMENTATION AND EXPERIMENTAL RESULTS

A. TESTCHIP IMPLEMENTATION

The test vehicle, designed in a 90-nm STMicroelectronics
CMOS technology, is mainly intended to validate the
drift compensation technique, and includes a single
128-kB ePCM array [31] interfaced with the AIMC
scheme.
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FIGURE 7. (a) Output charge Q; (13) is internally converted with an integrator to
AVs; and then accessed through an external ADC. (b) Measured waveforms of A Vs; of
two positive and two negative MAC.

As illustrated in Fig. 7(a), the electrical charge Q; in (13)
is converted by an analog integrator with feedback capaci-
tance Cg, to the voltage variation

Cr < .
AVs, = Vs, — Voo = —= [igﬂ(vj - vo)]. (15)

Cs =L 8w
Some waveforms of AVgs are reported in Fig. 7(b). The
integrator has been included in the macro and is synchronous
to the START signal employed in the computation, and its
output is converted with an external 12-bit ADC to the digital
string z;, which corresponds to the single MAC operation
defined in (5).

The prototype includes a readout scheme with n = 12
inputs, with 4-bit magnitude plus sign. The limited size n
of the operation is due to a constraint on the area of the
feedback capacitance of the integrator. The circuit layout
is indeed reported in Fig. 8, with a zoom on the AIMC
scheme. Each single computing element, which includes the
DAC, the comparator, and the BL biasing circuit (Fig. 5),
uses one BL for the weight cell and one BL for the sign
cell. Its layout has been conceived to fit the equivalent
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FIGURE 8. (a) Testchip micrograph. (b) Layout of the AIMC unit. (c) Layout detail and height occupation of a single computing element.

pitch of four BLs of the ePCM, with an overall 130-um
height corresponding to a 17% increase of the memory IP
height. A more optimized layout to fit only two memory
BLs could be designed with approximately doubled height
and same area occupation. The integrator is the largest block
due to the large required capacitance, and this limitation,
as well as the reduced number of inputs n, is specific
to the presented prototype and could be overcome using
more efficient specific charge-based ADCs (as, for example,
in [21] and [49]).

Circuits have been designed with nominal Vpp = 1.2 V
and Vg = 0.3 V, with PCM cells currents ranging from
hundreds of nA to tens of ©A. The minimum time required
to perform a single MAC operation is 150 ns, while the
maximum output voltage AVs is 400 mV. The energy
consumption of the AIMC scheme is dominated by the
weight and sign cells currents, which becomes even more
significant with increased MAC size n. In the current
implementation with n = 12, the mean energy required to
perform a MAC operation is approximately 41 pJ (including
all circuits of Fig. 5, and excluding the output integrator,
which adds approximately 10 pJ). The RCCT implies the
use of r = 8 reference cells plus the ramp integrator and
a BL biasing circuit. Area and consumption of the RCCT-
related circuits are 18% and 21% of the total area and
consumption of the AIMC scheme with n = 12, respectively.
It should be noted that this is not an issue, as RCCT area
and consumption do not scale with the MVM size n, and r
can be left unchanged even with increased n.

The macro integrates also a test unit [see Fig. 8(b)], which
is used to generate the ramp of (11) with a programmable
current source to disable the RCCT feature.
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B. PROGRAMMING ALGORITHM WITH WEIGHTS
TUNING
In previous results [25], [26], each cell was programmed
with an iterative program-and-verify SET stair-case (SSC)
procedure [50] verifying the measured conductance is equal
to a target value up to a predefined tolerance. Differently,
to prevent circuit nonidealities from affecting the computing
accuracy, in this work, the matrix coefficients g;; are
programmed by targeting a MAC output value. To this
purpose, the r reference cells are first programmed so that
gr = gM, defined as the average among the gij values. Then,
all but the jth input x; are set to 0, whereas x; is chosen equal
to an arbitrary reference value x; then, in this condition, the
measured MAC output becomes z = w; jx = (g; j/gr)x which
is proportional to the weight w;;, and used as a decision
parameter in the algorithm. As a result, the voltage offset
on BL nodes and other circuit nonidealities (such as BL
voltage drop, mismatches between the mirroring coefficients
and on the integrating capacitances) are accounted in the
programming phase and thus compensated by tuning the cells
conductances. A diagram of the programming procedure is
reported in Fig. 9. The amount of time required to program
each PCM device is in the order of 1072 s, which is
considerably higher with respect to binary programming.
This is due to the programming algorithm to be executed by
an external microprocessor; a significant speed-up could be
achieved with the integration of an embedded microcontroller
in the testchip. However, programming time and endurance
are not severe constraints in many applications involving
AIMC systems thanks to infrequent MVM weights update.
The distributions of 4000 normalized MAC outputs target-
ing 16 different values are shown in Fig. 10. Targets were
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FIGURE 9. Diagram of the algorithm employed to program matrix coefficients. Once
the reference has been set, the procedure begins with the application of a start RESET
pulse. Then, an SSC sequence begins with a SET pulse of amplitude A = Ayy. At each
step, the readout scheme computes z = w; ;X. If the result is below a predefined target
interval z £ Az, an amplitude-increased SET pulse is applied; otherwise, the
procedure is restarted.
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FIGURE 10. Normalized measured MAC coefficients when each cell is programmed
targeting (a) conductance level g;; and (b) MAC result z = w; ;x. Coefficients are
measured as MAC result of the AIMC scheme.

chosen to span the g(fp)-proportional drift interval shown
in Fig. 2. Plot (a) shows MAC results when cells were
programmed with a standard iterative SSC sequence reading
their measured conductance, whereas in the scenario reported
in plot (b), the iterative procedure of Fig. 9 was employed. It
is evident that the latter weight distributions exhibit a lower
spread oy,.

C. DRIFT COMPENSATION

The drift compensation technique was first tested by
evaluating the evolution in time of the normalized MAC
outputs shown in Fig. 10(b), i.e., when the MAC output is
proportional to a single w;j, z = w; ;x. This test quantifies
the worst-case scenario in terms of drift, as its effect on
MAC results is not mitigated by combining different inputs
and weights. The MAC outputs were monitored just after
programming (#p), after a 12-h time interval first at RT
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FIGURE 11. Measured normalized outputs z after programming (), after 12 h at RT
(t1), and after additional 64-h bake at 85 °C (t,) (a) without drift compensation, i.e., with
constant reference current; (c) with RCCT compensation with PCM reference current.
Plots (b) and (d) report the spread of the MAC weights in f, t;, and .

(1), then after the testchip being additionally annealed for
a total amount of 64 h at 85 °C (rp) to accelerate the cells
drift. Additional intermediate measures are also shown; all
measures have been taken at RT.

All MAC were computed first with a ramp signal VrRamp
generated with an external current constant in time, thus
expecting no drift compensation. Results are reported in
Fig. 11(a), which reports the mean values of measured
weights w; ;. Each curve is averaged on all weights with
the same initial value. As expected, MAC outputs tend
to decrease in time under the effect of cells conductance
drift, which becomes even more evident after the bake.
Fig. 11(b) shows the weights standard deviation o, where
different curves refer to o,, evaluated in 1y, t;, and tp. The
programming algorithm grants approximately equal oy, in f
for all levels, whereas it tends to increase in #; and #, under
the effect of random drift.

The same measurements were repeated with the reference
ramp being generated using r = 8 PCM reference cells,
whose programmed conductances span the whole range of
values used in the weight cells g; ;. This yields the normalized
reference conductance gg(fp) = 0.5, which maximizes the
drift mitigation as shown in [25] and [26]. Fig. 11(c) reports
the mean values of compensated weights w;;, with the
compensation mechanism recovering the drop in time of
results in agreement with (9). The values of coefficient spread
oy, reported in Fig. 11(d), do not significantly differ from the
uncompensated scenario, which underlines the improvement
achieved by involving more cells as reference conductance.

The MAC error induced by conductance drift in time,
defined as z(#y) — z(¢), is quantified in Fig. 12(a) and (b),
and underlines how the compensation scheme confines the
results drop under 4% in #; and under 18% in 1>, whereas it is
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FIGURE 13. Mean drift coefficient v,, as a function of the normalized weights,
evaluated in (a) t; and (b) &, without RCCT (squares) and with RCCT (stars).

approximately x3 higher in case no hardware compensation
is adopted. A negative MAC error indicates in both #; and
tr a slight overcompensation for the three highest weight
levels. A further result is provided by Fig. 13(a) and (b),
where the mean equivalent drift coefficient of MVM weights
is plotted as a function of the programming weights values
in #1 and in #,. It is evident that, in the uncompensated case,
matrix coefficients tend to assume the drift coefficient of
PCM cells (see Fig. 1), whereas v,, is considerably reduced
by the RCCT compensation as expected by (9).

D. MVM OPERATION

To assess the accuracy of MVM operations, a set of ideal
MVM results z9 was defined to cover the full output
range, in which random 4-bit signed inputs x and weights
W are considered, so that zi4 = Wx. Weights were
then programmed in the PCM array, and operations were
performed on the testchip exploiting the whole n = 12 size
of the operands. To make the analysis more suitable for the
AIMC context, multiple MAC operations are repeated on
the chip to extend the results to an MVM as in (4) with
n = m = 512, which is a standard size of matrices for neural
inference.

As a first test, the impact on MVM operations of the
proposed multilevel programming procedure, described in
Section V-B, was evaluated. The corresponding normalized
results z are plotted in Fig. 14 as a function of z!9, where
crosses and dots are referred to the programming algorithm
targeting cell conductance and MAC output, respectively.
The distributions of the relative MVM error &, defined as
¢ =z — 79, are reported in the subplot. Results show that
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FIGURE 14. Set of 4000 random MVM operations performed immediately after the
programming phase. Purple crosses refer to the programming algorithm targeting the
cell conductance, whereas the blue dots represent the same set of operations
performed targeting the MAC output. The corresponding MVM error distributions are
reported in the inset.

1 . . : :

x [ Uncomp. ot
- I Comp. T

o
Ul
.

1

o

ul
T

Density [%]

Full MVM output [a. u.] (measured)
o

-0.6 0 0.6

-1 -0.5 0 0.5 1
Full MVM output [a. u.] (ideal)

1
[y

FIGURE 15. Results of MVM operations after 12 h at RT (t;), without any drift
compensation, i.e., with constant reference current (purple crosses) and with PCM
reference RCCT compensation (blue dots). The corresponding MVM error
distributions are plotted in the inset.

more accurate computations are achieved when using the
programming procedure targeting the MAC output, which
implies the bounds of ¢ to be almost halved, and the standard
deviation o (¢) decrease from 5.9% to 2.6%. The MVM
accuracy, defined as 1 — o (¢), increases thus from 94.1%
to 97.4%.

To test the drift compensation of MVM operations, the
outputs reported in Fig. 14 were monitored in time. Results
are reported in Figs. 15 and 16, where all the measured
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TABLE 1. Comparison table of recent drift compensation techniques.

Reference [38] (2017) [44] (2019) [41] (2020) [35] (2021) [45] (2021) This work
Memory type PCM ReRAM PCM PCM PCM PCM
Technology GST 90 nm n.a. GST 90 nm GST 40 nm n.a. GST 90 nm
Drift compensation type RCCT Network update | Offline training | Network update RCCT RCCT
Application Multilevel starge Inference Inference Inference Inference MVM Inference
Weights Multilevel Multilevel Multilevel Multilevel Binary Multilevel
Benchmark Bit Error Rate DNN accuracy DNN accuracy DNN accuracy | DNN accuracy | MVM accuracy | DNN accuracy
Validation On-chip Simulation Simulation Simulation Simulation On-chip Simulation
Max accuracy drop n.a. 8.2% 6% 1% 0.3% 2.3% 3%
High temp. included no yes no no no yes
* Full MVM operations of size n = m = 512 are obtained combining several MAC operations.
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FIGURE 16. Results of MVM operations after 64-h bake at 85 °C (), without any
drift compensation, i.e., with constant reference current (purple crosses) and with
PCM reference RCCT compensation (blue dots). The corresponding MVM error
distributions are plotted in the inset.

normalized MVM outputs z in #; (12 h at RT) and #» (64 h
at 85 °C after 71) are plotted as a function of their ideal
value x'. The distributions of the corresponding MVM error
are shown in the insets. In #; & varies in the uncompensated
case between —49.7% and +50.8%, with o(¢) = 11.7%,
while ¢ range is reduced to —13.7% and +16.8% and o (¢) =
2.7% with RCCT. In case the MVM operations are performed
in tp, ¢ varies from —-53.7% to 54.2%, with a standard
deviation of 15.8% with no compensation, while, when
RCCT is used, o(¢) is reduced to 4.9%. Accordingly, the
MVM accuracy 1 —o (¢) is equal to 97.2% and to 95.1% at
the end of the first and second scenarios, respectively; with
respect to the highest value of 97.4% achieved in #y (see
Section V-B), the MVM accuracy has decreased by 0.2% and
2.3% only. The RCCT compensation keeps the computation
error fairly invariant in both the considered scenarios, and,
as shown in Figs. 15 and 16, keeps the output voltage swing
constant in time.
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Table 1 reports a comparison of the most recent drift
compensation techniques, evaluated on different technologies
and targets, namely, multilevel storage [38] and neural
inference [35], [41], [44]. In the first case, a specific drift-
resilient procedure with readout code correction is evaluated
in terms of bit error rate for PCM multilevel storage.
In the other scenarios, drift mitigation is assessed with
neural network offline training or update, and the accuracy
time drop is targeted. The most drift resilient solution is
proposed in [45], which is however achieved with PCM
binary programming and without on-chip validation.
Although the current design is conceived to implement
only a conductance-ratio RCCT, the results presented in
this work are in line with those proposed by the state-
of-the-art in terms of achievable MVM accuracy drop.
Moreover, the proposed analyses are also supported by on-
chip results extended to the drift-accelerated scenario with
high temperature. These two conditions are considered only
in [44], which however offers a slightly lower performance.
To extend this comparison to the application level, a
simulation of inference tasks with MVMs being executed on
the proposed testchip (already presented in [26]) has been
implemented exploiting the experimental characterization of
the AIMC unit immediately after programming (#), after
18 h at RT (#1), and after a 24-h bake at 90 °C (p). As
depicted in Fig. 17, results show that the proposed hardware
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compensation technique reduces the long-term effects of cells
conductance drift. Indeed, the adoption of the conductance-
ratio RCCT yields the classification accuracy drop to be
negligible in 71, whereas in 7, is kept under 0.2% for a VGG-8
DNN, and 3% for a Lenet5 DNN; if no RCCT compensation
was adopted, the accuracy loss would be around 22% and
36%, respectively.

To conclude, the conductance-ratio RCCT provides a
DNN accuracy recovery comparable to other solutions.
Moreover, the effectiveness of the hardware compensation
approach is independent on the particular use case, as
it includes operating conditions, such as supply-voltage
variations, working temperature, and chip-to-chip variations.
Nonetheless, it is reasonable to affirm that greater resilience
to drift can be achieved by combining strategies that involve
different levels of abstraction, from hardware implementation
to neural network topology and their respective training.

VI. CONCLUSION

In this work, a peripheral unit adding AIMC function to
a 128-kB ePCM macrocell was presented. The scheme
implements a hardware drift compensation mechanism,
which is based on an RCCT. Moreover, the unit is conceived
to operate with signed inputs and coefficients and does not
require any modification to the internal structure of the
ePCM. The additional spread induced by the RCCT scheme
is overcome using a set of reference PCM cells. Experimental
results show that the drift-induced MAC operations drop is
reduced by compensation scheme by a factor of 3. MAC
outputs are then extended to evaluate MVM operations of
size 512, whose accuracy reaches 97.4%, with a negligible
decrease in time even after a 64-h bake at 85 °C.

APPENDIX

Let us consider two independent Gaussian variables x and y,
and let uy, wy and axz, cryz be their mean values and variances,
respectively. Let z be a random variable derived from the
ratio of the previous ones, so that z := x/y. Under proper
assumptions [51], z can be approximated as a Gaussian
variable with mean value p; = u,/uy and variance

2 2 2
o 0.
o = B2 (16)

In the framework of this work, x and y identify a PCM
cell conductance g and the reference cell conductance gg,
respectively. Normalizing each conductance with its mean
value, so that uy = pu, = 1, an MVM coefficient w
implemented as w := g/gr shows a variance avzv = ag2 —l—ogZR.
In case gg is implemented by a single PCM device, one can

assume 02R ~ o2, which yields to

8 8

2 A2
O’W—ZUg.

A7)

Alternatively, if gg is implemented by r PCM devices, then
grR = Y i1 &r;/r- In this case, U;R ~ agz/r, so that the
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variance of the MVM coefficient is reduced with respect to

the previous one to
2 2(4 !
o, =o0,(1+ .
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