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ABSTRACT In the fast-growing automotive technology sector, it has become increasingly clear that there
is a need for cars with smarter and more interactive systems. This article presents the Intelligent Driving
Assistance System (IDAS), an artificial intelligence system that enables the driver to use voice commands
to access various features of a car. The primary component of IDAS is a Large Language Model (LLM),
which, through retrieval augmented generation (RAG), can efficiently read and understand the car manual for
immediate context-based aid. In addition, this system incorporates speech recognition and speech synthesis
capabilities, it can understand commands given in multiple languages, improving user experiences among
diverse driver communities. Our results show a minimum response time of one second for the pipeline using
GPT-4o-mini and Mistral Nemo.

INDEX TERMS Artificial intelligence, human-computer interaction, intelligent agents, large language mod-
els, retrieval augmented generation (RAG).

I. INTRODUCTION
Intelligent agents in vehicle technology are systems that can
make decisions and perform tasks without human interven-
tion [1]. These are programmed to improve safety [2], [3],
efficiency [4], and convenience in transportation [5]. The idea
behind using intelligent agents in vehicles has been growing
rapidly with the help of artificial intelligence (AI), machine
learning (ML), and sensor technologies, among others. Re-
search in artificial intelligence and robotics paved the way
for the birth of intelligent vehicle agents. Initially, their focus
was on creating basic autonomous functions such as cruise
control [6] and anti-lock braking systems [7]. As time passed,
these became more advanced, which led to the development of
advanced driver assistance systems (ADAS) [8] and the quest
to achieve the production of fully autonomous vehicles [9],
[10].

Key advancements in electronics and sensor technol-
ogy have allowed modern vehicles to be equipped with a

variety of sensors, including cameras, radar, and LiDAR,
which provide real-time data about the vehicle’s surroundings.
At the same time, new machine learning algorithms allow
vehicles to learn from data and improve their performance
over time. This includes object detection [11], path plan-
ning [12], and decision making [13]. In addition to this, the
evolution of connectivity technologies has allowed vehicles to
connect to the Internet and other devices, allowing real-time
communication and data exchange. This connectivity supports
features such as traffic updates [14], remote diagnostics [15],
and vehicle-to-vehicle (V2V) communication [16]. Finally,
the exponential increase in computing power has enabled the
processing of large amounts of data in real-time, which is
crucial for the operation of intelligent agents. These advance-
ments have opened up a world of possibilities, allowing the
development of intelligent agents that can perform a broad
spectrum of functions, from essential driver assistance to the
quest for autonomous driving.
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In the field of conversational agents for vehicle technology,
there are several gaps and limitations with which researchers
and developers are currently grappling. For example, pre-
vious conversational agents often struggle with maintaining
context during long interactions [17]. This can lead to mis-
understandings or irrelevant responses, which is particularly
problematic in a driving environment where fast and accu-
rate communication is essential. Vehicles present a unique
challenge as they require real-time multimodal interaction
capabilities, including voice, touch, and possibly even gesture
recognition. Integrating these different modes of communica-
tion seamlessly is still an ongoing challenge. Although some
progress has been made, current systems often cannot adapt
to individual user preferences and behaviors effectively [18].
Personalization can also improve the user experience and en-
sure that the conversational agent can provide relevant and
timely assistance [19], [20]. Also, ensuring that conversational
agents do not distract the driver and can operate reliably
under various conditions (e.g., noisy environments, different
accents) is a major challenge.

Despite these challenges, the possibilities of large language
models (LLMs), such as GPT [21], in the automotive industry
are promising. LLMs can significantly improve the natural
language understanding capabilities, reducing misunderstand-
ings and improving the overall user experience. With their
ability to learn behaviors on the fly [22], LLMs can offer
more advanced personalization, adapting their function to user
preferences and diverse scenarios, including technologies that
contribute to tailoring driving to user preferences and driving
habits [23]. In addition, LLMs can be integrated with other AI
technologies to support multimodal interactions, combining
voice, touch, and gesture recognition to create a seamless user
experience [24].

Using LLMs with Retrieval-Augmented Generation (RAG)
[25] can considerably aid the automotive industry by pro-
viding accurate and contextual information about vehicles.
It works by leveraging both a retrieval mechanism and a
generative model, enabling it to access and utilize vast
amounts of relevant data. This system reduces the likelihood
of hallucinations, a common issue in which AI generates
incorrect or non-sensical information [26]. In the automotive
industry, RAG can help by providing precise vehicle specifica-
tions from authoritative sources, improving customer support
through accurate maintenance procedures and vehicle-related
information, improving vehicle diagnostics with data-driven
insights based on historical maintenance records and manu-
facturer data.

In this paper, we introduce IDAS, an intelligent driv-
ing assistant that can communicate with car users and an-
swer questions about the vehicle. IDAS incorporates detailed
knowledge of the car that it accesses using RAG from the
car user manual. Fig. 1 illustrates the overall system, where
a car user, such as the driver, can ask a question using
voice commands. The system then performs speech transcrip-
tion, and via a conversational RAG pipeline, it can access
specific information about the vehicle, such as the car’s

manual, to provide accurate responses. The responses are con-
verted to audio and played to the user. The code for this project
and a video demo can be found at https://github.com/jrterven/
IDAS.

A. RELATED WORK
The development of intelligent systems in the automotive in-
dustry has greatly improved the safety and comfort of road
travel. This section reviews related work on intelligent driving
assistants, focusing on the integration of artificial intelligence
(AI) and machine learning (ML) technologies to improve
driver assistance systems.

Vochin et al. [27] discussed enhancing navigation systems
by collecting traffic data from integrated car sensors and
security systems to alert other users. Their work covered
system concepts, architecture, preliminary design, perfor-
mance evaluation, and task organization for a cost-effective
embedded implementation using a real-time kernel. Comple-
menting this research, Teran et al. [3] presented an intelligent
driving assistant that takes advantage of vehicle telemetry
and road accident risk map analysis to alert drivers about
potential dangers, reducing the likelihood of traffic acci-
dents through real-time audiovisual alerts. An intelligent
assistance agent based on fuzzy reasoning supported drivers
by integrating telemetry data, environmental conditions,
and safety principles, with real-car tests demonstrating its
effectiveness.

Dinesh et al. [2] proposed a virtual assistant that pro-
vides users with fundamental chores and information in a
natural language. However, it could not perform complex
tasks. Addressing this gap, Mathis et al. [28] focused on
creating more adaptive and interactive voice assistants in ve-
hicles. As vehicles became more automated, users shifted
from being drivers to passengers. This transition brought
about new opportunities for interactions with assistants. Their
study delved into proactive use cases involving experts and
users and, based on driving simulator results, found that use
cases related to work and well-being were well received. This
emphasized the importance of adaptability and non-intrusive
communication.

Naz et al. [29] and Jishma et al. [30] both examined AI-
powered machines and vehicle automation. Naz et al. detailed
the use of onboard sensors such as laser, radar, lidar, GPS,
and vehicular communication networks to gather environmen-
tal data, aiding in path planning and control techniques for
autonomous driving. They presented a comprehensive review
of state-of-the-art techniques that highlights the role of AI
in-vehicle systems. Similarly, Jishma et al. explored various
automation techniques focusing on cognitive cars that use
machine learning algorithms. Their study involved lane de-
tection, obstacle detection, road sign detection, and traffic
light detection, suggesting that cognitive cars will become an
asset for future generations due to their intelligent features and
increased safety aspects.

On the other hand, Lee et al. [31] and Tanaka et al. [32]
focused on intelligent driver assistance systems to improve
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FIGURE 1. Intelligent driving assistance system (IDAS): The agent receives an audio command from the user, records and processes the audio, and
converts it to text. It then retrieves context from the car manual via retrieval augmented generation and generates a text response using a large language
model. Finally, it converts the text back to an audio response.

FIGURE 2. Generation of a vector database: The car user manual is loaded
and split into multiple chunks. Each chunk of text is converted into a
vector embedding and stored in a vector database.

situational awareness and address distracted driving. Lee et al.
developed a system that reminds drivers to turn on head-
lights or wipers at night or on rainy days and alerts them
when nearby vehicles are too close, using a lightweight deep
learning model and a distance estimation method. Tanaka
et al. proposed an enhanced system using YOLOv5m for
object detection to detect distracted driving behaviors by ob-
serving hand movements, with high accuracy in detecting
distractions.

The integration of emotional and situational awareness into
driver assistance systems was explored by Lee Heung-Gu
et al. [33] and Mahima & Ginige [34]. Lee Heung-Gu intro-
duced a human-machine interface designed to enhance ADAS
by incorporating driver emotional and situational awareness,
employing a 1D convolutional neural network model using
multimodal biosignals to control semiautonomous vehicles.
Their system classifies driving scenarios and regulates vehicle
speed accordingly, with experiments showing rapid response
times and accurate recognition of scenarios and emotions. In

a similar vein, Mahima & Ginige [34] focused on developing
a new vehicle assistant that detects and responds to driver
emotions, with the aim of reducing accidents caused by driver
distraction.

Finally, Hsieh et al. [35] introduced an architecture for
adaptive autonomous driving assistance that improves safety
by understanding the trust of drivers in automation. Using
sensory fusion models, their system provided voice reminders
based on predicted driving status, suggesting that quanti-
fied trust can lead to safer and more appropriate use of
ADAS.

Our work distinguishes itself by integrating Retrieval-
Augmented Generation (RAG) into an intelligent driving
assistant to enhance its ability to respond to user queries by
referencing car manuals in real-time. Unlike previous systems
that focus primarily on predefined tasks, situational recogni-
tion, or emotional awareness, our approach leverages the vast
information contained within car manuals to provide precise
and contextually relevant responses to user inquiries. This in-
tegration of RAG enables more dynamic assistance, addresses
a wide range of user needs, and potentially improves overall
driving safety and user satisfaction.

II. METHODS
To build the intelligent driving assistant system, we followed
these steps:

1) Build a conversational agent using speech recognition,
GPT-based intelligence, and text-to-speech to generate
audio responses.
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FIGURE 3. The retrieval-augmented generation (RAG) pipeline: A user’s query is combined with past chat history and passed through an LLM to generate
a contextualized query, then this query is converted into an embedding, which is then used to search a vector database for relevant information. The
retrieved information serves as context for a language model to generate an appropriate response.

2) Develop an RAG pipeline to provide the agent with car-
specific knowledge based on the car user’s manual.

In the following subsections, we will delve into the details
of these two component steps.

A. CONVERSATIONAL AGENT
We developed a conversational agent to provide real-time
assistance to drivers. Fig. 1 shows a block diagram of the
agent.

We developed the system in Python, integrating two exter-
nal APIs. We used OpenAI Whisper [36] for speech-to-text
conversion, GPT-4o [21] for natural language processing,
and ElevenLabs [37] for text-to-speech conversion and audio
streaming.

We composed a system prompt to define the agent’s
role and behavior. This prompt, as shown below, estab-
lished the agent’s tone and personality and included in-
structions for responding to vehicle-related questions. If
the question is not about the vehicle, the system will re-
spond from its comprehensive knowledge acquired during
training.

You are a helpful assistant called IDAS who is always
willing to answer the questions that are asked to you. If the
question is about the vehicle, use the provided car manual
information to answer the question at the end. If you don’t
know the answer even with the provided context, say, “I am
sorry, I do not know the answer.” Don’t try to make up an
answer. Respond in the most attentive way possible. Use a
maximum of three sentences. Keep the answer as concise
as possible.

Context: {context}
Question: {question}
Helpful Answer:

When the user speaks, the system records the audio,
transcribes it using OpenAI’s Whisper, and generates a re-
sponse with a large language model. This response is sub-
sequently converted to speech via the ElevenLabs API and
played back to the user.

B. RAG PIPELINE FOR SPECIFIC CAR KNOWLEDGE
Retrieval Augmented Generation (RAG) is a technique that
combines the strengths of information retrieval and natural
language generation to improve the quality and relevance of
generated text. It was introduced in 2020 by Lewis et al. at
Facebook Artificial Intelligence Research (FAIR) [25]. The
main idea is to enhance the generation process by retrieving
relevant documents or pieces of information from a large
corpus that cannot fit inside the working memory of a large
language model. These relevant documents can then be used
as context information for the LLM to inform and guide the
generation of the final output.

RAG models can produce more accurate, informative, and
contextually relevant responses compared to traditional gen-
eration models that rely solely on the input query without
additional context.

The RAG process typically involves three main compo-
nents:

1) Vector database generation: In this component, we cre-
ate a database of the documents that later can be used to
search for relevant information efficiently.

2) Retriever: This component is responsible for searching
and retrieving relevant documents or passages from a
vector database based on the input query.

3) Generator: Once the relevant information is retrieved,
the generator component uses this information to pro-
duce a coherent and contextually appropriate response.
The generator is a language model that can leverage the
retrieved documents to generate high-quality text.
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FIGURE 4. Performance of the RAG pipeline using proprietary models evaluated on the automatically generated questions. We report the results of six
metrics: answer correctness, answer relevancy, answer similarity, context precision, context recall, and faithfulness.

1) VECTOR DATABASE GENERATION
Every RAG pipeline starts with the generation of a vector
database. In this step, which is usually performed for every
new data corpus, the documents, in our case, the car user’s
manual, are stored in a vector database. Fig. 2 shows the
process.

The documents are split into smaller chunks that, during
retrieval, provide context information to the language model
that can fit into its memory. To split the document, we use
a recursive character text splitter from Langchain [40]. This
splitter is defined by a series of characters. It attempts to
divide based on these characters in sequence until the resulting
parts are sufficiently small. The default series is [”\n\n”,
“\n”, “ ”, ””]. This means that it tries to maintain the
integrity of paragraphs, sentences, and words as much as

possible, as these are generally the most closely related pieces
of text in terms of meaning [41].

We opted for a chunk size of 2000 characters and an overlap
of 150 characters, resulting in 243 splits for our test car man-
ual. These splits are then transformed into embeddings using
the OpenAI text embedding model text-embedding-3-large,
which has a dimension of 3072. An embedding is essentially a
set of floating-point numbers that characterize a piece of text.
These vectors of numbers live in Euclidean space and are used
to search for similar concepts based on their distances. Short
distances indicate strong relatedness, while long distances in-
dicate weak relatedness [42].

Vector embeddings are stored along with the corresponding
text chunk in a vector database. For this, we use Chroma [43],
an open source vector database.
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FIGURE 5. Performance of the RAG pipeline using open source models evaluated on the automatically generated questions. We report the results of six
metrics: answer correctness, answer relevancy, answer similarity, context precision, context recall, and faithfulness.

2) INFORMATION RETRIEVAL
Now that we have created the vector database, we can retrieve
the information from it. Fig. 3 shows the conversational RAG
pipeline, which includes query embedding, retrieving relevant
context search, and combining user query with the context
and past conversation history to produce and retrieve an aug-
mented generated response.

For the conversational RAG pipeline, we use the Langchain
library [40], where we provide the system prompt shown
before, along with the language model and the vector
database.

In the following, we show the model response generated
by our system for the query “What is the recommended fuel
for this vehicle?”
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FIGURE 6. Performance of the RAG pipeline using proprietary models evaluated on the manually crafted questions. We present the results of six metrics:
answer correctness, answer relevancy, answer similarity, context precision, context recall, and faithfulness.

According to the car manual, the recommended fuel for
this vehicle is 87 or higher Octane rating fuel. The manual
states: “Fuel quality and additives contained in fuel have a
significant effect on power output, driveability, and life of
the engine. Fuel with too low an Octane number can cause
engine knock. Use of 87 or higher Octane rating fuel is
recommended.” The manual also cautions that “The use of
gasoline with an Octane rating lower than 87 may cause
engine to knock. Continued use may cause engine damage
and manufacturer warranty stands void.”

a) Parent Document Retriever (PDR): Conflicting desires of-
ten arise when dividing documents for retrieval. On the one
hand, we may want to keep the documents small to ensure
that their embeddings accurately reflect their meaning. If the

documents are too long, the embeddings can lose their mean-
ing. On the other hand, we want the documents long enough
to preserve the context of each piece [44].

The Parent Document Retriever (PDR) method achieves
this balance by splitting and storing small data chunks. During
retrieval, it first fetches the small chunks, then looks up the
parent IDs for those chunks, and returns the larger docu-
ments. Algorithm 1 describes the steps taken to implement
this retrieval method. We use ParentDocumentRetriever from
Langchain [45], taking two different splitters, one with a
2000-character chunk size and the other with a 400-character
chunk size.
b) Ensemble retriever: The EnsembleRetriever accepts a
set of retrievers as an input and combines their results,
then reorders the results using the Reciprocal Rank Fusion
algorithm [46]. Algorithm 2 describes the algorithm followed
to perform the ensemble retrieval.
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Algorithm 1: Parent Document Retriever Algorithm.
Procedure RetrieveParentDocuments
1: Obtain User Query
2: Retrieve child documents using Dense Vector
Retrieval
3: for each child document do

4: Merge the child documents based on their parents
5: if child documents have the same parents then

6: Merge them
7: end if

8: end for
9: Replace the child documents with their respective
parent documents from an in-memory-store
10: Use the parent documents to augment generation
End Procedure

Algorithm 2: Ensemble Retrieval Algorithm.
Procedure EnsembleRetrieval
1: Obtain User Question
2: Hit the Retriever Pair
3: Retrieve Documents with BM25 Sparse Vector
Retrieval
4: Retrieve Documents with Dense Vector Retrieval
Method
5: Collect and fuse the retrieved documents based on
their weighting using the Reciprocal Rank Fusion
algorithm into a single ranked list
6: Use those documents to augment our generation
End Procedure

C. METRICS TO EVALUATE RAG PIPELINE
Assessing RAG architectures presents challenges due to sev-
eral factors: the retrieval system’s effectiveness in locating
relevant context passages, the language model’s ability to ac-
curately utilize these passages, and the overall quality of the
generated output. To address these multiple factors, we used
Ragas [47], a framework designed to evaluate RAG pipelines.
In evaluating our system’s performance, we considered the
following metrics: answer correctness, relevancy, semantic
similarity, context precision, context recall, and faithfulness,
which are explained below.
a) Answer semantic similarity: Answer Semantic Similarity
evaluates how closely the generated answer aligns with the
ground truth in meaning. This metric uses a cross-encoder
model to calculate the semantic similarity score, ranging from
0 to 1, where higher scores indicate better alignment [47],
[48].

Semantic Similarity = cos(Eg, Et ), (1)

where Eg is the embedding of the generated answer, and Et is
the embedding of the ground truth.
b) Answer correctness: Answer Correctness assesses how
well a generated answer matches the ground truth, considering
factual correctness and semantic similarity. The metric uses
an F1 Score to balance precision and recall, followed by a

weighted average with semantic similarity [47], [49].

Answer Correctness=α×F1+(1− α)× Semantic Similarity

(2)

F1 Score = 2 × |TP|
2 × |TP| + |FP| + |FN| (3)

Where true positives (TP) are the elements in the generated
answer that match the correct response. False positives (FP)
are the incorrect elements in the generated answer not present
in the ground truth. False negatives (FN) are the correct ele-
ments in the ground truth missing from the generated answer.
The Semantic Similarity described previously is the cosine
similarity between embeddings of generated and ground truth
answers, and α is a weight factor balancing F1 and Semantic
Similarity.

c) Answer relevance: Answer relevance measures how well
a generated answer addresses the given question. This metric
penalizes incomplete or redundant responses by computing
the mean cosine similarity between the original question and
multiple questions generated from the answer [47].

Answer Relevance = 1

N

N∑

i=1

cos(Egi , Eo), (4)

where Egi is the embedding of the generated question i, Eo is
the embedding of the original question, and N is the number
of generated questions.

A response is considered relevant when it directly and prop-
erly addresses the original question. It is important to note that
answer relevance does not consider accuracy but penalizes in-
stances where the answer is incomplete or contains duplicate
information. To calculate this score, the LLM is tasked with
generating a suitable question for the answer provided multi-
ple times, and then the average cosine similarity between these
generated questions and the original question is determined.
The fundamental idea is that if the provided answer effectively
responds to the initial question, the LLM should be able to
generate questions from the answer that align with the original
question [50].

d) Context precision: Context Precision (CP) evaluates if
the most relevant items in the context are ranked higher. It
uses the question, ground truth, and context to calculate a
score between 0 and 1, with higher scores indicating better
precision [47], [51].

CP@K =
∑K

k=1(Precision at k × vk )

Total relevant items in top K
(5)

Precision at k = TP at k

TP at k + FP at k
(6)

Where vk is 1 if the item at rank k is relevant, otherwise 0.
e) Context recall: Context recall evaluates how well the

retrieved context aligns with the ground truth answer. It is
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FIGURE 7. Performance of the RAG pipeline using open source models evaluated on the manually crafted questions. We present the results of six
metrics: answer correctness, answer relevancy, answer similarity, context precision, context recall, and faithfulness.

calculated by determining the proportion of sentences in
the ground truth that can be attributed to the retrieved con-
text [47], [52].

Context Recall = |GTsentences attributed|
|GTtotal sentences|

, (7)

where |GTsentences attributed| is the number of ground truth
sentences attributable to the context, and |GTtotal sentences| is
the total number of sentences in the ground truth.

f) Faithfulness: Faithfulness measures the factual consis-
tency between a generated answer and the given context.
Assesses whether the claims in the answer can be inferred
from the context. To compute this, each claim in the answer is

VOLUME 5, 2024 1147



HERNANDEZ-SALINAS ET AL.: IDAS: INTELLIGENT DRIVING ASSISTANCE SYSTEM USING RAG

TABLE 1. Language Models Used to Evaluate Our System

cross-checked with the context. The faithfulness score is the
ratio of the claims supported by the context to the total claims
made [47], [53].

Faithfulness score = Cs

Ct
, (8)

where Cs is the number of claims supported by the context ,
and Ct is the total number of claims.

The following section describes the performance of the
RAG pipeline in producing the correct responses.

III. RESULTS
In order to assess our system’s response, we compared 24
large language models, including eight closed models and 16
open source models. Table 1 provides a list of the models
used, their sources, release dates, and sizes. While the sizes
of the proprietary models from OpenAI and Anthropic have
not been disclosed, they are known to outperform open source
models in various benchmarks [54].

To evaluate our RAG pipeline, we generated two sets of 20
questions. The first set consisted of questions was automati-
cally generated using GPT-4o on the data splits used to build
the vector database. The second set was created manually by
reviewing the car manual and selecting common questions
that a user might ask.

A. EVALUATION USING AUTOMATICALLY GENERATED
QUESTIONS AND ANSWERS DATASET
To generate automatic questions, we iterated through 20 ran-
domly selected sections of the car manual and used GPT-4o to
create the questions, using the prompt shown below.

You are a car expert creating a test for car users.
For each context, create a question that is specific to the
context. Avoid creating generic or general questions. All
questions must be in English.

question: a question about the context.
Format the output as JSON with the following keys:
question: {question}
context: {context}

Then, for each question and context generated, we also
automatically generated the answers using GPT-4o with the
following prompt.

You are a car expert creating a test for car users. For
each question and context, create an answer.

answer: an answer about the context.
Format the output as JSON with the following keys:
answer: {answer}
question: {question}
context: {context}

We use GPT-4o because it is the state-of-the-art model at
the time of writing.

For brevity, we display only the initial five samples and
provide the full set in the appendix.

1) What should you do before using the air condition-
ing system if your vehicle has been parked in direct
sunlight?
Before using the air conditioning system, open the win-
dows for a few minutes to allow hot air to escape if the
vehicle has been parked in direct sunlight.

2) According to the Chevrolet Spark manual, how often
should you check your tire pressure, and what tool
should you use for this check?
According to the Chevrolet Spark manual, you should
check your tire pressure each time you fill your fuel tank
or at least once a month. The tool recommended for this
check is a tire pressure gauge.

3) Under what conditions will Chevrolet Roadside As-
sistance provide services if the horn is malfunction-
ing?
Chevrolet Roadside Assistance will provide services if
the horn is malfunctioning only if the horn is sounding
continuously.

4) What should you do if your brakes temporarily lose
their stopping power due to overheating while driv-
ing down a steep hill?
If your brakes temporarily lose their stopping power
due to overheating while driving down a steep hill, you
should shift to a lower gear and avoid continuously
applying the brakes.

5) What is the benefit of wearing a safety belt in a
collision, according to the Chevrolet Spark manual?
The benefit of wearing a safety belt in a collision,
according to the Chevrolet Spark manual, is that the
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TABLE 2. Propietary Model Responses for the Question How Many Safety Belts Does This Car Have? the Incorrect Answers are Highlighted for Easier
Visualization
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TABLE 3. Propietary Models Answers for the Question What is the Maximum Recommended RPM for This Car? the Incorrect Answers are Highlighted for
Easier Visualization
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TABLE 4. Propietary Models Responses for the Question What Engine Does This Car Have? the Incorrect Answers are Highlighted for Easier Visualization

belted occupant’s body slows down from 30 mph (50
km/h) to zero over a distance of 3–4 feet (90–120 cm).
This helps keep the occupant properly positioned so
that, if the air bag deploys in a frontal collision, the
occupant might never strike any rigid structures in the
vehicle. In contrast, an unbelted occupant continues to
travel at the vehicle’s pre-crash speed until striking a
hard object, resulting in a greater risk of serious injury
or death.

Figs. 4 and 5 show the evaluation of our RAG system with
the 20 automatically generated questions using the propri-
etary and open source models, respectively. The proprietary

models achieved superior results in all six metrics, with an-
swer correctness having the lowest scores. As explained in
(2), the correctness of the answer measures how accurately
a generated answer aligns with the ground truth. Answer
correctness is a weighted average of answer similarity and
F1 score. Answer similarity focuses on the overall meaning,
while answer correctness also considers exact factual details.
Minor inaccuracies or missing specific details can lower the
correctness score. Since the answer similarity (as shown in
the third column) is high, the element that affects this metric is
the F1 score given by the presence of incorrect elements (false
positives) or the absence of correct elements (false negatives).
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It should be noted that certain open source models did
not perform well with the parent document retrieval (PDR)
method, as shown in the darker rows of Fig. 5. This is be-
cause their context windows are more limited and could not
accommodate the extra text provided by this retrieval. One
way to solve this issue is to use a smaller split size during
retrieval.

B. EVALUATION USING MANUALLY GENERATED
QUESTIONS AND ANSWERS DATASET
Given the impressive performance of the RAG pipeline in
the automatically generated dataset, we hypothesized that the
optimistic results stemmed from the method of selecting the
context of the questions. Specifically, the context used to
generate the automatic questions was derived from the splits
used to create the vector dataset, ensuring that the specific
context used for the question existed in the database. For
this reason, we decided to manually construct an evaluation
dataset by reviewing the car manual and choosing questions
that an ordinary user might ask.

The following are the questions and answers that we de-
signed manually to evaluate our system. For the sake of
brevity, we are only showcasing four questions that we found
challenging for the models to answer correctly, as determined
through manual inspection. The complete set of questions is
in the appendix.

1) How many safety belts does this car has? A total of
five. Each front seat is equipped with an adjustable
seat and seatback with height adjustable headrest and
three point lap and shoulder safety belts. The rear seat is
equipped with two outboard seating positions featuring
three point lap-and-shoulder safety belts and a center
seat equipped with a lap safety belt.

2) What is the maximum recommended RPM for this car?
Never operate the engine at more than 4500 rpm.

3) Can I use the phone while driving? One significant
distraction in today’s driving environment is the use
of hand-held phones while driving. Studies have found
that the use of handheld phones while driving increases
the risk of being involved in an accident. At least
one scientific study found that the use of any hand-
held or hands-free phone system increases the risk of
a collision by 400%. Using phones, two-way radios or
other electronic devices such as computers, organizers,
games, video, GPS, and other navigation aids similarly
increases the risk of collision. We discourage the use of
equipment while driving your vehicle.

4) What engine does this car have? This car is equipped
with a 4-cylinder in-line engine. It features a single
overhead camshaft (SOHC) with eight valves and has
a displacement of 995 cc. The bore and stroke dimen-
sions are 68.5 mm by 67.5 mm and have a compression
ratio of 9.3 to 1. In terms of performance, it gener-
ates a maximum power of 45 kW at 5400 rpm and a
maximum torque of 86.8 Nm at 4200 rpm. The fuel
system uses multi-point injection, which helps with ef-
ficient fuel delivery. For maintenance, the engine uses

R BPR5EY-11 spark plugs with a gap of 1.0 to 1.1
mm. The battery has a rating of 12 volts and 35 A-
hours, and the alternator is rated at 12 volts and 65
amperes. The starter motor operates at 12 volts and
0.8 kilowatts. In general, this engine is designed for
reliability and efficiency, suitable for everyday driving
needs.

Figs. 6 and 7 show the performance of the RAG methods
using the proprietary and open source models evaluated with
the 20 questions designed manually. As anticipated, the results
indicate worse performance compared to the automatically
selected questions shown in Figs. 4 and 5. This is because
the manually designed questions were not chosen from the
dataset splits, but rather directly from the manual, reflect-
ing a more realistic scenario. Again, the proprietary models
achieved superior results in comparison with their open source
counterparts.

The majority of the metrics are lower compared with the
results of the automatically generated questions, especially in
terms of context precision (4th column) using the ensemble
retrieval method. This indicates that the ensemble retrieval
approach we tested did not effectively retrieve relevant items
for the contexts, as demonstrated in Tables 3 and 4.

To analyze qualitative results, we selected three questions
that we found challenging for the RAG pipeline and showed
the detailed responses of each model with each retrieval
method. The questions selected were How many safety belts
does this car have?, What is the maximum recommended RPM
for this car?, and What engine does this car have?

To display the responses to these questions, we di-
vided the models into three categories: (1) proprietary
models, including GPT and Claude models; (2) small
open source models, including Gemma and the smaller
versions of Mistral and Llama; and (3) large open
source models including bigger versions of Llama and Mixtral
models. All models received the same context from the three
retrieval methods so that we could compare the ability of the
models to interpret the retrieved information.

Tables 2–4 show the responses of the proprietary models
for each of the three questions.

Tables 5, 7, and 9 show the responses of the small open
source models for each of the threes questions, and Ta-
bles 6, 8, and 10 show the responses of the large open source
models.

Let us now analyze these results in detail. As shown in
Table 2, GPT-3.5 was the only model that had problems in
interpreting the context to provide a correct answer for the
question How many safety belts does this car have?. The
rest of the models were able to produce correct responses,
although some of the models were more verbose than others.
In our opinion, GPT-4o was the model that produced the
best responses to this question while keeping the responses
concise. This question was hard to respond to correctly be-
cause the manual specifies three types of belts for three
different types of seats, making the context a bit hard to
understand and the required ability of the model to perform
calculations.
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TABLE 5. Small Open Models Responses for the Question How Many Safety Belts Does This Car Have? the Incorrect Answers are Highlighted for Easier
Visualization

Table 3 shows the detailed responses of the proprietary
models for the question What is the maximum recommended
RPM for this car?. This question proved to be quite challeng-
ing for the retriever, as the parent document retriever (PDR)
approach was the only one capable of providing the correct
context for the models. We hypothesize that this question is
challenging for the retriever because the response is men-
tioned once in the digital tachometer section making it harder
to find when asked about the car instead of the tachometer.

Table 4 shows the responses of the proprietary models for
the question What engine does this car have? This question
presented challenges for the retriever to produce the right

context. Specifically, the embedded retrieval approach failed
to provide accurate responses in all cases. In addition, the
question also challenged the models to generate the desired
answer. This question is challenging for the retriever be-
cause the word engine appears 230 times, but the engine
specifications appear once in a table at the lower end of the
manual.

Now, moving to open source models, Table 5 shows that
all small models had trouble interpreting correctly the context
provided by the retrieval and responding with the correct num-
ber of safety belts for the question How many safety belts does
this car have? Table 6 shows that larger open source models
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TABLE 6. Large Open Models Responses for the Question How Many Safety Belts Does This Car Have? the Incorrect Answers are Highlighted for Easier
Visualization

were able to correctly respond to these questions, demon-
strating their higher ability to understand text and perform
calculations.

For the second question What is the maximum recom-
mended RPM for this car? where even large proprietary
models had a hard time responding correctly, Table 7 shows
that small open source models were, in most cases, un-
able to produce a good response from the retrieval context.
Table 8 shows that only Mixtral models with Parent Doc-
ument Retrieval (PDR) were able to produce the correct
response.

Finally, Table 9 shows that small models in most cases
were unable to produce the correct response for the ques-
tion What engine does this car have? sometimes even
stating that the context does not provide any information
about the engine. On the other hand, Table 10 shows that
most large open source models were able to produce the
correct response.

In terms of inference times, Fig. 8 illustrates the average
response times for each language model within the entire
Retrieval-Augmented Generation (RAG) pipeline. The results
represent the average time, calculated over ten runs, required
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TABLE 7. Small Open Models Responses for the Question What is the Maximum Recommended RPM for This Car? the Incorrect Answers are Highlighted
for Easier Visualization

for each model to respond to the same query. It is important
to note that these models were deployed on various cloud
services, and the inference times are influenced by the specific
API providers, server configurations, and overall server usage
at the time of testing.

For instance, the GPT models were accessed via the Ope-
nAI API, the Claude models via the Anthropic API, the
Mistral models via the Mistral AI API and the remain-
ing models via the Llama API. The variation in response
times can, therefore, be attributed not only to the intrinsic
characteristics of each model but also to the external fac-
tors related to the cloud infrastructure and service provider
optimizations.

IV. DISCUSSION
The observed performance of GPT-3.5 in the interpretation
context suggests certain limitations inherent to this model.
The explanation for its sub-par performance is its relatively
smaller dataset, context size, and models size compared
to more recent models like GPT-4 and GPT-4o. As lan-
guage models rely heavily on extensive data exposure to
various contexts for better generalization, GPT-3.5’s limited
context window may have restricted its ability to maintain
coherence in complicated or subtle scenarios. Moreover, the
model architecture lacks advanced fine-tuning and optimiza-
tion techniques that enhance contextual understanding in later
models.
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TABLE 8. Large Open Model Responses for the Question What is the Maximum Recommended RPM for This Car? the Incorrect Answers are Highlighted
for Easier Visualization

The higher accuracy observed in larger open-source models
can be attributed to their larger architectures, enabling bet-
ter generalization and contextual understanding. Their higher
ability refers not only to the breadth of knowledge these
models possess but also to their enhanced ability to disam-
biguate and provide accurate answers in various contexts.
The diversity of training data, including large amounts of
real-world scenarios, contributes significantly to their superior
performance. This correlation between model size, training

data diversity, and performance emphasizes the importance of
continued development and access to extensive datasets for
training AI systems.

Although GPT models and Claude demonstrated superior
performance in our evaluations, deploying such models in
an in-car environment presents practical challenges. The
primary concern is the computational resources required to
run these models, which are substantial and often exceed
the capabilities of standard vehicle hardware. These models
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TABLE 9. Small Open Models Responses for the Question What Engine Does This Car Have? the Incorrect Answers are Highlighted for Easier Visualization

typically run in the cloud and are accessed via an API,
leading to higher latency. In addition, the need for constant
Internet connectivity to access cloud-based processing can be
a limitation, particularly in areas with poor network coverage.
In contrast, smaller models such as Llama and Mistral, which
can run offline on less powerful hardware, offer a practical
alternative for in-car applications. These models provide a
balance between performance and resource requirements,
making them more suitable for real-time on-device process-
ing. However, they may compromise accuracy and response
quality compared to larger models. Current research has
focused on optimizing large language models for deployment
in edge devices, possibly through model compression tech-
niques or hybrid systems that combine local and cloud-based
processing [69].

V. CONCLUSION
Our proposed Intelligent Driving Assistance System (IDAS)
aims to enhance driver-vehicle interaction by incorporating
artificial intelligence and retrieval-augmented generation
(RAG). IDAS possesses the ability to comprehend and
respond to voice commands in multiple languages, thus
ensuring seamless interaction and communication with the
vehicle. Our tests have shown that IDAS performs well
in addressing various user inquiries about vehicle features
and maintenance procedures directly from the vehicle’s
owners manual, particularly excelling with larger models.
Closed proprietary models such as GPT and Claude exhibited
superior comprehension of the retrieved information and
delivered better responses. Among these models, GPT-4o
with parental document retrieval has demonstrated the highest
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TABLE 10. Large Open Model Responses for the Question What Engine Does This Car Have? the Incorrect Answers are Highlighted for Easier Visualization

performance in our tests. Smaller models such as Mistral
Nemo and GPT-4o-mini exhibited the fastest response below
one second at the expense of slightly poorer performance.

Our approach may be limited by its dependence on the
quality and comprehensiveness of vehicle manuals. However,
current research on improved RAG techniques might bridge
this gap by providing a better context for small models to
perform on par with large models.

In future work, we plan to improve the RAG performance
and enable real-time communication with the vehicle’s com-
puter, providing information on the car’s status and safety
features.

APPENDIX
A. FULL SET OF AUTOMATICALLY GENERATED QUESTIONS
AND ANSWERS
The following list the full set of 20 automatically generated
questions with their corresponding and generated answers use
to evaluate our RAG pipeline.

1) What should you do before using the air condition-
ing system if your vehicle has been parked in direct
sunlight?
Before using the air conditioning system, open the
windows for a few minutes to permit hot air to escape
if the vehicle has been parked in direct sunlight.

2) According to the Chevrolet Spark manual, how of-
ten should you check your tire pressure, and what
tool should you use for this check?
According to the Chevrolet Spark manual, you should
check your tire pressure each time you fill your fuel
tank or at least once a month. The tool recommended
for this check is a tire pressure gauge.

3) Under what conditions will Chevrolet Roadside
Assistance provide services if the horn is malfunc-
tioning?
Chevrolet Roadside Assistance will provide services if
the horn is malfunctioning only if the horn is sounding
continuously.
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FIGURE 8. Average response times for different language models in the retrieval-augmented generation (RAG) pipeline. The response times are averaged
over ten runs for the same query, with all models deployed on various cloud services. The models are accessed through different APIs, including OpenAI
API (GPT models), Anthropic API (Claude models), Mistral AI API (Mistral models), and Llama-API (Llama and other models). The observed response times
reflect the influence of both model characteristics and cloud infrastructure variability.

4) What should you do if your brakes temporarily
lose their stopping power due to overheating while
driving down a steep hill?
If your brakes temporarily lose their stopping power
due to overheating while driving down a steep hill,
you should shift to a lower gear and avoid continuously
applying the brakes.

5) What is the benefit of wearing a safety belt in a col-
lision, according to the Chevrolet Spark manual?
The benefit of wearing a safety belt in a collision,
according to the Chevrolet Spark manual, is that the
belted occupant’s body slows down from 30 mph
(50 km/h) to zero over a distance of 3–4 feet (90–
120 cm). This helps keep the occupant properly po-
sitioned so that, if the air bag deploys in a frontal
collision, the occupant might never strike any rigid
structures in the vehicle. In contrast, an unbelted occu-
pant continues to travel at the vehicle’s pre-crash speed
until striking a hard object, resulting in a greater risk
of serious injury or death.

6) What should you do after pulling the handle inside
the vehicle on the lower, driver’s side of the instru-
ment panel to open the hood?
After pulling the handle inside the vehicle on the lower,
driver’s side of the instrument panel to open the hood,
you should pull up the secondary latch lever at the front

of the vehicle and raise the hood. Then, disengage the
hood support rod from the retaining clip.

7) What are the potential consequences of over-
tightening or under-tightening spark plugs in a
vehicle’s engine?
Over-tightening spark plugs can damage the threads
in the cylinder head, while under-tightening them can
cause the spark plug to become very hot. Both over-
tightening and under-tightening can lead to engine
damage.

8) What should you do if the engine temperature does
not fall even though the fan is operating, according
to the Chevrolet Spark manual?
If the engine temperature does not fall even though the
fan is operating, you should stop the engine, carefully
open the hood, allow the engine to cool, and check the
coolant level. If the coolant level is low, inspect for
leaks from the radiator, radiator hoses, radiator con-
nections, heater hoses, heater hose connections, and
water pump. If you find a leak or other damage, or
if the coolant is still leaking, consult a CHEVROLET
retailer immediately and do not drive the vehicle until
these problems have been resolved.

9) What safety precautions should you take if you
must drive with the tailgate open to prevent carbon
monoxide poisoning?
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If you must drive with the tailgate open, make sure all
other windows are closed and turn the fan on to the
highest speed using any setting that brings in outside
air. This will help force outside air into the vehicle and
reduce the risk of carbon monoxide poisoning.

10) What steps should you follow to use the bi-level
ventilation setting on a cool, sunny day?
To use the bi-level ventilation setting on a cool, sunny
day, follow these steps: 1. Slide the recirculation lever
to outside air mode. 2. Turn the air distribution knob to
BI-LEVEL. 3. Adjust the temperature control knob to
the desired temperature. 4. Turn the fan speed control
knob to the desired speed.

11) What should you do if your vehicle becomes stuck
in snow, mud, or sand and you need to rock it to get
out?
If your vehicle becomes stuck in snow, mud, or sand
and you need to rock it to get out, first check that there
are no physical objects or people around the vehicle.
This is important because the vehicle may suddenly
move forward or backward, causing injury or damage
to nearby people or objects. Additionally, do not de-
press the accelerator pedal while shifting or before the
transaxle is completely shifted to forward or reverse.
Avoid racing the engine and spinning the wheels to
prevent damage to the transaxle and other parts.

12) What should you do if the brake system warning
light comes on while you are driving?
If the brake system warning light comes on while you
are driving, you should pull over and stop carefully.
If the light stays on, have the vehicle towed for ser-
vice and have the brake system inspected right away.
Driving with the brake warning light on can lead to an
accident, so it is crucial to address the issue immedi-
ately.

13) How do you enter the ’clock setting mode’ on the
digital clock when the ignition switch is turned to
the ON position?
To enter the ‘clock setting mode’ on the digital clock
when the ignition switch is turned to the ON position,
press the Set button for 3 seconds. The clock will
start flashing, indicating that it has entered into ’clock
setting mode’.

14) What should you do with used engine oil and filters
to ensure they are disposed of properly and safely?
To ensure used engine oil and filters are disposed
of properly and safely, you should not dispose of
them with your household waste. Instead, use your
local, authorized waste management facility. Used
engine oil and filters contain harmful elements that
may be unhealthy to you and pose a threat to the
environment.

15) What does it indicate when the fuel symbol on the
digital fuel gauge is flashing at 2 Hz and the gauge
shows 1 bar?

When the fuel symbol on the digital fuel gauge is
flashing at 2 Hz and the gauge shows 1 bar, it indi-
cates that the fuel level is less than 3.2 liters. The fuel
symbol will continue to blink at this rate until the tank
is empty.

16) What precautions should you take when perform-
ing engine checks to avoid injury from the cooling
fan and electronic ignition system?
When performing engine checks, it is crucial to switch
off the engine to ensure the cooling fan is not oper-
ating, as it can come on at any time due to sensor
control. Additionally, avoid touching any live parts of
the electronic ignition system when the vehicle’s igni-
tion is ON, as it has a higher voltage than conventional
systems and can be highly dangerous.

17) What is the recommended procedure for checking
and maintaining the brake fluid level in your vehi-
cle?
To check and maintain the brake fluid level in your
vehicle, refer to the section on ’BRAKE FLUID’ on
page 7–11 of the service and vehicle care manual. This
section will provide detailed instructions on how to
properly check the brake fluid level, what type of brake
fluid to use, and how to top it up if necessary. Always
ensure the vehicle is on a level surface and the engine
is cool before checking the brake fluid level.

18) What could happen if you turn the key to OFF
while driving according to the Chevrolet Spark
manual?
If you turn the key to OFF while driving, the driver
could lose control of the vehicle and brake power as-
sistance would be canceled, causing vehicle damage,
personal injury, or possibly death.

19) What should you do with the child restraint system
when it is not in use according to the Chevrolet
Spark manual on page 42?
When the child restraint system is not in use, secure
the seat with a seat belt or remove it from the vehicle.

20) What tool should you use to remove a blown fuse
from the instrument panel fuse block to avoid caus-
ing a short circuit or fire?
Only use the provided fuse extractor. Using a conduc-
tor such as metal can cause a short circuit, damage the
electrical system, or start a fire.

B. FULL SET OF MANUALLY CRAFTED QUESTIONS AND
ANSWERS FOR EVALUATION
The following list the full set of 20 manually crafted questions
with their corresponding and answers use to evaluate our RAG
pipeline.

1) How many safety belts does this car has?
Your vehicle is equipped with three-point safety belts.
The two front seats and the two outboard rear seating
positions are each equipped with three-point safety
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belts. These safety belts are each anchored in three
locations to restrain passengers who are properly po-
sitioned and wearing the safety belt.

2) Should a pregnant woman use a safety belt?
Safety belts work for everyone, including pregnant
women. Like all occupants, pregnant women are more
likely to be seriously injured if they do not wear safety
belts. In addition, when a safety belt is worn prop-
erly, it is more likely that the unborn child will be
safe in a crash. To provide maximum protection, a
pregnant woman should wear a three-point safety belt.
She should wear the lap portion of the belt as low as
possible throughout her pregnancy.

3) How can I move the front seat forward?
To move the front seat forward or backward: 1. Pull up
and hold the lever located under the front side of the
front seat. 2. Slide the seat to the desired position. 3.
Release the lever and make sure the seat is locked into
place.

4) What is the maximum recommended RPMs to force
the car?
Never operate the engine at above 4500 rpm.

5) How to set the clock of the car?
When the ignition switch is turned to ON position, the
digital clock displays the time. Press Set button for 3
seconds. The clock will start flashing indicating that
it has entered into clock setting mode. By pressing
Set button within 1 s again, hours indication flashes.
By pressing the Set button again minutes indication
flashes. Hours and minutes displayed can be adjusted
by pressing the Mode button for 1 s or more. While
adjusting hours, the AM & PM automatically changes
after every 12 h display. While the number is flashing,
if no button is pressed for 5 seconds, current displayed
value is stored & display stops flashing & it exits from
clock setting mode. Clock display start at 1:00 by de-
fault.

6) How can I turn on the high-beam headlamps?
Make sure the low-beam headlamps are on.Push
the combination switch lever towards the instrument
panel. The headlamp high-beam indicator illuminates
when headlamps are on high beam. To switch from
high-beam headlamps to low-beam, pull the combi-
nation switch lever back towards you, to its normal
position.

7) How to turn on the rear window defroster?
To turn the defroster on, start the engine and push
the rear window defroster button. The indicator light
in the button will illuminate. To turn the defroster
off, push the button again. Make sure you turn the
defroster off after achieving clear vision. As caution
notice: Do not use the rear window defroster under the
following conditions: -Engine is not running. -You are
just starting your vehicle. -There is a buildup of snow
or ice on the rear window. If you use your vehicle’s

rear window defroster under these conditions, you
may discharge your vehicle’s battery. This can dam-
age your vehicle, requiring the replacement of some
parts.

8) How can I open the hood?
To open the hood: Pull the handle inside the vehicle
on the lower, driver’s side of the instrument panel.
Then pull up the secondary latch lever at the front of
the vehicle and raise the hood. -Disengage the hood
support rod from the retaining clip. -Rotate the rod up
and insert the free end securely into the socket on the
underside of the hood.

9) Can I use the phone while driving?
One significant distraction in today’s driving environ-
ment is the use of hand-held phones while driving.
Studies have found that the use of hand-held phones
while driving increases the risk of being involving in
an accident. At least one scientific study found that
use of any phone system either hand-held or hands-
free increases the risk of a collision by 400%. Using
phones, two-way radios or other electronic devices
such as computers, organizers, games, video, or GPS
and other navigational aids similarly increases the risk
of collision. We discourage your use of equipment
while you are operating your vehicle.

10) What is the recommended fuel for this car?
Use of 87 or higher Octane rating fuel is recom-
mended. The use of gasoline with an Octane rating
lower than 87 may cause engine to knock. Continued
use may cause engine damage and manufacturer war-
ranty stands void.

11) What kind of breaks does this car has?
Your vehicle is equipped with front disc and rear drum
brakes and a dual circuit braking system.

12) My tire went flat, how do I change it?
If a tire goes flat, pay attention to the following safety
instruction before you change the tire. 1.Turn on the
hazard flashers. 2. Pull off the road to a safe place away
from traffic. 3. Park on a firm and level surface. 4. Turn
off engine and remove key. 5. Set parking brake. 6.
Have all passengers get out of vehicle and stand in a
safe place. 7. Use a wedge, block of wood, or rocks in
front of and behind the tire that is diagonal from the
tire you plan to change. Failure to follow these safety
precautions can cause your vehicle to slip off the jack
possibly causing serious injury. Now let me explain
how to change a flat tire: 1. Remove the jack, tire
changing tools, and spare tire from the storage in the
luggage compartment. 2. Use the flat head screwdriver
to pry off the wheel cover (if so equipped). If your
vehicle is equipped with bolt-on type of wheel covers,
loosen 4 plastic caps by a hand with the aid of the
wheel wrench and remove the wheel cover. 3. Use the
wheel wrench to loosen the wheel nuts or bolts by one
turn each. CAUTION: Do not remove any of the nuts
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or bolts until you have raised the wheel off the ground.
4. Insert the jack handle into the jack. 5. Rotate the jack
handle clockwise to raise the lift head slightly. 6. Lo-
cate the jack according to the fig. Shown in the manual
EMERGENCIES 6-3. There is a notch at the front and
rear of the vehicle under the doors. CAUTION: Do not
attempt to raise vehicle until the jack is in the proper
position, and secure both to the vehicle and the ground.
7. Place the jack vertically at the front or the rear
jacking notch next to the wheel you plan to change. 8.
Raise vehicle by rotating jack handle clockwise until
lifting head fits firmly into appropriate notch and tire
is off the ground about 1 in (3 cm). CAUTION: As
the jack begins to raise the vehicle, make sure jack is
properly placed so it will not slip. Do not raise vehicle
more than is necessary to change wheel. WARNING:
Never get under car or start or run the engine while car
is supported by a jack. Vehicle may slip off the jack
resulting in serious injury or death. 9. Remove wheel
nuts or bolts completely by turning counterclockwise.
10. Remove tire and wheel. 11. Mount spare tire on
the wheel hub. CAUTION: Never use oil or grease on
studs or nuts. If you do, the nuts might come loose.
Your wheel could fall off, causing a serious accident.
Always use correct wheel nuts or bolts. Using the
wheel lug wrench, tighten the lug nuts or bolts down
firmly. If tightened incorrectly, the nuts or bolts might
come loose. 12. Replace and lightly seat the wheel nuts
or bolts by turning clockwise. 13. Turn jack handle
counterclockwise and lower vehicle to the ground. 14.
Tighten wheel nuts with the wrench firmly to 100 Nm
torque in a X pattern; 1− > 2− > 3− > 4 (See the
figure shown in the manual EMERGENCIES 6-5). 15.
Install wheel cover if required. When installing the
bolt-on type of wheel covers, do the following: -Put a
wheel cover on the tire. -Fasten 4 plastic caps by a hand
snug. -Tighten them by turning 90◦ additionally to the
maximum 5.9 lb-ft (8 N.m) with the wheel wrench. 16.
Secure the jack, tools, and the flat tire in their proper
locations.

13) I got stuck in the mud, what can I do?
If you got stuck in snow, mud or other loose surfaces,
the procedure below may allow you to free your vehi-
cle. 1. Turn the steering wheel fully left then right. This
will clear the area around your front tires. 2. Shift back
and forth between R and a forward gear. 3. Spin the
wheels as little as possible. 4. Release the accelerator
pedal while you shift. 5. Press lightly on the accelerator
pedal when the transaxle is in gear. If that does not
release your vehicle after a few attempts, your vehicle
may need to be towed. WARNING: When towing with
a tow rope, control of towed vehicle can be lost. Do not
tow if the wheels, transaxle, axles, steering or brakes
are damaged. Do not remove the key from the ignition

switch as this will lock the steering and this will make
the vehicle undriveable.

14) What is the maintenance interval for this vehicle?
Apply the first service after 1000 km or 1 mo,
whichever comes first. The second service should be
at 5000 km or 6 months. The third service should be
at 10000 km or one year. After that, apply a service 12
months or 10000 km, whichever comes first.

15) How frequent should I change the engine oil?
Change every 15,000 kms or 1 a (whichever is earlier).
Under severe condition change every 7,500 kms or 6
months (whichever is earlier). Oil filter element should
be replaced at the same time.

16) What kind of oil is recommended for this vehicle?
Oil with classification 5W-30 API SM GF4 is the rec-
ommended for this vehicle.

17) What engine does this car have?
This car is equipped with a 4-cylinder in-line engine.
It features a Single Overhead Camshaft (SOHC) with
8 valves, and it has a displacement of 995 cc. The
bore and stroke dimensions are 68.5 mm by 67.5 mm,
and it has a compression ratio of 9.3 to 1. In terms of
performance, it generates a maximum power of 45 kW
at 5400 rpm and a maximum torque of 86.8 Nm at
4200 rpm. The fuel system uses multi-point injection,
which helps with efficient fuel delivery. For mainte-
nance, the engine uses R BPR5EY-11 spark plugs with
a gap of 1.0 to 1.1 mm. The battery has a rating of
12 volts and 35 A-hours, and the alternator is rated at
12 volts and 65 amperes. The starter motor operates
at 12 volts and 0.8 kilowatts. Overall, this engine is
designed for reliability and efficiency, suitable for ev-
eryday driving needs.

18) What tires does this vehicle use?
The tires in this vehicle are sized at 155/70 R13 with a
load index of 75 and a speed rating of H/T. The wheels
themselves are 4.5 J x 13, which refers to the width
and diameter of the wheels in inches. For optimal
performance and safety, you should inflate the tires
to a pressure of 210 kPa (or 30 psi) both in the front
and the rear. This ensures a good balance between ride
comfort, fuel efficiency, and tire longevity.

19) What is the capacity of the fuel tank?
The fuel tank capacity is 35 liters or 9.2 gallons.

20) how frequently should I change the brake fluid?
Change every 30000 km or two years (whichever is
earlier).
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