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ABSTRACT Unmanned Aerial Vehicles (UAVs) have emerged as a transformative technology across diverse
sectors, offering adaptable solutions to complex challenges in both military and civilian domains. Their
expanding capabilities present a platform for further advancement by integrating cutting-edge computa-
tional tools like Artificial Intelligence (AI) and Machine Learning (ML) algorithms. These advancements
have significantly impacted various facets of human life, fostering an era of unparalleled efficiency and
convenience. Large Language Models (LLMs), a key component of AI, exhibit remarkable learning and
adaptation capabilities within deployed environments, demonstrating an evolving form of intelligence with
the potential to approach human-level proficiency. This work explores the significant potential of integrating
UAVs and LLMs to propel the development of autonomous systems. We comprehensively review LLM
architectures, evaluating their suitability for UAV integration. Additionally, we summarize the state-of-
the-art LLM-based UAV architectures and identify novel opportunities for LLM embedding within UAV
frameworks. Notably, we focus on leveraging LLMs to refine data analysis and decision-making processes,
specifically for enhanced spectral sensing and sharing in UAV applications. Furthermore, we investigate how
LLM integration expands the scope of existing UAV applications, enabling autonomous data processing,
improved decision-making, and faster response times in emergency scenarios like disaster response and
network restoration. Finally, we highlight crucial areas for future research that are critical for facilitating
the effective integration of LLMs and UAVs.

INDEX TERMS UAVs, large language models, spectral sensing, autonomous systems, decision-making.

I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) have been a focus of
attention for over fifty years due to their remarkable au-
tonomy, mobility, and adaptability, enhancing a wide array
of applications, including surveillance [1], [2], monitor-
ing [3], [4], search and rescue [5], healthcare [6], maritime
communications [7], and wireless network provisioning [8].
These foundational achievements prompted the integration
of Artificial Intelligence (AI) with UAVs. Particularly in the
2010 s, advances in both UAV technology and AI reached
a critical juncture, leading to substantial benefits across var-
ious applications. For example, AI-enabled UAVs employ

facial recognition and real-time video analysis techniques to
enhance security and monitoring of remote areas [9], [10],
[11]. In agriculture, UAVs with AI models analyze crop
health for precise farming, improving resource efficiency and
yields [12], [13]. Meanwhile, AI-driven UAVs optimize logis-
tics route planning and inventory management, streamlining
warehouse operations and improving delivery efficiency [14],
[15], [16].

To achieve these advancements, the existing AI-based UAV
systems generally use a combination of traditional ML al-
gorithms and neural networks to perform tasks such as
navigation, obstacle avoidance, and target recognition [17],
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FIGURE 1. The differences between AI-based UAV and LLM-based UAV technology.

[18], [19]. These systems rely on sensor data from cameras,
Light Detection and Ranging (LiDAR), Global Positioning
System (GPS), and Inertial Measurement Units (IMUs) to
interpret the environment and make real-time decisions. For
instance, Convolutional neural networks are employed for
image processing and object detection, enabling UAVs to
identify and track objects in their surroundings [20], [21].
Recurrent neural networks and long short-term memory net-
works are used for tasks involving sequence prediction and
time-series analysis, such as predicting the path of moving
objects [22], [23], [24]. Hierarchical control systems are im-
plemented to manage both high-level mission planning and
low-level flight dynamics, ensuring stability and precision in
various operational contexts. Despite their capabilities, these
AI systems are limited by their reliance on structured data and
predefined algorithms, which can hinder their performance in
highly dynamic or unpredictable environments.

Among these advancements, Large Language Models
(LLMs) have recently gained significant attention as they
enable systems to learn from application behavior and opti-
mize existing systems [25], [26]. Various LLMs employing
transformer architectures, such as the Generative Pre-trained
Transformer (GPT) series [27], Bidirectional Encoder Repre-
sentations from Transformers (BERT) [28], and Text-to-Text
Transfer Transformer (T5) [29], exhibit fundamental capabil-
ities. Due to extensive training on large datasets, they excel
at understanding, generating, and translating human-like text,
making them valuable for robotics, healthcare, finance, edu-
cation, customer service, and content creation applications.

Furthermore, the proficiency of these models in real-time
data processing, natural language understanding and genera-
tion, content recommendation, sentiment analysis, automated
response, language translation, and content summarization
creates opportunities in the UAV domain. For instance, they
enable UAVs to respond swiftly to dynamic environmental
changes and communication demands [30], [31]. Their adap-
tive learning capabilities facilitate continuous improvement
in operational strategies based on incoming data, enhancing
decision-making processes [32]. Additionally, their ability to
support multiple languages broadens their applicability in
global operations, particularly valuable for UAV communica-
tions in diverse applications such as smart cities, healthcare,
rescue operations, emergency response, media, and entertain-
ment [33], [34], [35]. Fig. 1 illustrates the key differences
between AI-based and LLM-based UAVs.

Recent literature [36], [37], [38] has explored incorpo-
rating LLMs into UAV communication systems to enhance
interaction with human operators and among UAVs. Tradi-
tionally, UAVs operate on pre-programmed commands with
limited dynamic interaction capabilities. However, integrating
LLMs enables support for natural and intuitive communica-
tion methods. For example, LLMs can interpret and respond
to commands in natural language, simplifying UAV control
and allowing the handling of complex, real-time mission ad-
justments. This transforms UAVs into more adaptable and
practical tools across various applications [39].

LLMs can enhance UAVs’ autonomous decision-making
based on communication context or environmental data [40],
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[41]. For example, without human input, LLMs can ana-
lyze messages and environmental data in search and rescue
operations to determine priorities and actions. In multi-
UAV operations, LLMs can facilitate better communication
and coordination, managing and optimizing information flow
between UAVs and improving overall efficiency and effective-
ness. LLMs can also enhance data processing and reporting
capabilities by generating summaries, insights, and actionable
recommendations from vast amounts of collected data.

Furthermore, LLMs can be trained to recognize patterns
and anomalies in communication data, crucial for preempt-
ing and resolving potential issues [42], [43]. For instance, if
a UAV sends inconsistent data, LLMs could quickly detect
anomalies and alert operators. LLMs can enhance scalabil-
ity and adaptation in communication protocols, automatically
learning and adapting to new protocols based on new data or
operational changes, ensuring seamless communication. Pre-
training LLMs with simulated data helps understand mission
conditions and requirements, enabling real-time adaptation
during missions for optimal performance.

This work is motivated by the potential of integrating
LLMs into UAV communication systems. We comprehen-
sively analyze existing LLM methods focusing on UAV
integration to highlight advantages and limitations in ex-
panding current UAV communication systems’ capabilities.
The review summarizes state-of-the-art LLM-integrated ar-
chitectures, explores opportunities for LLM incorporation into
UAV architecture, and addresses spectrum sensing and shar-
ing concerning LLM integration. We aim to showcase how
LLMs can optimize communication, adapt to new missions
dynamically, and process complex data streams, enhanc-
ing UAV efficiency and versatility across various domains,
including emergency response, environmental monitoring, ur-
ban planning, and satellite communication. Additionally, we
address the legal, ethical, and technical challenges of deploy-
ing AI-driven UAVs, emphasizing responsible and effective
integration, laying the groundwork for advancing UAV tech-
nology to meet future demands, and exploring innovative AI
applications in UAV systems.

A. CONTRIBUTIONS
The contributions of this paper are summarized as follows:
� First, we present an in-depth analysis of various LLM

architectures, assessing their suitability and potential for
integration within UAV systems. This evaluation helps to
understand the capabilities and effectiveness of state-of-
the-art LLM models for different UAV applications.

� Then, we explore various LLM-based UAV architec-
tures, providing a consolidated view of how UAV tech-
nologies evolve by integrating sophisticated AI models.
Furthermore, areas that can further benefit from LLM
integration are highlighted.

� After that, we discuss enhancing spectral sensing and
sharing capabilities in UAVs through LLM integration.
The impact of LLM integration on UAVs for optimized

spectrum sensing, data processing, and decision-making
is presented.

� Finally, we demonstrate how LLM integration with the
UAV framework can extend the capabilities of UAVs
in various sectors, including surveillance and recon-
naissance, emergency response, delivery, and enhanced
network connectivity during emergencies. Moreover,
critical areas for future research essential for the success-
ful and effective integration of LLMs with UAV systems
are identified and highlighted.

B. RELATED SURVEYS
The future holds promise for revolutionizing various domains;
therefore, several recent review articles exist on the topic. For
instance, [52], [53], [54] investigate LLMs architectures, [55],
[56], [57], [58] present the overview of the training pro-
cess, fine-tuning, logical reasoning, and related challenges to
address their limitations for broad adoption of LLM-based
systems across domains. In [44], a comprehensive analysis
is provided on LLM-based autonomous agents, focusing on
their construction, application, and evaluation. These agents,
equipped with sophisticated natural language understanding
and generation capabilities, operate without human interven-
tion. They interact with environments and users in complex
ways, necessitating the integration of advanced AI tech-
niques for tasks like communication and problem-solving
across various domains such as social science, natural sci-
ence, and engineering. Another work [45] delves into the
development and use of LLM-based AI agents, emphasiz-
ing their role in advancing artificial general intelligence.
LLMs are recognized as foundational for creating versatile
AI agents due to their language capabilities, which are cru-
cial for various autonomous tasks. The authors propose a
framework based on brain, perception, and action components
to enhance agents’ performance in complex environments.
In [46], challenges and advancements in aligning LLMs
with human expectations are critically examined. Concerns
like misunderstanding instructions and biased outputs are
addressed through technologies enhancing LLM alignment.
Data collection strategies, training methodologies, and model
evaluation techniques are explored to improve performance in
understanding and generating human-like responses. Another
study [47] investigates challenges in deploying LLMs, par-
ticularly in resource-constraint settings. Model compression
techniques like quantization, pruning, and knowledge distilla-
tion are discussed to improve efficiency and applicability.

In another work [59], the authors focused on providing
a comprehensive overview of LLM-enabled telecommunica-
tions networks, exploring their potential to automate tasks
in the telecom field and advance towards artificial general
intelligence-enabled 6G. The paper covers LLM fundamen-
tals, telecom applications, and key techniques in generation,
classification, optimization, and prediction while addressing
challenges and future directions for LLM-enabled telecom
networks. In [33], the authors explored using LLMs to de-
velop intelligent control mechanisms for integrating terrestrial
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TABLE 1. Summary of the Existing Surveys

and non-terrestrial networks in 6G Internet of Things (IoT)
systems. The study addresses critical challenges such as re-
source management, interference cancellation, and handover
management by utilizing LLMs’ capability to learn com-
plex patterns from large-scale data. In another work [60], the
authors investigated the integration of LLM into Integrated
Satellite, Aerial, and Terrestrial Networks to enhance 5G/6G
communication technologies through improved data flow, sig-
nal processing, and network management. It examined LLMs’
potential to optimize network performance by tackling tradi-
tional bottlenecks and enhancing resource allocation, traffic
routing, and security management within integrated Satellite,
Aerial, and Terrestrial Networks.

While [48], [49] investigate challenges of LLMs, including
vast dataset management and high costs, they point out limi-
tations that cannot be overcome merely by increasing model
size. [38] explores Generative Artificial Intelligence (GAI)
applications in improving UAV communication, networking,
and security performances. A GAI framework is introduced to
advance UAV networking capabilities. [30] surveys the chal-
lenges of UAV swarms in dynamic environments, discussing

various GAI techniques for enhancing coordination and func-
tionality.

In [50], the authors explore the potential of Large-GenAI
models to enhance future wireless networks by improving
wireless sensing and transmission. They highlight the bene-
fits of these models, including enhanced efficiency, reduced
training requirements, and improved network management.
In another study [51], the authors investigated the appli-
cation of LLMs for developing advanced signal-processing
algorithms in wireless communication and networking. They
explored the potential and challenges of using LLMs to
generate hardware description language code for complex
tasks, focusing on code refactoring, reuse, and validation
through software-defined radios. This approach led to signif-
icant productivity improvements and reduced computational
challenges.

Although [30], [38] focus broadly on GAI, the specific
application of LLMs in UAV communication systems still
needs to be explored. This gap highlights an area poised for
investigation. Table 1 summarizes existing surveys’ primary
focus and critical findings.
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C. ORGANIZATION
The rest of the paper is organized as follows. In Section II,
we present an overview of LLMs, introducing foundational
concepts and developments in this area. Section III is ded-
icated to exploring LLMs for UAVs, where we discuss the
integration and adaptation of LLM technologies within UAV
systems. Section IV focuses on network architectures for
LLMs in UAV communications, examining the structural de-
signs that support LLM functionalities in UAV networks.
Section V addresses spectrum management and regulation for
LLMs in UAVs. Section VI explores applications and use
cases of LLMs in UAV communications, outlining practical
implementations and the benefits derived from these technolo-
gies. Section VII examines the challenges and considerations
in implementing LLM-Integrated UAVs, discussing poten-
tial obstacles and operational considerations. Section VIII
is dedicated to future directions and research opportunities,
presenting potential areas for further exploration and develop-
ment in the LLMs in UAVs. Finally, Section IX concludes the
paper with a summary of our findings and reflections on the
broader implications of our research.

II. OVERVIEW OF LARGE LANGUAGE MODELS (LLMS)
LLMs undergo extensive data training, demanding high com-
putational power and the integration of ML algorithms and
deep neural network architectures to enable sophisticated lan-
guage processing abilities [61]. This training encompasses
diverse and extensive datasets, including text from various
sources such as books, websites, and articles, aiding the model
in learning language structure, vocabulary, grammar, and
contextual nuances [61]. Integrating ML algorithms, LLMs
interpret data, adjusting their learning process to language
nuances and refining prediction and response generation [62].
Typically based on transformer architecture, LLMs utilize
self-attention mechanisms, simultaneously enabling parallel
processing of every word in a sentence. This capability al-
lows a comprehensive understanding of context, significantly
enhancing the model’s ability to manage long-range depen-
dencies in text, thereby improving context awareness [63].
LLMs consist of multiple neural network layers, each per-
forming complex computations. These layers process inputs
sequentially, refining information progressively. With param-
eters ranging from millions to billions, they dictate how input
data is transformed into outputs. During training, these param-
eters are adjusted to minimize prediction errors, progressively
improving the model’s ability to recognize complex patterns
and relationships within the data [64].

The specific architecture of LLMs, based on transformer
architecture, incorporates attention mechanisms to weigh the
importance of different parts of input data, essential for
tasks like language understanding [65]. Positional encod-
ings maintain word order, which is crucial for sequential
natural language. Training involves adjusting parameters
through gradient descent and backpropagation. Backprop-
agation calculates gradients of the loss function for each
parameter, guiding parameter updates to enhance model

performance. Gradient descent iteratively adjusts parame-
ters to minimize prediction error. Through this process,
LLMs continually learn from mistakes, generating coher-
ent and contextually appropriate responses and improving
their ability to handle complex language tasks. Fig. 2 illus-
trates the typical layers involved, showing how input text is
transformed through multiple processing stages to produce
output.

The broad landscape of LLMs in based on several essen-
tial models having unique characteristics tailored to specific
linguistic tasks. For example, BERT [28], revolutionized
the field by using a bidirectional training of transformers
to improve context understanding, making it exceptionally
practical for tasks such as question answering and language
inference. Since its introduction, BERT has been widely
adopted for improving search engine results, enabling more
nuanced and context-aware responses to queries. Google has
incorporated BERT into its search algorithms, significantly
enhancing search accuracy by better understanding the intent
behind users’ queries [66]. Moreover, Enhanced Represen-
tation through Knowledge Integration (ERNIE) [67] extends
BERT by incorporating structured knowledge, such as entity
concepts, to enhance language comprehension. ERNIE is used
for enhancing language understanding tasks in Chinese, show-
casing superior performance in language inference and named
entity recognition. It demonstrates the importance of integrat-
ing structured knowledge into pre-trained language models,
especially for languages with complex structures like Chinese.

While the GPT series [68], [69] focuses on generating
human-like text by predicting the next word in a sequence,
showcasing remarkable proficiency in various generative
tasks. The GPT models, particularly the later versions such
as GPT-3, have been instrumental in creating advanced chat-
bots and virtual assistants. These models have been used to
generate creative content, from writing articles to composing
poetry, demonstrating their versatility in handling various in-
novative and conversational tasks.

On the other hand, T5 [29] adopts a unified frame-
work that converts all text-based language problems into a
text-to-text format, simplifying the process of training and
applying transformers. T5 has been effectively used in sum-
marization, translation, and classification tasks. Its flexible
text-to-text approach can be fine-tuned for various language
tasks without significantly changing the underlying model
architecture [70].

While eXtreme Learning NETwork (XLNet) introduces
permutation-based training, which better captures the bidirec-
tional context by predicting all tokens in a sequence rather
than one at a time. XLNet’s permutation-based training strat-
egy allows it to outperform models like BERT on tasks
requiring a deep understanding of context order, such as ques-
tion answering and document ranking, making it particularly
useful in academic and professional settings where the precise
interpretation of information is crucial [71].

Lastly, Bidirectional and Auto-Regressive Transform-
ers (BART) combine an autoencoder and autoregressive
approach, making it highly effective for sequence-to-sequence
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FIGURE 2. A general architecture of LLM.

tasks and text generation. It has been used extensively in text
summarization applications as it generates concise summaries
of long documents without losing critical information. It is
particularly useful in law and medicine files where extracting
accurate information quickly from large texts is vital. The
next section details these models’ working and highlights their
opportunities for UAVs [72].

Some less common LLM models have also been inte-
grated into UAVs for innovative applications. In [73], the
authors employed UAVs to handle complex tasks involving
semantically rich scene understanding by integrating LLMs
and Visual Language Models (VLMs). The approach allows
UAVs to provide zero-shot literary text descriptions of scenes,
which are both instant and data-rich, suitable for applications
ranging from the film industry to theme park experiences
and advertising. The descriptions generated by this system
achieve a high readability score, highlighting the system’s
ability to develop highly readable and detailed descriptions,
demonstrating the practical use of microdrones in challenging
environments for efficient and cost-effective scene interpreta-
tion. The authors in [74] integrated LLMs in UAV control by
developing a multimodal evaluation dataset that combines text
commands with associated utterances and relevant images,
enhancing UAV command interpretation. The presented study
evaluates the effectiveness of generic versus domain-specific
speech recognition systems, adapted with varying data vol-
umes, to optimize command accuracy. It also innovatively
integrates visual information into the language model, using
semi-automatic methods to link commands with images, pro-
viding a richer context for command execution.

In another work [75], the authors focused on enhanc-
ing human-drone interaction by implementing a multilingual
speech recognition system to control UAVs. This work ad-
dresses the complexities and training challenges associated
with traditional RF remote controls and ground control sta-
tions using natural, user-intuitive interfaces that recognize
speech in English, Arabic, and Amazigh. The study developed
a two-stage approach by initially creating a deep learning-
based model for multilingual speech recognition, which was
then implemented in a real-world setting using a quadrotor
UAV. The model was trained on extensive records, including
commands and unknown words mixed with background noise,

to enhance its robustness for controlling drones across linguis-
tic backgrounds.

In [76], the authors explore the application of LLMs to
enhance the resilience and adaptability of autonomous mul-
tirotors through REsilience and Adaptation (REAL) using the
LLMs approach. REAL integrates LLMs into robots’ mission
planning and control frameworks, leveraging their extensive
capabilities in long-term reasoning, natural language com-
prehension, and prior knowledge extraction. REAL utilizes
LLMs to enhance robot resilience in facing novel or chal-
lenging scenarios, interpret natural language and log data for
better mission planning, and adjust control inputs based on
minimal user-provided information about robot dynamics. Ex-
perimental results demonstrate that this integration effectively
reduces position-tracking errors under scenarios of controller
parameter errors and unmodeled dynamics. Furthermore, it
enables the multirotor to make decisions that avoid potentially
dangerous situations not previously considered in the design
phase, showcasing LLMs’ practical benefits and potential in
improving autonomous UAV operations.

III. LLMS FOR UAVS
The technology revolution has significantly transformed UAV
design, equipping them with powerful hardware and computa-
tional capabilities that greatly enhance their potential. Modern
UAVs now feature cutting-edge processors and GPUs, en-
abling them to run LLMs directly on board and reduce
reliance on cloud-based processing. This capability allows
UAVs to perform tasks such as real-time language trans-
lation and communication during international surveillance
missions, or analyze complex sensor data using LLMs to
facilitate dynamic decision-making in critical situations. This
increased computational power facilitates real-time data anal-
ysis and decision-making, which is critical for the dynamic
environments in which UAVs operate. The integration of edge
computing further strengthens these capabilities by allowing
distributed processing close to the UAV, thereby enhancing re-
sponsiveness and operational efficiency [10], [77], [78], [79].

Furthermore, advancements in communication technolo-
gies such as 5G and satellite internet provide UAVs with
low-latency, high-bandwidth connections, enabling the swift
transmission of large data volumes necessary for LLM
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operations. Modular software architectures allow for seam-
less integration and updating of LLM components, boosting
the flexibility and scalability of UAV systems. These hard-
ware and computational power enhancements enable UAVs to
perform sophisticated decision-making, natural language pro-
cessing (NLP), and real-time adaptation to changing mission
parameters [80], [81], [82].

Accordingly, advanced communication technologies enable
LLMs to enhance UAVs’ ability to understand and adapt to
network conditions and recommend protocols that optimize
latency and throughput in variable environments. This results
in more efficient data exchange and enhanced operational
efficiency. LLMs also empower UAVs with advanced cogni-
tive abilities, improving autonomy and facilitating complex
interactions with human operators and other systems [83],
[84], [85]. They can predict and preempt operational failures
and maintenance needs, increasing UAV reliability and lifes-
pan while minimizing costs [84], [86]. In terms of security,
LLMs enhance protocols by recognizing potential threats and
simulating attacks to bolster defenses. They optimize the al-
location of resources (e.g., bandwidth and power), adjusting
dynamically to network demands to extend operational times
and improve the system interface. Additionally, LLMs help
manage scalability challenges in ad-hoc networks by adjust-
ing protocols and configurations as UAV numbers fluctuate,
ensuring stable and efficient network operation. In short, the
integration of LLM capabilities into UAV ad-hoc networks
marks a substantial advancement in making them more in-
telligent, responsive, and efficient for diverse applications.
For instance, the authors in [87] introduced a vision-based
autonomous planning system for quadrotor UAVs to enhance
safety. The system predicts trajectories of dynamic obstacles
and generates safer flight paths using NanoDet for precise
obstacle detection and Kalman Filtering for accurate motion
estimation. Additionally, the system incorporates LLMs such
as GPT-3 and ChatGPT to facilitate more intuitive human-
UAV interactions. These LLMs enable NLP, allowing users
to control UAVs through simple language commands without
requiring complex programming knowledge. They translate
user instructions into executable code, enabling UAVs to
execute tasks and provide feedback in natural language, sim-
plifying the control process. In the following, we provide a
detailed overview of different LLMs and discuss the opportu-
nities they bring for UAVs applications.

A. BERT-ENABLED UAVS
As discussed in the previous section, BERT is an influen-
tial model in NLP, developed by researchers at Google and
released in 2018 [28]. BERT’s development represented a
turning point in NLP, providing a more nuanced and effective
way for machines to process and understand human language
by fully leveraging the context surrounding each word. BERT
employed pre-training and fine-tuning stages. In pre-training,
the model is trained on a large corpus of text with tasks
designed to help it learn general language patterns. These
tasks include predicting masked words in a sentence (i.e.,

Masked Language Model (MLM)) and predicting whether
two sentences logically follow each other (i.e., Next Sentence
Prediction (NSP)). After pre-training, BERT is fine-tuned
with additional data tailored to specific tasks (i.e., question
answering or sentiment analysis) [88], [89].

The introduction of BERT significantly advanced the state
of the art in a wide range of NLP tasks. It showed remark-
able performance improvements on leaderboards for tasks
such as named entity recognition [90], [91], sentiment anal-
ysis [92], [93], and especially question answering and natural
language inference, where the full-sentence context from
both directions can be crucial for understanding subtleties.
In addition, BERT has inspired numerous variations and im-
provements, leading to the development of different models
such as Robustly optimized BERT approach (RoBERTa) [94],
Distilled Bidirectional Encoder Representations from Trans-
formers (DistilBERT) [95], and A Lite BERT (ALBERT) [96]
that use the original architecture and training procedures of
BERT to optimize other factors such as training speed, model
size, or enhanced performance.

Integrating BERT can significantly enhance UAV perfor-
mance across various domains. For instance, in emergency
response scenarios, BERT can help UAVs understand com-
plex natural language commands from disaster management
teams. Moreover, BERT can interpret and summarize infor-
mation from UAV sensors and reports, making it particularly
valuable in surveillance missions where quick summariza-
tion of extensive video data is essential. Moreover, BERT’s
ability to rapidly analyze and interpret data from multiple
sources enables timely, informed decisions, crucial in en-
vironmental monitoring for assessing conditions like forest
fires or pollution. Furthermore, its proficiency in parsing
and understanding commands ensures precise coordination
among multiple UAVs, which is critical for complex logistics
operations involving supply delivery in challenging environ-
ments. Recently, in [97], the authors introduced an innovative
end-to-end Language Model-based fine-grained Address Res-
olution framework (LMAR) explicitly designed to enhance
UAV delivery systems. Traditional address resolution sys-
tems rely primarily on user-provided Point of Interest (POI)
information, often lacking the necessary precision for accu-
rate deliveries. To address this, LMAR employs a language
model to process and refine user-input text data, improving
data handling and regularization with enhanced accuracy and
efficiency in UAV deliveries. In another work [98], [99],
the authors develop enhanced security and forensic analy-
sis protocols for UAVs to support increased drone usage
across various sectors, including those vulnerable to criminal
misuse. They introduce a named entity recognition system
to extract information from drone flight logs. This system
utilizes fine-tuned BERT and DistilBERT models with an-
notated data, significantly improving the identification of
relevant entities crucial for forensic investigations of drone-
related incidents. The authors in [100] focused on enhancing
the target recognition capabilities of UAVs in intelligent
warfare by constructing a standardized knowledge graph from
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large-scale, unstructured UAV data. The authors introduced
a two-stage knowledge extraction model with an integrated
BERT pre-trained language model to generate character fea-
ture encoding, which enhances the efficiency and accuracy of
information extraction for future UAV systems.

B. GPT-ENABLED UAVS
GPT series developed by OpenAI represents a significant
evolution in the design and capabilities of LLMs that en-
hance various NLP tasks such as text generation, translation,
summarization, and question answering [101]. The first archi-
tecture, GPT-1, was introduced in June 2018, and it was based
on the transformer model that uses a stack of decoder blocks
from transformer architecture. GPT-1 was pre-trained on a
language modeling task (predicting the next word in a sen-
tence) using the BooksCorpus dataset, which comprises over
7,000 unique unpublished books (totaling around 800 million
words). After this initial pre-training, supervised learning was
fine-tuned for specific tasks [27], [101].

The GPT-2 was released in February 2019 and expanded
significantly on its predecessor, featuring up to 48 layers in its
largest version, with 1,600 hidden units, 48 attention heads,
and 1.5 billion parameters [102]. GPT-2 used a WebText
dataset created by scraping web pages linked from Reddit
posts with at least three upvotes. This resulted in a diverse
dataset of around 40 GB of text data. GPT-2 continued using
the unsupervised learning approach, leveraging only language
modeling for pre-training without task-specific fine-tuning.
This demonstrated the model’s ability to generalize from lan-
guage understanding to specific tasks [103]. While GPT-3
released in June 2020 is one of the largest AI language models
ever created, with 175 billion parameters. It includes 96 lay-
ers, with 12,288 hidden units and 96 attention heads [104]. It
was trained on an even more extensive and diverse dataset,
including a mixture of licensed data, data created by hu-
man trainers, and publicly available data, significantly larger
than GPT-2. GPT-2 and GPT-3 used an unsupervised learn-
ing model, demonstrating exceptional capabilities in learning
from large datasets [105].

GPT-4, built on an advanced transformer-style architecture,
significantly expands in size and complexity compared to its
predecessors, GPT-2 and GPT-3. This model has been fine-
tuned using reinforcement learning from human feedback and
employs publicly available internet data and data licensed
from third-party providers. However, specific details related
to the architecture, such as the model size, hardware speci-
fications, computational resources used for training, dataset
construction, and training methodology, have not been pub-
licly disclosed [106].

GPT series in UAVs represents an innovative intersection
of AI and drone technology that can enhance UAVs’ function-
ality, autonomy, and interaction capabilities in a broad range
spanning from enhanced control systems to fully autonomous
task execution [107], [108]. For example, GPT series integra-
tion allows UAVs to execute instructions provided in plain
language with a high level of proficiency. For instance, the

operator command to inspect the condition of a bridge at
specific coordinates can instruct the UAV to devise a flight
path and carry out all the necessary steps for bridge inspection
without requiring manual inputs for each step. Similarly, it
can generate detailed reports based on data collected during
flights, and integration of these models with the UAV’s sen-
sors and data collection systems can automatically generate
textual descriptions highlighting various aspects, such as mis-
sion outcomes and anomalies detected [109].

Accordingly, GPT-assisted UAVs simplify the process for
human operators by providing clear insights into what the
UAV has observed, eliminating the need to review exten-
sive raw data. Tazir et al. in [107] integrated LLM system
OpenAI’s GPT-3.5-Turbo with UAV simulation systems (i.e.,
PX4/Gazebo simulator) to create a natural language-based
drone control system. The system architecture is designed
to allow seamless interaction between the user and the
UAV simulator through a chatbot interface facilitated by a
Python-based middleware. In another work [110], the authors
integrated advanced GPT models and dense captioning tech-
nologies into autonomous UAVs to enhance their functionality
in indoor inspection environments. The proposed system en-
ables UAVs to understand and respond to natural language
commands like humans, increasing their accessibility and
ease of use for operators without advanced technical skills.
Furthermore, in dynamic or complex environments requiring
fast decisions, GPT can process real-time data and commu-
nications to provide suggestions or automated decisions. For
instance, in a search and rescue operation, it can analyze live
video and text reports from UAVs to recommend areas to fo-
cus on or adjust search patterns [37]. It can also play a crucial
role in enhanced collaborative UAV-to-UAV communication
by establishing a decentralized swarm intelligence system
where UAVs can share information and make group decisions.
For instance, UAVs can use natural language to report their
status and findings to each other, coordinate their actions
based on shared goals, and optimize task distribution among
the group without constant human intervention [111]. GPT
series can also simulate various communication scenarios
for UAV’s training by generating realistic mission scenarios
and responses, providing operators with robust training on
handling different situations to enhance their response for
real-world operations [109].

C. TEXT-TO-TEXT TRANSFER TRANSFORMER (T5) FOR UAVS
In October 2019, Google introduced the T5 model, which
transformed natural language processing (NLP) by refram-
ing tasks as text-to-text problems [112]. Unlike traditional
models that require different architectures for different tasks,
T5 standardizes input and output across all tasks, such as
translation, summarization, question answering, and text clas-
sification [113]. This allows T5 to use a single architecture,
simplifying training and deployment since the same model
can handle multiple tasks with minimal modifications [29].
T5 is pre-trained on a large corpus of text using a variation of
the masked language model task, similar to BERT, enhancing
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its natural language understanding and generation. It is then
fine-tuned on specific tasks by adapting the training data to
the text-to-text format. T5’s versatility makes it suitable for
applications such as language translation, document summa-
rization, sentiment analysis, and question answering, where it
generates appropriate textual outputs [114].

Although the authors did not find substantial existing work
integrating the T5 framework with UAV systems, its fea-
tures provide a robust foundation for future development [29],
[115], [116]. Given its exceptional characteristics, the T5
framework’s advanced NLP capabilities present promising
opportunities to enhance UAV operations, including improv-
ing command interpretation, response generation, data anal-
ysis, and translation [117], [118]. By leveraging T5, UAVs
could translate complex operator commands given in natu-
ral language into executable instructions, thereby improving
operational efficiency [119]. Additionally, T5’s ability to gen-
erate comprehensive mission reports by summarizing key
findings and highlighting anomalies from UAV-collected data
is particularly beneficial for environmental monitoring and
disaster response efforts [120]. Its real-time data processing
capabilities can offer immediate actionable insights by ana-
lyzing sensor and camera data, which is crucial during search
and rescue missions where it can quickly identify potential
areas of interest or hazards, enhancing the effectiveness of
rescue operations. Moreover, T5 can enable seamless coor-
dination in UAV missions by interpreting and responding to
inter-UAV communications, vital for managing flight patterns,
avoiding collisions, and coordinating area surveillance tim-
ings. T5-assisted UAV communication supports automated
troubleshooting by interpreting error messages and sensor
data, providing troubleshooting steps and real-time feedback
to operators, and suggesting operational adjustments. More-
over, T5 can create simulated mission scenarios and dialogues
based on historical data or potential future situations, improv-
ing training and preparedness strategies.

D. EXTREME LEARNING NETWORK (XLNET) FOR UAVS
XLNet is an advanced NLP model developed jointly by re-
searchers from Google and Carnegie Mellon University [71].
Unlike BERT, which employs an MLM approach (i.e., where
some words in a sentence are randomly masked and pre-
dicted), XLNet uses a permutation-based training strategy.
This approach considers all possible permutations of the
words in a sentence during training, enabling the model to
predict a target word based on all potential contexts provided
by other words before and after it. This method significantly
enhances the flexibility and depth of contextual understand-
ing [121], [122].

XLNet also merges strategies from autoregressive language
modeling (e.g., GPT series) and autoencoding (e.g., BERT)
by training autoregressively without adhering to a fixed se-
quence order. Instead, it predicts words based on varied
permutations, enhancing its comprehension and generation
capabilities [123]. Consequently, XLNet has demonstrated su-
perior performance on several NLP tasks, including question

answering, natural language inference, and document rank-
ing, by effectively utilizing complete sentence structures for
a deeper and more accurate contextual understanding [124],
[125], [126].

Integrating XLNet into UAV systems offers significant
advantages due to its advanced language processing capa-
bilities, as demonstrated by its permutation-based training
strategy [127], [128]. This approach enables XLNet to achieve
a more nuanced and comprehensive understanding of context,
making it highly effective for interpreting complex instruc-
tions or environmental data, where the context can vary signif-
icantly, such as in UAV applications. For example, in search
and rescue missions, where the operational environment is
both complex and dynamic, XLNet can provide real-time, re-
liable interpretations of context-heavy commands, enhancing
UAV responsiveness and decision-making.

Additionally as XLNet considers all permutations of input
data, it is more robust against noisy or incomplete inputs,
a common challenge in real-world UAV tasks. This robust-
ness is particularly beneficial in combat or disaster response
scenarios where communications may be disrupted or in-
complete, allowing XLNet to predict and fill in missing
information, thereby maintaining the effectiveness of UAV
operations [129]. Although the authors did not find substan-
tial existing work specifically integrating XLNet with UAV
systems, its features provide a strong foundation for future
developments, indicating significant potential to advance UAV
applications by enhancing autonomous decision-making and
operational efficiency [71], [121].

E. ENHANCED REPRESENTATION THROUGH KNOWLEDGE
INTEGRATION (ERNIE) FOR UAVS
Baidu Research introduced ERNIE in June 2019 to inte-
grate structured world knowledge into pre-trained language
models, marking a significant evolution in language under-
standing [67]. Unlike conventional models that rely solely on
textual data, ERNIE enhances language models by incorpo-
rating knowledge graphs (i.e., structured databases) that store
information about entities (such as people, places, and things)
and their relationships. This integration allows ERNIE to un-
derstand and represent complex relationships and attributes
associated with various entities, offering a multi-dimensional
perspective on language semantics. By training on both tra-
ditional text corpora and knowledge graphs, ERNIE gains
a deeper understanding of language semantics, improving
performance on tasks requiring nuanced understanding, such
as question answering and named entity recognition [130],
[131], [132]. Its ability to incorporate external knowledge
helps ERNIE provide contextually appropriate responses and
handle language ambiguity effectively, enhancing applica-
tions like semantic search engines and complex question
answering [133].

ERNIE’s unique capability to integrate structured world
knowledge with textual data can substantially benefit UAV
communication systems [134]. For example, ERNIE can more
effectively interpret complex, context-dependent commands
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TABLE 2. Overview of Different State-of-The-Art LLM Models for UAVs

issued by operators by leveraging its integration of knowledge
graphs. This capability is crucial during missions in unfamiliar
territories, where understanding local geography and terms
is necessary. ERNIE also enhances autonomous decision-
making by processing environmental data and mission ob-
jectives, using its broader knowledge to inform decisions,
such as identifying landscape anomalies for environmental
monitoring. During critical missions (e.g., search and rescue
or disaster response), ERNIE’s real-time situational aware-
ness helps quickly interpret data inputs against its knowledge
graph to identify relevant entities or situations [135]. In
scenarios involving multiple UAVs, ERNIE facilitates better
communication and coordination by managing information
exchange based on relevance and urgency related to mis-
sion objectives [136]. Additionally, ERNIE can generate
context-rich simulation scenarios for training and assist in
generating detailed incident reports and debriefings, offering
semantic analysis of mission outcomes [130]. Thus, by lever-
aging its ability to integrate knowledge graphs with textual
data, ERNIE enhances the intelligence, responsiveness, and

effectiveness of UAV communication systems, making it
valuable for advanced UAV applications where conventional
LLMs might struggle with complex contextual information.
Table 2 further provides a summary of various existing LLM
models, highlighting their key features, applications, and
challenges.

F. BIDIRECTIONAL AND AUTO-REGRESSIVE
TRANSFORMERS (BART) FOR UAVS
Facebook developed BART that combines the strengths of
both auto-encoding and auto-regressive techniques within the
transformer framework, making it exceptionally effective for
sequence-to-sequence tasks [137]. Unlike BERT, which is
primarily designed for understanding and predicting elements
within the same input text, BART is optimized for tasks
requiring text generation or transformation. It is trained by
corrupting text with various noising functions, such as token
masking, text infilling, and learning to reconstruct the original
text [88], [138]. The BART training equips it to handle a wide
range of applications, including text summarization, where
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it can generate concise versions of longer documents, and
text generation, suitable for creating content or generating
dialogue. In addition, BART’s capabilities extend to machine
translation and data augmentation, making it a versatile tool
for transforming input text into coherent and contextually
appropriate output sequences [139].

BART integration into UAVs offers several advantages, par-
ticularly in tasks that involve complex text processing and
generation. For example, BART can enhance the formulation
and interpretation of mission reports, automatically generat-
ing concise summaries from extensive surveillance data or
sensor readings, thus aiding in quicker decision-making and
briefing. BART is also proficient in generating coherent text
sequences for automated responses or instructions to UAV
operators, specifically in scenarios requiring fast and accurate
communication. Furthermore, BART can improve real-time
strategy adjustments during search and rescue operations to
interpret incoming data and provide updated mission objec-
tives or directions based on the evolving scenario. It also
can transform noisy, incomplete textual data into intelligible
information, making it particularly valuable in dynamic and
challenging environments for UAV operations to ensure that
communications remain clear and contextually relevant de-
spite the complexities involved.

G. COMPARISON OF DIFFERENT LLMS FOR UAVS
The comparison of different LLMs (i.e., BERT, GPT, T5, XL-
Net, ERNIE, and BART) for UAVs reveals distinct capabilities
tailored to various aspects of UAV operations, reflecting their
unique architectures and training approaches. For instance,
BERT excels at understanding context from both directions
around a word, making it highly effective for interpreting
complex commands and extracting relevant information from
mission data [28], [140]. It is particularly suited for tasks
where a precise understanding of sensor data or operational
directives is critical, such as in surveillance or monitoring mis-
sions where deep contextual knowledge is crucial. In contrast,
GPT specializes in generating coherent and extended text out-
puts, which are beneficial for creating detailed mission reports
or conducting dialogues. This model is ideal for UAV training
simulations that require narrative-style updates or interactive
communications for generating operational logs or debriefing
reports [102], [125].

Whereas T5 exhibits high versatility and converts any
text-based task into a text-to-text format, simplifying the pro-
cessing of diverse types of communication [112]. It proves
effective in UAV communication tasks such as translating
communications between different languages or protocols,
summarizing extensive exploration data, and transforming
raw sensor outputs into actionable text formats. On the other
hand, XLNet employs permutation-based training and under-
stands language context more flexibly and comprehensively
than BERT. This model is helpful in complex, dynamic op-
erational environments such as search, rescue, and disaster
response, where interpreting and responding to context-heavy
instructions in real-time is essential [71].

Similarly, ERNIE enhances the semantic understanding of
language by integrating external knowledge through knowl-
edge graphs, making it well-suited for missions that require
a deep understanding of specific terminologies or concepts,
such as environmental monitoring applications that involve
specific ecological data. While BART compromises the ben-
efits of auto-encoding and auto-regressive models, it excels
at understanding and generating text. It is ideal for devel-
oping precise and contextually accurate mission reports or
instructions for summarizing detailed surveillance data, where
maintaining the integrity of information and its concise pre-
sentation are crucial [67], [137].

Therefore, in conclusion, BERT and XLNet are highly
effective at understanding commands due to their profound
contextual understanding, with XLNet providing additional
flexibility in dynamic contexts. Meanwhile, GPT and BART
excel at creating coherent, extensive texts, with BART of-
fering additional capabilities in text transformation tasks. T5
offers broad applicability across text transformation tasks,
making it versatile for various communication needs, while
ERNIE stands out in scenarios where integrating specialized
knowledge is essential for accurate operation and decision-
making.

Accordingly, each model can be incorporated based on the
UAV mission’s specific requirements to ensure that communi-
cation remains effective and efficient, tailored to the complex-
ities and challenges of UAV operations. However, effectively
implementing LLMs in UAV communication requires under-
standing the limitations and challenges involved, including
interoperability issues, computational power requirements,
and hardware and software constraints. Reliability in diverse
conditions is crucial, as UAVs must operate in extreme envi-
ronments, and compliance with aviation and communication
regulations for UAV operations and AI systems must also
be addressed. The next section discusses these challenges in
more detail. Table 2 highlights various LLM models, includ-
ing their key features, applications in the UAV domain, and
challenges for integration in UAV systems.

IV. NETWORK ARCHITECTURES FOR INTEGRATING LLMS
IN UAVS
Integrating LLMs with UAVs involves deploying advanced
language processing capabilities to enable sophisticated
decision-making and interaction abilities. The UAV plat-
form consists of essential hardware, including the UAV itself
equipped with flight control hardware, sensors like cameras
and LiDAR, and communication modules such as Wi-Fi, LTE,
and satellite. It also includes small-scale onboard computers
for real-time data processing. In LLM integration, lightweight
versions of LLMs are directly deployed on UAVs for rapid
and autonomous decision-making through Edge AI. For more
complex computations, UAV data is transmitted to cloud
servers where more robust LLMs perform analyses, and the
results are then sent back to the UAV. Ground control sta-
tions support these operations, allowing operators to monitor
and control UAVs remotely via direct line-of-sight or satellite
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FIGURE 3. An illustration of an LLM-integrated UAVs network.

communication, using secure data links for data transmission.
Fig. 3 visually illustrates the LLM-integrated UAV network,
highlighting how ground control and base stations, enhanced
with integrated LLMs, effectively manage UAV operations.
This integration improves communication, control, and data
management among UAVs.

The operation of this system involves several key func-
tions. UAVs collect data via onboard sensors, capturing visual
imagery, environmental data, or specific readings relevant to
their missions. This data is either processed locally or sent
to a ground station or cloud server, depending on the task’s
complexity and onboard processing unit capabilities. The em-
bedded LLM on the UAV processes data for simple tasks to
make real-time decisions. For more complex decisions, data is
sent to the cloud, where powerful LLMs analyze it, make de-
cisions, or generate insights, which are then transmitted back
to the UAV. Based on this processed data and decisions made
by the LLMs, the UAV executes actions such as optimizing its
flight path, interacting with the environment, or performing
specific tasks like delivery, surveillance, or data collection.

Besides, ground control and base stations are key elements
in the UAV operations infrastructure, serving as command
and control centers that handle everything from flight autho-
rization and monitoring to data processing and deployment
management. Integrating LLMs with ground control and
base stations significantly enhances UAV management and
operation. For example, LLMs can significantly improve
communication between UAVs and their control stations by
interpreting and processing natural language commands or
queries. It allows operators to interact with UAVs more in-
tuitively, making complex commands simpler to execute and
reducing the potential for human error.

LLMs can process real-time data received from UAVs at the
ground control stations to make instant decisions regarding
flight paths, mission adjustments, and responses to chang-
ing environmental conditions. LLMs can also analyze vast
quantities of data much faster than humans, providing critical
insights that enable quick decision-making to optimize UAV
operations and ensure mission success. In addition, LLMs can
utilize historical and real-time data to predict potential issues
before they arise, such as mechanical failures, battery deple-
tion, or adverse weather conditions. This predictive capability
ensures that preventative measures can be taken in advance,
enhancing the safety and reliability of UAV operations. Feed-
back and learning are integral to this system, where data from
missions are used to retrain or refine LLMs, improving their
accuracy and decision-making capabilities. This continuous
feedback loop helps the model adapt to specific environments
for optimal task performance. The integration of LLMs with
UAVs thus offers significant enhancements to UAV opera-
tions, opening up vast possibilities for improved capabilities
and effectiveness.

Fig. 4 illustrates the comprehensive architecture of a UAV
system integrated with an LLM, where the UAV collects data
from sensors. This data, encompassing various types such as
text, audio, and video, is input into the integrated LLM ar-
chitecture. The LLM processes this data and outputs results to
the decision layer, which then issues commands to operational
components, including the flight controller, sensor systems,
energy systems, and payload management systems.

Integrated with ground and base stations, LLMs signif-
icantly enhance UAV operations through advanced pattern
recognition capabilities, optimizing security by detecting cy-
ber threats and unauthorized access to protect against digital
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FIGURE 4. Comprehensive architecture of LLM-integrated UAV systems.

intrusions. They also improve resource allocation, predicting
optimal use of UAVs and support equipment while facilitating
interoperability across diverse platforms ensuring seamless
communication and data translation. Moreover, LLMs auto-
mate routine tasks like flight scheduling and data manage-
ment, enhance data handling by categorizing and extracting
relevant information, and assist in missions through imagery
and sensor data pattern analysis. Additionally, LLMs support
training through detailed simulations, improving operational
preparedness and effectiveness in complex scenarios, thus
laying the groundwork for expanded uses such as enhanced
spectrum sensing capabilities.

In particular, given the pivotal role of spectrum sensing
in ensuring effective Radio Frequency (RF) communication
for UAVs, especially in complex or congested environ-
ments, the integration of LLMs proves immensely benefi-
cial. This integration significantly enhances UAVs’ spectrum
sensing capabilities through sophisticated data processing
techniques. This integration deepens the understanding of dy-
namic RF conditions, which are prevalent in areas with shared
frequencies or high interference levels, and enables UAV
systems to identify and utilize optimal frequency bands intelli-
gently. Such capabilities drastically improve the reliability and
efficiency of their communication networks, which are crucial
for maintaining robust links and ensuring the successful exe-
cution of UAV operations in RF-dense environments where
traditional methods might fail. Consequently, this survey

highlights the critical need for LLM integration in spectrum
sensing and thoroughly explores its opportunities and chal-
lenges in the subsequent section.

V. SPECTRUM MANAGEMENT AND REGULATION IN
LLMS-ASSISTED UAVS
Spectrum sensing is a key technology that enhances UAVs’
RF communication capabilities by enabling them to iden-
tify and utilize appropriate frequency ranges crucial for their
missions. Moreover, it is particularly critical in environments
where UAVs share frequency bands or encounter rapidly
changing RF conditions [141], [142]. Accordingly, by accu-
rately sensing the spectrum, UAVs can dynamically adjust
their communication parameters, such as channel selection
and power control, to prevent interference with primary users
and optimize their communication performance [143]. In ad-
dition, spectrum sensing enhances the operational efficiency
of UAVs by enabling them to make informed decisions about
frequency band selection, thereby ensuring efficient utiliza-
tion of available spectrum resources and minimizing the risk
of interference with existing wireless systems [144], [145].

A. REGULATORY FRAMEWORKS AND COMPLIANCE
CONSIDERATIONS
Regulatory bodies worldwide, such as the Federal Commu-
nications Commission (FCC) in the United States, establish
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guidelines for spectrum use to ensure fair access and prevent
conflicts among various technologies and services, including
UAVs. These guidelines designate specific frequency bands
for UAV use to avoid conflicts with commercial, residential,
and emergency communications to balance the growing de-
mand for UAV services with the needs of traditional spectrum
users. These authorities have established rules for dynamic
spectrum access, particularly in bands where UAVs share the
spectrum with other devices. This framework involves proto-
cols and technologies that enable UAVs to detect and utilize
vacant frequencies without interfering with incumbent users.
Compliance with these frameworks is essential for legal and
efficient UAV operations.

To ensure compliance, UAV operators must consider sev-
eral key aspects. For instance, UAVs must be equipped with
advanced spectrum sensing technologies that reliably identify
available and occupied channels to prevent unauthorized use
of occupied frequencies. UAVs must also operate to minimize
interference with other spectrum users, adhering to power lim-
its, frequency boundaries, and operational protocols designed
to mitigate the risk of signal interference [146]. Moreover,
it is necessary to implement software solutions that help
manage spectrum usage and ensure adherence to local and
international regulations to automate many aspects of spec-
trum management, reducing the burden on UAV operators and
decreasing the risk of non-compliance.

B. INTEGRATING LLMS IN UAVS SPECTRUM MANAGEMENT
Recent research has significantly advanced the application of
spectrum sensing and sharing in UAV operations, focusing
on several key directions to enhance communication effi-
ciency and mitigate interference. Shen et al. [147] introduced
a 3D spatial-temporal sensing approach that leverages UAV
mobility for dynamic spectrum opportunity detection in het-
erogeneous environments. The authors in [148] and [149],
[150] developed methods to optimize spectrum sensing and
sharing in cognitive radio systems, improving UAV commu-
nication performance by managing interference with ground
links. Chen et al. [151] focused on spectrum access manage-
ment among UAV clusters to reduce interference, while Xu
et al. [152] focused on transmit power allocation and trajec-
tory planning in UAV relay systems for effective data relay
between devices.

In another work [153], Qiu et al. utilized blockchain
technology to ensure privacy and efficiency in spectrum trans-
actions between terrestrial and aerial systems. Hu et al. [154]
focused on the strategies for spectrum allocation using con-
tract theory to balance the interests of macro base stations
and UAV operators. Azari et al. [155] compared underlay and
overlay spectrum sharing mechanisms in densely populated
urban scenarios, emphasizing the effectiveness of overlay
strategies for maintaining service quality for both UAVs and
ground users.

While significant advancements have been made in spec-
trum sensing and sharing technologies for UAVs, the in-
tegration of LLMs has not been widely explored in the

FIGURE 5. Illustration of LLM-based spectrum sensing for UAV
applications, highlighting its key advantages.

existing research. Integrating LLMs can revolutionize the
UAV domain by enhancing spectrum sensing capabilities,
enabling more dynamic and efficient use of communication
frequencies [156]. LLMs can interpret and analyze the vast
amounts of data generated by spectrum sensors on UAVs.
With their advanced NLP capabilities, they can extract mean-
ingful insights from unstructured data, facilitating intelligent
decision-making in real time. LLMs can also predict spectrum
availability and potential interference by analyzing historical
data and current communication patterns. Thus, UAVs can
proactively adjust their communication parameters, such as
channel selection and power levels, to maintain optimal per-
formance.

Moreover, compared to the traditional spectrum-sharing
methods (such as game theory, dynamic spectrum access, and
cognitive radio networks), LLM-based spectrum management
offers advanced data processing capabilities, adaptability, and
autonomous decision-making. LLMs can dynamically learn
from ongoing data streams, allowing for real-time adjust-
ments to changes in the spectrum environment. In contrast
to game theory, which often relies on static, predefined rules
and struggles with rapid environmental changes, LLMs offer
the flexibility to update and optimize their strategies based on
new information continuously [157], [158]. Fig. 5 shows the
advantages of LLM-based spectrum sensing for UAV applica-
tions compared to traditional spectrum sensing methods.

While dynamic spectrum access and cognitive radio net-
works improve fixed spectrum allocation by adapting to
real-time conditions, they generally lack LLMs’ predictive
power and deep learning capabilities [159], [160]. LLMs
adapt and predict future spectrum requirements and potential
interference, making them exceptionally suitable for complex
scenarios with high demand for reliable communication, such
as in UAV operations. Furthermore, compared to policy-based
management, which relies heavily on regulatory compliance
and predefined protocols, LLMs provide a more nuanced

VOLUME 5, 2024 1179



JAVAID ET AL.: LARGE LANGUAGE MODELS FOR UAVS: CURRENT STATE AND PATHWAYS TO THE FUTURE

understanding of spectrum dynamics through their ability to
analyze large sets of data and learn from them, thus ensuring
optimal spectrum utilization and enhanced operational effi-
ciency.

Furthermore, LLMs can process sensor data and identify
patterns indicating potential frequency conflicts or areas of
congestion. UAVs can then autonomously make adjustments
to avoid these issues, enhancing operational efficiency and re-
ducing the risk of communication failures. In addition, LLMs
can contribute to cognitive radio enhancements by assisting
in making more informed choices about frequency selection
by providing a deeper analysis of spectrum conditions and
user behavior. This integration enhances UAVs’ ability to se-
lect the least congested and most efficient channels. LLM’s
continuous learning and adaptation ability can also optimize
UAVs’ spectrum access strategies, ensuring they utilize the
best available frequencies based on real-time data and so-
phisticated algorithms. LLMs can also ensure that UAVs
operate within the legal spectrum allocations by continuously
monitoring compliance parameters and adapting to regulatory
changes. LLMs can also contribute significantly to interfer-
ence management and adherence to regulatory frameworks
by analyzing communication patterns and environmental data.
LLMs can detect potential interference sources more ac-
curately and suggest immediate corrective actions to avoid
them. These features position LLMs as a more sophisticated,
forward-looking solution in spectrum management in the
UAV domain.

VI. APPLICATIONS AND USE CASES OF LLMS IN UAVS
A. SURVEILLANCE AND RECONNAISSANCE APPLICATIONS
LLMs offer advanced cognitive and analytical abilities that
can significantly enhance the efficiency, accuracy, and effec-
tiveness of UAV surveillance systems [2]. With LLM integra-
tion, UAVs can process and analyze large volumes of visual
data more efficiently, enabling real-time image recognition,
object detection, and situation awareness. LLMs are excep-
tional at identifying specific objects, individuals, vehicles,
or activities in video streams or images, providing detailed
insights crucial for military and civilian surveillance opera-
tions. It also enables UAVs to operate more autonomously by
interpreting and reacting to their surroundings without con-
stant human oversight, significantly benefiting in complex or
hostile environments with critical response times.

Moreover, UAVs equipped with LLMs can make real-time
decisions about flight paths, areas to focus on, and when to
capture critical footage based on the mission’s objectives and
evolving ground realities. NLP allows UAVs to understand
and process human language, enabling them to receive and
interpret more complex commands and queries. In addition,
LLMs can predict potential security threats or points of inter-
est by analyzing patterns and historical data. This predictive
capability allows for proactive surveillance measures, where
UAVs can monitor suspected areas more closely or alert hu-
man operators about unusual activities or anomalies detected

based on learned patterns. It can also enhance real-time deci-
sion support by processing and analyzing data on the fly by
summarizing vast amounts of collected data into actionable
intelligence. It enables quick and informed decisions crucial
in surveillance and reconnaissance missions where conditions
can change rapidly [161].

B. EMERGENCY RESPONSE AND DISASTER MANAGEMENT
LLMs incorporation with UAVs for emergency response and
disaster management can significantly enhance the efficiency,
accuracy, and effectiveness of emergency operations. LLMs
can quickly analyze images and sensor data collected by
UAVs to assess the extent of damage immediately follow-
ing a disaster, including identifying blocked roads, damaged
buildings, and flood areas [162]. Due to real-time situational
awareness, LLM equipped UAVs help emergency responders
prioritize areas that require urgent attention and plan the most
effective response [163].

While in search and rescue missions, time is critical, so
UAVs with LLM capabilities can autonomously scan large
areas, using object recognition and pattern detection to lo-
cate survivors. They can navigate challenging terrains without
direct human guidance, speeding up search operations and im-
proving the chances of rescuing distressed people. In addition,
as disasters disrupt the communication networks, UAVs in-
tegrated with LLMs can establish temporary communication
networks, acting as airborne relays to facilitate communica-
tion between responders and affected people. LLMs optimize
the placement and routing of UAVs to ensure maximum cov-
erage and network efficiency.

Furthermore, they can also improve disaster preparedness
due to their predictive analytics abilities by analyzing his-
torical data and current weather reports to predict potential
disasters before they occur. This predictive capability allows
authorities to deploy UAVs proactively, monitoring at-risk
areas and initiating preemptive evacuations or other mitigation
measures. Moreover, LLMs can manage logistical aspects by
analyzing needs assessments and resource availabilities. They
ensure that supplies such as food, water, and medical equip-
ment are optimally distributed and delivered using UAVs,
especially to areas that are hard to reach by traditional means
due to the disaster [164].

Moreover, they can also play a crucial role in damage analy-
sis and recovery planning by performing detailed assessments
of the damage, tracking recovery progress, and analyzing data
over time to guide rebuilding efforts. LLMs can model dif-
ferent recovery scenarios, helping planners make data-driven
decisions to rebuild infrastructure more resiliently. Given the
sensitivity of data involved in emergency response, LLMs
ensure that all information collected and transmitted by UAVs
is securely encrypted and protected from unauthorized access.
They monitor data flows for anomalies that indicate threats,
safeguarding critical information during chaotic situations.
LLMs enhance interactions between UAVs and human op-
erators by translating complex data into actionable insights
and intuitive reports. This allows emergency responders to
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make informed decisions quickly and effectively based on
comprehensive analyzes provided by UAVs in understandable
formats.

C. DELIVERY SERVICES AND LOGISTICS
LLMs-integrated UAVs can transform delivery services and
logistics by optimizing routes, enhancing customer interac-
tions, and improving operational efficiency [97]. LLMs can
process complex datasets, including traffic patterns, weather
conditions, and geographical data, to dynamically optimize
delivery routes. This ensures faster delivery times and helps
reduce operational costs. LLMs can adapt these routes in real-
time to account for changing conditions, ensuring deliveries
are made as efficiently as possible [165].

UAVs can interact with customers using LMMs to up-
date the status of delivery, answer queries, and even handle
complaints or special instructions in real time. Enhanced in-
teraction increases customer satisfaction and streamlines the
delivery process, reducing the need for human intervention in
customer service. LLMs enable UAVs to make autonomous
decisions during delivery missions. For example, when faced
with unexpected obstacles or emergencies, UAVs can decide
the best course of action, be it rerouting, waiting for clear-
ance, or returning to the base. This level of autonomy ensures
reliability and consistency in delivery services, even in unpre-
dictable circumstances. In addition, their proactive approach
prevents downtime, extends the lifespan of the UAV fleet, and
ensures that technical issues do not disrupt delivery schedules.

Furthermore, LLMs can assist in weight distributions, pack-
age sizes, and delivery priorities to ensure that each UAV is
loaded efficiently, maximizing delivery capacity and minimiz-
ing the number of trips required. LLMs continuously analyze
traffic and weather data to adjust UAV flight plans in real-time
to maintain delivery schedules, especially in adverse weather
conditions or congested airspaces, ensuring that deliveries are
made safely and on time.

D. ENVIRONMENTAL MONITORING AND WILDLIFE
CONSERVATION
LLMs can process and analyze vast amounts of environmental
data collected by UAVs, such as images, temperature readings,
and pollution levels. The collected data enable identifying
environmental trends and anomalies, such as changes in vege-
tation cover, water quality, or the presence of pollutants [166],
[167], [168], [169]. LLM can quickly analyze this data and
provide actionable insights for conservationists and environ-
mental scientists. LLMs can also help track and study wildlife
by analyzing video and audio recordings captured by UAVs
to identify individual animals, track their movements, and
observe their behaviors over time without human presence,
which can reduce stress and behavioral changes in animals
caused by human interaction [170], [171].

Moreover, UAVs integrated with LLMs can map large and
inaccessible areas more efficiently than traditional methods.
LLMs can analyze the collected geographical data to create
detailed maps of habitats, including changes over time. This

information is vital for managing natural reserves, planning
reforestation projects, or assessing the impacts of human
activities on natural habitats. LLMs can also use historical
and ongoing monitoring data to predict future environmental
conditions and wildlife trends. These predictions can inform
conservation efforts, such as predicting the best times and
places to implement species protection measures or anticipat-
ing ecological changes impacting biodiversity.

LLMs can automate generating reports and presenta-
tions for stakeholders involved in environmental conservation
projects. By synthesizing complex data into comprehensible
formats, LLMs facilitate more transparent communication of
findings and recommendations, making it easier for decision-
makers to understand the issues and take action. Moreover,
LLMs can optimize UAVs and other resources in conservation
projects where resources are often limited to ensure maximum
coverage and data collection efficiency by scheduling UAV
flights at optimal times, planning routes to cover critical areas,
and ensuring data is collected cost-effectively.

E. SATELLITE AND HIGH ALTITUDE PLATFORM
COMMUNICATIONS WITH LLM-INTEGRATED UAVS
Integrating LLMs with UAVs for enhancing satellite and High
Altitude Platform (HAP) communications involves leverag-
ing advanced analytics and cognitive capabilities to improve
data relay, processing, and autonomous decision-making [33].
Since UAVs serve as mobile nodes or relay points in satel-
lite and HAP communications networks, particularly in areas
where direct communication is hindered by geographical bar-
riers or where additional bandwidth is needed temporarily.
LLMs can manage these connections dynamically, optimiz-
ing data flow between ground stations, satellites, HAPs, and
end users. They can make real-time decisions on routing
data through UAVs to improve network resilience and reduce
latency. LLMs enable UAVs to autonomously navigate to po-
sitions where they can most effectively bridge communication
gaps between satellites, HAPs, and terrestrial networks. This
is particularly useful in disaster areas or during large pub-
lic events requiring temporary communication boosts. UAVs,
equipped with LLM capabilities, can analyze environmental
data, satellite paths, and network demand to determine opti-
mal positions without human intervention [172].

LLMs can predict potential system failures or sub-optimal
performance before they become critical issues by analyzing
telemetry and operational data from UAVs used in satellite and
HAP communications. This predictive maintenance capability
ensures higher uptime and reliability of the UAVs serving
in these critical roles. LLMs can process and compress data
onboard UAVs in real-time before relaying it to satellites or
HAPs. This reduces the bandwidth needed for data transmis-
sion and speeds up communication. The LLMs can employ
advanced algorithms to determine the most efficient ways to
encode and transmit data based on current network conditions
and data priorities.

LLM-integrated UAVs can adapt their communication pro-
tocols to maintain effective links with satellites and HAPs
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in response to changing environmental conditions, interfer-
ence, or shifting network loads. LLMs can learn from past
communications, predict optimal communication windows,
and adjust frequencies or modulation schemes to enhance the
quality of the connection. In addition, for UAVs operating in
complex environments, LLMs provide enhanced situational
awareness by processing data from multiple sources, includ-
ing satellite and HAP sensors. This helps in making informed
decisions about UAV positioning, communication strategies,
and even emergency maneuvers to avoid conflicts or hazards.
Integrating LLMs allows for scalable and flexible communi-
cation networks that can adapt to varying demands without
extensive reconfiguration. UAVs can be deployed rapidly to
scale up network capabilities in response to increased com-
munication needs or to cover temporary satellite or HAP
coverage gaps.

VII. CHALLENGES AND CONSIDERATIONS IN
IMPLEMENTING LLMS-INTEGARTED UAVS
Implementing LLMs for UAV communication is a novel di-
rection with a series of challenges and considerations that
must be addressed to ensure the effectiveness and safety of
UAV applications. This section highlights a few fundamental
challenges that must be considered to effectively incorporate
LLMs in the UAV domain.

A. COMPUTATIONAL RESOURCES AND POWER
CONSUMPTION
LLMs require significant computational power and energy
to run effectively [173], [174]. However, UAVs have limited
onboard computing capabilities and power supplies, con-
strained by the need for lightweight design to ensure longer
flight duration and operational efficiency. The power con-
sumption needed to process large models can quickly drain
the UAV’s batteries, reducing the time available for mission-
critical tasks [8], [175]. In addition, adding extra resources
can significantly affect UAV efficiency, thus complicating the
integration of LLMs. To address these issues, it is crucial to
simplify LLMs by pruning unnecessary parameters and using
quantization techniques to reduce model size and enhance
processing speed with less power consumption [176]. Edge
computing can further alleviate the need for high-bandwidth
connectivity by processing data locally [177].

Furthermore, advanced AI hardware such as Graphics Pro-
cessing Units (GPUs) [178], Field-Programmable Gate Ar-
rays (FPGAs) [179], and model distillation techniques [180]
can help optimize computational demands. Implementing
adaptive systems that adjust resource usage based on current
needs can also help manage power efficiently, ensuring oper-
ational effectiveness without compromising on performance.

B. COMMUNICATION LATENCY
The latency challenge in communication is particularly criti-
cal when using LLMs for UAV operations involving real-time
data processing and decision-making. For example, naviga-
tion, surveillance, and tactical responses demand minimal

data processing and decision-making delays. However, when
LLMs require significant computational resources, a standard
solution is to offload this processing to cloud-based servers.
While this approach leverages powerful computing capabili-
ties, it inherently introduces latency due to the communication
delays from the UAV to the cloud server and back. This delay
can be detrimental when crucial immediate responses com-
promise mission effectiveness and safety. For instannce [33].

This challenge becomes even more pronounced in tac-
tical scenarios where LLM-integrated UAVs must interpret
real-time communications or commands. Any delay in pro-
cessing this data can hinder the UAV’s ability to execute
maneuvers or adapt strategies promptly. In scenarios where
UAVs must navigate urban environments or avoid moving
obstacles, latency in processing sensory data and generat-
ing appropriate responses via LLMs can lead to collisions
or missed opportunities for evasive action. Similarly, during
intelligence-gathering missions, UAVs using LLMs to an-
alyze live video feeds for identifying and tracking targets
may experience delays in detection and response, risking the
loss of critical mission objectives. These latency challenges
highlight the need for optimizing communication and pro-
cessing systems to ensure the safe and effective operation
of LLM-integrated UAVs in time-sensitive situations [181],
[182], [183].

To mitigate these issues, UAVs can enhance onboard
processing capabilities by integrating advanced computational
resources like microprocessors, GPUs, or custom
Application-Specific Integrated Circuits (ASICs) to
handle complex algorithms more efficiently. Balancing
computational power with latency needs is crucial and can
be optimized by adopting a hybrid processing approach.
This involves handling urgent, real-time processing tasks
directly onboard UAV, while delegating more complex,
less time-sensitive tasks to the cloud. Such a strategy helps
balance the computational load and tailor response times to
the urgency and complexity of specific tasks. Additionally,
establishing robust near-field communication networks and
utilizing edge computing solutions can further reduce latency.
By situating processing power closer to the UAV, either
through local servers or other nearby UAVs equipped with
edge servers, the communication distance and time are
significantly decreased, enhancing the overall responsiveness
of UAV operations [184], [185].

Moreover, integrating emerging technologies such as quan-
tum computing [186], [187], neuromorphic computing ar-
chitectures [188], [189], bio-inspired algorithms [190], and
federated learning [191], [192] offers innovative ways to pro-
cess complex language models. Quantum and neuromorphic
computing can significantly enhance computational power
and optimization, enabling faster and more efficient data pro-
cessing. Federated learning allows UAVs to learn and share
insights across a network without centralizing data, reducing
the need for continuous cloud communication and minimizing
latency. Incorporating bio-inspired algorithms that leverage
the efficiency of natural systems can enhance UAV’s data

1182 VOLUME 5, 2024



processing capabilities and adaption to rapidly changing en-
vironments, improving both speed and accuracy in critical
situations. In addition, context-aware LLMs can dynamically
adjust their complexity and resource usage based on mission-
critical needs, optimizing real-time decision-making without
overburdening the system [193], [194].

C. MODEL ROBUSTNESS AND RELIABILITY
The challenge of model robustness and reliability is critical
in deploying UAV communications, as the decisions based
on model outputs lead to significant consequences [54]. For
example, the models may produce unpredictable or incorrect
outputs in novel or edge-case scenarios due to their reliance
on patterns learned from training data, which may not ad-
equately cover all possible real-world situations [195]. The
risk is exceptionally high in dynamic environments where
decisions must be made quickly and accurately, as is often the
case with UAV operations [73], [127]. Continuously updating
and retraining the model with new data can help it learn from
recent experiences and adapt to changes or new scenarios it
might encounter. This adaptation involves incorporating data
from novel situations that UAVs have encountered, expand-
ing the model’s understanding and range of responses. For
instance, establishing a system where data from UAV missions
is regularly fed back into the model’s training routine refines
and updates its algorithms.

Furthermore, simulation-based testing and validation are
essential when relying on LLMs for critical operations. Test-
ing these models under various simulated conditions is crucial
to identify potential failures or weaknesses in their responses
during complex scenarios such as adverse weather conditions,
communication interruptions, or unusual mission parameters.
Robust fail-safe mechanisms can also be implemented to
prevent harmful actions due to incorrect model outputs by
establishing thresholds or conditions requiring human inter-
vention if the model’s output is uncertain or falls outside
expected parameters. Implementing redundant systems can
also double-check critical decisions before execution, and en-
hanced error handling can address unexpected outputs from
LLMs without disrupting the UAV’s operations [196].

In addition, employing ensemble learning techniques,
where multiple models work together to cross-verify outputs,
can improve accuracy and reduce the likelihood of errors. This
method ensures that any single model’s misinterpretation or
bias is mitigated by the consensus of multiple algorithms.
Furthermore, implementing adaptive learning systems that
self-adjust based on their performance metrics in real-world
applications can enhance model reliability. These systems use
performance analytics to identify areas of weakness, enabling
the LLM to focus its learning efforts on improving specific
aspects of its functionality [197], [198], [199]. Another ap-
proach is engaging in community-driven development, where
insights and data from various UAV operations worldwide
contribute to a shared knowledge base and can help accel-
erate advancements in model robustness, providing broader
datasets and diverse scenarios to improve the adaptability and
precision of LLMs.

D. INTEGRATION WITH EXISTING SYSTEMS
Advanced LLMs need to interact seamlessly with the UAV’s
existing hardware and software modules (such as flight con-
trol, navigation systems, communication protocols, and data
processing units) each with its unique specifications and oper-
ational requirements to enhance decision-making and commu-
nication within UAV operations. Integrating LLMs into these
diverse frameworks is complex and time-consuming, poten-
tially leading to extensive development and testing periods to
ensure full compatibility and functionality. Therefore, adopt-
ing a modular approach to system design can significantly
ease the integration of LLMs by allowing for the integration,
removal, or updating of individual LLM components without
disrupting the system. Modular designs offer flexibility and
scalability, accommodating the specific needs of different mis-
sions or operational adjustments [34].

Furthermore, ensuring the interoperability of new LLM
components with existing systems is crucial [200]. Interop-
erability allows different systems and software applications to
communicate and work together effectively despite being de-
veloped independently. The incremental integration of LLMs
into UAV systems through phased testing and deployment can
also reduce the complexity of integration. It also allows for
identifying and resolving specific issues without the risk of
widespread system failures. In addition, developing a system-
atic approach for regular updates and maintenance to ensure
that the integrated LLMs remain effective and that the overall
system adapts to new technological advancements or changes
in operational requirements is necessary [195].

To further support this objective, digital twin technology of-
fers a powerful tool for simulating and optimizing integration
efforts by creating a virtual replica of the UAV and its sys-
tems, allowing developers to identify compatibility issues and
performance bottlenecks before deployment [201], [202]. Ad-
ditionally, adopting open-source frameworks and standardized
interfaces can facilitate smoother interactions between diverse
hardware and software components, promoting interoperabil-
ity and collaboration across different teams and organizations.
Furthermore, incorporating adaptive middleware solutions
can serve as an intermediary layer that translates LLM outputs
into actionable commands compatible with the UAV’s op-
erational constraints, ensuring seamless communication and
consistent performance [203], [204], [205].

E. DATA SECURITY AND PRIVACY
Integrating LLMs in UAV operations raises significant con-
cerns regarding data security and privacy, primarily since
these models frequently process sensitive data, which may
include personal information collected during surveillance
missions. This data type is highly vulnerable and, if com-
promised, can lead to serious privacy violations and other
security issues. Implementing robust data security measures
is crucial to mitigate these risks. Thus, strong data encryption
is fundamental to ensure that data remains inaccessible to
unauthorized users while being transmitted and stored [206].
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Furthermore, robust access control mechanisms must be
established to restrict data access to only authorized person-
nel, thus preventing any unauthorized data manipulation or
leakage. Compliance with data protection regulations is also
essential. These regulations are designed to protect the pri-
vacy and integrity of data and require organizations to take
stringent measures to safeguard all personal information. By
adhering to these guidelines, UAV operators can help secure
sensitive data processed by LLMs, minimizing the risk of
breaches and maintaining the confidentiality and integrity of
the information [207].

In addition to these measures, employing differential pri-
vacy techniques can further enhance data protection by adding
noise to the datasets used in LLMs, thereby preventing the
identification of individual data points while still allowing
for meaningful analysis [208], [209], [210], [211]. Integrating
blockchain technology can also provide a decentralized and
tamper-proof method for logging data transactions, ensuring
transparency and accountability in how data is accessed and
used within UAV systems [212], [213]. Moreover, privacy-
preserving ML techniques, such as federated learning, can
enable LLMs to be trained on local devices without transfer-
ring sensitive data to central servers, reducing the risk of data
exposure [191], [192], [214].

VIII. FUTURE RESEARCH DIRECTIONS
This section considers the challenges and considerations pre-
viously discussed to outline future research directions. It
highlights research areas that require immediate attention
to enhance UAVs’ intelligence, efficiency, and adaptability
through LLM integration. Such exploration is essential for
overcoming current limitations and unlocking the full poten-
tial of UAV applications across various sectors.

A. ADVANCEMENTS IN LLM ALGORITHMS FOR UAVS
The future work directions and opportunities for LLM tech-
nology advancements for UAV communications are rich and
diverse, driven by UAV operations’ increasing complexity
and demands. Novel schemes should focus on developing
LLM algorithms that enable UAVs to dynamically adjust com-
munication protocols and strategies based on real-time data
about weather, terrain, and electromagnetic interference. This
adaptive capability can significantly improve the effectiveness
of UAVs in disaster response and military operations, where
conditions can change rapidly and unpredictably [45], [215].

Future work should integrate LLMs to enhance UAV swarm
intelligence, allowing for sophisticated group behaviors that
mimic biological systems. In addition, future research needs
to focus on algorithms that enable individual UAVs to make
decisions based on the collective input of the swarm, optimiz-
ing flight paths and task allocation for efficiency and reduced
energy consumption [195]. This technology holds promise for
applications ranging from large-scale agricultural monitoring
to search and rescue missions, where coordinated multi-UAV
operations are critical.

In addition, improvement in error correction and signal
processing is essential to maintain communication integrity in
challenging environments. Future research needs to explore
deep learning models to predict and compensate for signal
degradation and develop new modulation and coding forms
more resistant to interference. This technology can be par-
ticularly beneficial in crowded urban areas or during severe
weather conditions, where signal loss can critically impair
UAV operations [87], [216].

Future efforts should also expand the range of applications
of LLM-enhanced UAV communications into new fields, such
as humanitarian aid, environmental monitoring, and logis-
tics. Future research needs to explore how UAVs equipped
with advanced LLM and communication technologies can
be deployed in emergency zones to provide real-time up-
dates and aid distribution, monitor wildlife or environmental
changes with minimal human involvement, and streamline
supply chains with autonomous delivery services.

B. INTEGRATION OF LLMS WITH EMERGING
TECHNOLOGIES
Integrating LLMs with emerging technologies offers promis-
ing advancements for UAV communication systems. For
example, incorporating Reconfigurable Intelligent Surfaces
(RIS) can optimize signal processing algorithms and signif-
icantly enhance the efficiency and reliability of UAV commu-
nications by dynamically configuring RIS based on real-time
environmental and traffic data [217]. It can also improve var-
ious environments, from smart cities to enhanced healthcare
opportunities, by optimizing remote patient monitoring and
telemedicine through optimized data transmission. In addi-
tion, LLMs can boost the performance of Augmented Reality
(AR) and Virtual Reality (VR) applications by supporting
high-bandwidth and low-latency communications crucial for
immersive experiences [218], [219].

Furthermore, integrating LLMs with 5G/6G technology can
significantly enhance UAV communication capabilities due
to the higher bandwidth and lower latency offered by these
networks [220]. It enables UAVs to stream high-definition
video for surveillance or inspection tasks, receive updates in
real-time for dynamic mission adjustment, and participate in
swarm operations with improved coordination. Connecting
LLM-equipped UAVs with IoT devices will lead to more
interactive and responsive UAV operations within smart cities
and industrial environments. UAVs can act as mobile nodes in
an IoT network, collecting and processing data from various
sources and making decisions on the fly. This integration can
be particularly useful in disaster response scenarios, where
UAVs can assess damages, detect anomalies, and communi-
cate with other IoT devices to manage emergency services
efficiently [221], [222].

In addition, integrating LLMs with edge computing plat-
forms can decentralize data processing, reducing the latency
involved in cloud computing scenarios and allowing UAVs to
perform real-time data analysis at the network’s edge. This
capability enables UAVs to make quicker decisions during
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critical missions, such as tracking moving targets or navigat-
ing complex terrains without waiting for data to be processed
remotely [223]. Similarly, enhancing LLMs with specialized
neural networks that can process visual and sensory data
can improve UAVs’ ability to understand and interact with
their environment. It allows UAVs to perform more complex
recognition tasks, such as identifying specific individuals in
search and rescue operations, detecting structural issues in
infrastructure inspection, or monitoring agricultural lands for
pest and disease patterns.

Moreover, quantum computing integration can also expo-
nentially increase the processing capabilities of LLMs, en-
abling them to handle vast datasets more efficiently. Quantum-
enhanced LLMs can optimize flight paths and communication
protocols far beyond the current capabilities, reducing op-
erational costs and increasing the efficiency of data-heavy
tasks [224].

C. COMPUTATIONAL EFFICIENCY AND POWER
MANAGEMENT OPTIMIZATION FOR LLM INTEGRATED-UAV
SYSTEMS
To effectively implement LLM-integrated UAV operations,
novel schemes should focus on reducing the computational
complexity of LLM by removing parameters that do not
contribute significantly to the improved performance of
UAV communication. Future work can implement a pruning
scheme to reduce the model size and computational load,
making it more feasible for devices with limited resources.
Future schemes should also emphasize employing quantiza-
tion techniques that can lower the precision of the model’s
parameters (e.g., from floating point to integers) to signifi-
cantly decrease the model size and speed up inference times
while consuming less power. In addition, UAVs can also
benefit from edge computing services, which allow local
data processing without the need to transmit data back to a
central server. This reduces the necessity for continuous high-
bandwidth connectivity and helps execute complex models by
distributing the computational load between the UAV and the
edge device.

Furthermore, future hardware design should be explicitly
tailored for AI tasks. Employing GPUs, FPGAs, or ASICs
optimized for AI can significantly enhance power and compu-
tational efficiency, delivering superior performance per watt
compared to general-purpose processors. Model distillation is
another effective strategy that can focused on in the future, and
it involves training a smaller ‘student’ model to replicate the
performance of a larger ’teacher’ model. The distilled model
maintains high accuracy but requires only a fraction of the
computational resources, making it suitable for deployment
on devices with limited capabilities. Implementing systems
that dynamically adjust computing resources based on current
needs and available power can optimize power usage. For
example, the UAV could deploy a simplified version of the
model when battery levels are low or detailed processing is
unnecessary [225]. Thus, focusing on these strategies in the

future can significantly enhance the feasibility of integrat-
ing sophisticated LLMs into UAV systems. These approaches
help balance the trade-offs between model performance and
the practical limitations of UAV platforms, ensuring that the
benefits of advanced NLP capabilities can be harnessed with-
out compromising the operational effectiveness of the UAVs.

D. LATENCY REDUCTION TECHNIQUES
In order to address the latency issues, UAVs can enhance their
onboard processing power by utilizing advanced computa-
tional resources such as microprocessors, GPUs, or custom
ASICs, which can efficiently execute complex machine-
learning algorithms. Future schemes should consider the
trade-off between computational power and latency based on
the specific requirements of each UAV mission to address
these challenges effectively. A hybrid approach can be partic-
ularly effective, where UAVs perform critical real-time pro-
cessing onboard while more complex but less time-sensitive
tasks are offloaded to the cloud. Accordingly, it can balance
the computational load and optimize response times according
to the urgency and complexity of the tasks. For instance,
integrating smart routing algorithms can dynamically deter-
mine the best location for processing data, considering current
network conditions, task complexity, and the urgency of pro-
cessing requirements.

Furthermore, future schemes should explore robust near-
field communication networks and edge server deployment
possibilities to perform computation-intensive tasks at the
edge of the network with faster processing speed and lower
delay.

E. STANDARDIZATION EFFORTS AND PROTOCOL
ENHANCEMENTS
Integrating advanced LLMs into UAV operations presents a
complex challenge, as these models must seamlessly inter-
act with a variety of existing UAV hardware and software
systems [31]. UAV’s components, including flight control
modules, navigation systems, communication protocols, and
data processing units have their own unique specifications
and operational demands. This diversity can lead to prolonged
development and testing periods needed to ensure full compat-
ibility and functionality.

Future work should focus on adopting a modular sys-
tem design so individual components can easily be added,
removed, or updated without disrupting the overall system
integrity [226]. Moreover, future efforts must ensure that dif-
ferent systems and software applications can communicate
and operate effectively together, even if developed indepen-
dently. Thus, they can adopt standardized data formats and
communication protocols widely accepted within the UAV in-
dustry. This helps LLMs understand and adhere to established
standards, thereby smoothing the integration process.

In addition, future work should focus on gradually inte-
grating LLMs into UAV systems using a phased approach
to ensure compatibility and performance and establishing a
systematic framework for regular updates, maintenance, and
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training by dedicated teams to adapt to technological advance-
ments and maintain effective integration.

F. RELIABILITY ENHANCEMENT STRATEGIES
To improve the reliability of LLM-integrated UAV commu-
nication systems, future work should focus on implementing
advanced error correction techniques employing robust algo-
rithms to ensure that communication remains reliable even
under adverse conditions. The initial testing of LLM based
UAV-system should also consider redundancy in communica-
tion channels by using multiple communication channels and
backup systems to safeguard against the failure of any single
channel.

Future work should also focus on AI-driven predictive
maintenance by integrating AI tools to predict and sched-
ule maintenance to prevent failures before they occur. It can
help minimize downtime and extend the life span of com-
munication components [87]. Furthermore, future schemes
should adopt dynamic routing and spectrum management
techniques to implement AI-driven dynamic routing algo-
rithms, and spectrum management approaches to optimize
available frequencies and paths for data transmission. This
approach is beneficial for adapting to changing environmental
conditions and communication traffic, enhancing overall sys-
tem resilience. In addition, AI-based training and simulation
of LLM-integrated UAV systems must also be carried out
extensively to ensure that they can handle various operational
contexts and unexpected situations for enhanced reliability.

Future work should also emphasize the establishment of
real-time monitoring and decision support systems [37].
These systems are vital as they provide ongoing assessments
of UAV health and communication status and can suggest or
automate corrective actions.

G. INTERFERENCE MITIGATION SCHEMES
Interference mitigation schemes are necessary for LLM-based
UAV communication in every domain, ranging from commer-
cial delivery services to essential emergency response opera-
tions. To meet these demands, future research must develop
advanced signal-processing algorithms that can dynamically
identify and mitigate interference in real-time [227]. This in-
volves employing machine learning models, particularly deep
learning techniques that predict and counteract interference
patterns based on historical data and real-time inputs [228],
[229].

In addition, novel schemes should explore beamforming
techniques to improve signal clarity and strength. This can
be achieved by implementing smart antenna technologies that
adaptively focus and steer beams away from interference
sources or use multiple antennas to send and receive signals,
thus reducing interference effects [230], [231]. Enhancing
spectrum management strategies is also vital to optimize fre-
quency usage without causing or suffering from interference.
This includes developing LLM-driven models that dynami-
cally allocate bandwidth and adjust frequencies based on the
UAV’s mission requirements and the spectral environment.

Future efforts should also focus on integrating cognitive
radio capabilities that allow UAV communication systems to
automatically change their frequency to avoid interference.
Exploring the development of LLM algorithms can enable
UAVs to sense their operational environment and make in-
telligent decisions about frequency hopping or modulation
adjustments in essential.

Moreover, improving network coordination among UAVs
to manage and mitigate interference collectively is essential.
It requires future research into decentralized decision-making
models where LLMs enable UAVs to share information about
interference sources and collaboratively decide on the best
communication paths and protocols. Moreover, strengthen-
ing UAV communications against adversarial attacks that can
cause interference or disrupt communications is critical. An-
other key area of focus is utilizing LLMs to develop detection
and response systems that identify and neutralize sophisti-
cated signal jamming and spoofing techniques.

H. REGULATORY ADVOCACY AND POLICY
RECOMMENDATIONS
Future directions and research opportunities for regulatory
advocacy and policy recommendations regarding LLM-based
UAV communication systems are increasingly pertinent as
these technologies become more integrated into various sec-
tors [156]. The primary focus in the future should be devel-
oping comprehensive policies addressing safety, privacy, and
ethical standards while promoting innovation and integration
in UAV operations. This involves collaborating with regula-
tory bodies to establish clear guidelines that adapt to the rapid
advancements in LLM and UAV technologies.

Future work must ensure secure data communication as
UAVs handle and transmit substantial amounts of potentially
sensitive data [232]. Thus, measures must be implemented to
protect this data against breaches and unauthorized access,
safeguarding both the integrity of the data and the privacy
of individuals [233]. In addition, future work should keep
focusing on setting airspace usage regulations to prevent con-
flicts and accidents by determining how UAVs integrate with
existing air traffic and defining specific zones or altitudes for
UAV operations. At the same time, defining accountability
measures for AI decisions is essential as UAVs increasingly
make autonomous decisions based on AI; it’s crucial to
establish who is responsible if those decisions lead to undesir-
able outcomes. Therefore, creating standards for AI behavior,
ensuring AI systems are transparent and their actions are
traceable, and establishing legal frameworks to address lia-
bility and compliance. Moreover, continuous monitoring and
revising of these policies are crucial as technology evolves to
sustain an environment that supports technological advance-
ments and protects public interests [15].

IX. CONCLUSION
This paper presents the transformative potential of integrat-
ing LLMs with UAVs, ushering in a new era of autonomous
systems. We comprehensively analyze LLM architectures,
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FIGURE 6. Applications of LLM-integrated UAVs.

evaluating their suitability for enhancing UAV capabilities.
Our key contributions encompass a detailed assessment of
LLM architectures for UAV integration and an exploration
of cutting-edge LLM-based UAV architectures. This paves
the way for developing significantly more sophisticated, in-
telligent, and responsive UAV operations. Furthermore, the
focus on improved spectral sensing and sharing through LLM
integration unlocks novel avenues for data processing ad-
vancements, crucial for robust decision-making within UAV
systems. We demonstrate the expanded scope of existing
UAV applications by integrating LLMs. We highlight how
this empowers them with greater autonomy and more effec-
tive responses in various applications, ultimately leading to
increased reliability and functionality across diverse sectors.
The paper concludes by outlining critical areas demanding fu-
ture research to harness the benefits of LLM-UAV integration
fully. The advancements discussed lay the groundwork for a
future where UAVs transcend their traditional roles, evolving

into pivotal components of sophisticated, integrated systems
that unlock the full potential of AI. This work can serve as a
cornerstone in ongoing technological progress, propelling us
toward a future where the synergy between LLMs and UAV
technology can revolutionize various domains by achieving
unprecedented levels of automation and efficiency.
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