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ABSTRACT Formant tracking is an area of speech science that has recently undergone a technology shift
from classical model-driven signal processing methods to modern data-driven deep learning methods. In this
study, these two domains are combined in formant tracking by refining the formants estimated by a data-
driven deep neural network (DNN) with formant estimates given by a model-driven linear prediction (LP)
method. In the refinement process, the three lowest formants, initially estimated by the DNN-based method,
are frame-wise replaced with local spectral peaks identified by the LP method. The LP-based refinement
stage can be seamlessly integrated into the DNN without any training. As an LP method, the study advocates
the use of quasi-closed phase forward-backward (QCP-FB) analysis. Three spectral representations are
compared as DNN inputs: mel-frequency cepstral coefficients (MFCCs), the spectrogram, and the complex
spectrogram. Formant tracking performance was evaluated by comparing the proposed refined DNN tracker
with seven reference trackers, which included both signal processing and deep learning based methods. As
evaluation data, ground truth formants of the Vocal Tract Resonance (VTR) corpus were used. The results
demonstrate that the refined DNN trackers outperformed all conventional trackers. The best results were
obtained by using the MFCC input for the DNN. The proposed MFCC refinement (MFCC-DNNqcp.rg)
reduced estimation errors by 0.8 Hz, 12.9 Hz, and 11.7 Hz for the first (F1), second (F2), and third (F3)
formants, respectively, compared to the Deep Formants refinement (DeepFocp_rg). When compared to the
model-driven KARMA tracking method, the proposed refinement reduced estimation errors by 2.3 Hz,
55.5 Hz, and 143.4 Hz for F1, F2, and F3, respectively. A detailed evaluation across various phonetic
categories and gender groups showed that the proposed hybrid refinement approach improves formant-
tracking performance across most test conditions.

INDEX TERMS Formant tracking, linear prediction, MFCCs, spectrogram, machine learning, deep learning

l. Introduction

Vocal tract resonances, commonly referred to as formants,
are essential parameters in characterizing speech signals.
In continuous speech, formants exhibit temporal variation,
appearing as contours over time. These time-domain for-
mant contours have been extensively studied across various
fields in speech science, including acoustic phonetics [1],
[2], pathological speech analysis [3]-[5], automatic speech
recognition [6], [7], and auditory research [8]-[10]. The au-
tomatic estimation of formant contours from speech signals
requires sophisticated formant tracking techniques. Given the
complexity of formant tracking, this task presents a consid-
erable engineering challenge and has driven the development

of numerous methodologies over recent decades [11]-[15].
Typically, these methodologies involve two main stages.
The first stage, known as estimation, computes preliminary
formant values over short time-segments (e.g., 25 ms) using
techniques such as linear prediction (LP) [16] or cepstral
analysis [17]. The second stage, tracking, integrates the
formant estimates from individual frames into continuous
contours that span longer speech units, such as syllables,
words, or phrases [11], [12]. Some advanced methods merge
these two stages, using an initial model of the vocal tract
system to estimate and track formants simultaneously [13],
[14].
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Formant trackers can be broadly classified into two cate-
gories based on their estimation methodologies: (1) model-
driven and (2) data-driven approaches. Model-driven track-
ers, the traditional type, rely on signal processing techniques
grounded in all-pole spectral estimation, primarily using
various linear prediction (LP) methods to estimate formants
from short speech segments. In these methods, formant
frequencies are typically derived either by peak-picking the
power spectrum of the LP-based all-pole model [2] or by
calculating the roots of the denominator polynomial of the
all-pole model [18]. One key characteristic of model-driven
LP-based trackers is that they generate formant estimates
directly from the speech signal without requiring prior train-
ing on formant data. Notable model-driven methods include
autocorrelation and covariance-based LP techniques [11],
[12], along with closed-phase (CP) analysis, which improves
formant estimation accuracy by excluding speech samples
from the open phase of the glottal cycle, thereby reducing
the influence of tracheal effects [19]. Further advancements
in model-driven formant estimation involve the use of
weighted linear prediction (WLP), where temporal weighting
is applied to the LP prediction error, increasing robustness
against noise and high fundamental frequencies [20]-[22].
A standout WLP-based method, quasi-closed phase forward-
backward (QCP-FB) analysis, has shown superior accuracy
in formant estimation [23].

In contrast, data-driven formant trackers leverage deep
learning (DL) neural networks trained to directly map se-
lected acoustic features to formant frequencies. This process
involves training a network on a data set of acoustic fea-
tures paired with corresponding formant data, followed by
estimating formants in test utterances by extracting relevant
features from the speech signal and feeding them into the
trained model. A known example was published in [24],
where two DL models, a multi-layer perceptron (MLP) and
a convolutional neural network (CNN), were evaluated for
formant estimation using supervised learning on the manu-
ally annotated VTR speech corpus [25]. Similarly, [26], [27]
explored a supervised learning approach using a bilinear net-
work and a temporal attention-augmented bilinear network
for formant prediction. Recent studies have also examined
unsupervised DL-based formant trackers. For instance, [28]
proposed an autoencoder-type network where latent features
are interpreted as formants through a specialized loss func-
tion. Another study [29] utilized a CNN to map spectrograms
into a latent representation, which is processed by multiple
decoders to predict formants hierarchically.

In this study, we explore a hybrid formant tracking ap-
proach that integrates data-driven and model-driven methods,
referred to as the refinement of a data-driven formant tracker.
The process begins with a deep neural network (DNN)-based
system, which initially estimates formants from the speech
signal. These estimates are then refined by replacing them,
frame-by-frame, with formants predicted by a model-driven,

LP-based signal processing method. This combined approach
addresses two key challenges in formant estimation:

e Opverfitting in data-driven methods: Data-driven formant
trackers can suffer from overfitting to the training
data, resulting in reduced accuracy when applied to
unseen test data [29]. We hypothesize that refining the
DNN-predicted formants with a model-driven approach,
such as QCP-FB, which showed superior accuracy in
formant estimation in [23] and which is independent of
training data, can mitigate the overfitting issue.

e Spurious peaks in model-driven methods: All-pole
spectra computed by LP-based model-driven methods
often show artifacts known as spurious peaks [30].
In the approach proposed in this study, the effect of
spurious spectral peaks is reduced, because the LP-
based refinement stage only considers the spectral peaks
closest to the formants detected by the DNN-based
tracker (further details provided in Section ITA).

This study is a sequel to our previous works on for-
mant tracking [31], [32]. In the current study, formant
tracking experiments are extended to a broader range of
phonetic categories, going beyond the vowels, diphthongs,
and semivowels, which were examined in our earlier works,
and by conducting gender-wise analysis of all the phonetic
categories. We propose a simple yet accurate DNN-based
tracker that maps commonly used speech features to formant
estimates. This approach raises an important, previously
unexplored question: Can the accuracy of formant tracking
using a modern, simple DNN-based data-driven tracker be
improved by incorporating a model-driven signal processing
module to refine the formant estimates? Our investigation
seeks to address this question, highlighting the potential
benefits of this combined approach. We compare the perfor-
mance of the refined formant trackers with several reference
methods, including both traditional signal processing-based
trackers and more recent DL-based trackers.

The proposed formant tracker is described in Section II by
first presenting the DNN-based and the LP-based formant
estimation stages, after which the proposed combination
of these two stages is presented. Section III describes the
experimental setup, including data set details, performance
metrics, and the formant trackers used for comparison.
The results of the study are presented in Section IV, with
conclusions drawn in Section V.

Il. Formant Tracking by Combining a DNN-based and an
LP-based Formant Estimation Method

This section describes the proposed formant tracker, which
combines a DNN-based and an LP-based formant estimation
method. The section begins with an overview of the DNN-
based formant estimation technique, followed by a descrip-
tion of the LP-based method to refine the formants estimated
by the DNN-based approach. The section concludes with a
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detailed explanation of the proposed refinement technique in
formant tracking.

A. DNN-based Formant Estimation

A schematic block diagram of the DNN-based formant
estimation method is shown in Figure 1. The method uses
a four-layer feed-forward neural network to map an in-
put spectral representation into formant frequencies. The
network has 300 units with the tanh (tangent-hyperbolic)
activation function in each of the three hidden layers. The
output layer comprises three linear units corresponding to
the first (F}), second (F3), and third (F3) formants to be
predicted. In this study, we compare the effectiveness of three
different spectral representations as input of the DNN: (1)
spectrogram, (2) complex spectrogram, and (3) MFCCs.

an Ll '
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FIGURE 1: A schematic block diagram the DNN-based
formant estimation approach.

Spectral Representatlon

/i?'

Deep Neural Network

%

Formants

WFCC Spectogam | ol Spectagam

e Spectrogram: A representation, that captures the power
spectral density of speech over time based on the short-
time Fourier transform (STFT). We computed STFT
with an FFT size of 256, resulting in a 129-dimensional
vector per time frame. The spectrogram effectively rep-
resents time-varying frequency characteristics of speech
such as formants.

Complex Spectrogram: A representation, which retains
both magnitude and phase information of speech spec-
trum by including the real and imaginary components of
the STFT. With an FFT size of 256, the complex spec-
trogram gives a 258-dimensional vector per time frame
(129 real and 129 imaginary components), potentially
enhancing formant tracking accuracy by capturing fine
temporal and frequency details.

Mel-Frequency Cepstral Coefficients (MFCCs): A
widely used speech feature that models the speech spec-
trum using a compressed set of coefficients. Computed
via a discrete cosine transform (DCT) on the log of
the mel-spectrogram, MFCCs emphasize perceptually
relevant features and formants with a low-dimensional
representation. In the current study, we used the popular
13-dimensional vector per time frame.

Each representation has distinct advantages: the spec-
trogram models the general spectro-temporal properties of
speech, the complex spectrogram preserves phase informa-
tion, and MFCCs provide a compact speech feature whose
computation uses the mel-filterbank which improves fre-
quency resolution at lower frequencies where the lowest
formants are located.

To train the DNNs for all the inputs described above, we
utilized the training subset of the VIR-TIMIT database
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[25]. A total of 300 utterances were used for training, while
an additional 24 utterances were set aside for validation
during the training process. The mean squared error (MSE)
between the estimated and actual formants was used as the
objective function to optimize the model. The network pa-
rameters were initialized randomly, and the Adam optimizer
with a learning rate of 0.0001 was employed to update the
model parameters. Early stopping was implemented with
a patience of 15 epochs, with a total of 50 epochs. To
mitigate overfitting, a dropout rate of 0.2 was applied as
a regularization technique, and a batch size of 1 was used
during training. Input values were normalized to the range
[0.1, 0.9], and output values were normalized to have zero
mean and unit variance.

B. LP-based Formant Estimation

As the model-driven, LP-based formant estimation method
for refining the formants predicted by the DNN-based esti-
mation stage, the current study uses the QCP-FB method.
This method was chosen because it showed the best perfor-
mance in a comparison between six model-driven formant
estimation methods [23]. A brief description of QCP-FB is
provided below.

The traditional formulation of LP, as used in methods such
as the covariance method, is based on forward prediction,
where the current speech sample is predicted from the past
p samples. However, backward prediction is also possible,
where the current sample is predicted from the future p sam-
ples. The QCP-FB method utilizes the combination of these
two approaches—referred to as forward-backward analysis.
The combined error to be minimized in this approach is given
by:

E=&T 4+ ¢, (1)

v 2

where &7 = Z (zn + Zakxn—k> @)
2

and &= Z (:vn + Zakanrk) 3)

denote the forward and backward errors, respectively, x,,
denotes the current speech sample, and aj denotes the
prediction coefficients. The prediction coefficients can be
computed by minimizing the combined error (0&/0a; =
0, 1 < i < p), which results in the following normal
equations

5 Cikap = —Cig, 1<i<p
k=1

where ¢; = E Tp—iTp—k + E Ty4iTntk-
n n

“

®)

QCP-FB analysis applies forward-backward analysis
within the framework of weighted linear prediction to lever-
age the strengths of both techniques. The weighting is
performed using a temporal weighting function known as the
QCP function, as defined in [22]. In this approach, both the
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FIGURE 2: A schematic block diagram of the proposed formant tracker based on the combination of the DNN-based and
the LP-based formant estimation methods. In the upper path, the DNN estimates the three formants on a frame-by-frame
basis. In the lower path, up to six local spectral peaks are extracted from the all-pole spectrum, computed per frame using
QCP-FB analysis. The outputs from both paths are then used for refinement, as shown in Fig. 3, to define the final refined

formant tracks.

forward and backward prediction errors are weighted using
the QCP function. Letting w,, represent the QCP weighting
function, the combined error to be minimized is expressed
as:

F=F+7, (6)

2
P
where F/ = Z Wy, (mn + Z akxn_k> @)

k=1

2
P
and F°= an (mn + Zak$n+k) (8)
n k=1

are the weighted forward and backward errors, respectively.
The resulting normal equations are given by

p
Y digay =—dip, 1<i<p ©)
k=1
where d; ;, = ana:n_ixn_k + anacn+ixn+k. (10)

An appropriate choice of the range for the variable n
determines whether the autocorrelation or covariance method
is used in QCP-FB. In this study, we adopt the covariance
method for QCP-FB. The analysis is performed using a
rectangular windowed frame of 25 ms with a frame shift of
10 ms and an all-pole model order of p=13. Speech signals,
sampled at 8 kHz, are pre-emphasized using a first-order
FIR filter P(z) = 1—0.9727!. To detect formant peaks, the
resulting spectrum is convolved with a Gaussian derivative
window of 100 Hz width, and negative zero-crossings are
identified as spectral peaks.

C. Combining the DNN-based and LP-based Formant
Estimation Methods

The new formant tracking method proposed in this study
takes advantage of the DNN-based and the LP-based formant
estimation methods described in Section IIA and Section IIB,
respectively. The new tracker is based on refining the for-
mants predicted by the data-driven DNN-based estimator in
each time frame with spectral peaks shown by the all-pole

spectrum computed by the model-driven LP-based estimator.
The flow diagram of the tracker is shown in Fig. 2. First,
the DNN maps frame-wise acoustic features, as described in
Section ITA, into initial estimates of Fy, F5, and F3. Next, an
all-pole spectral model is computed using QCP-FB for each
input frame, and the local peaks of the all-pole spectrum
are identified. With a model order of p = 13, QCP-FB can
display up to six local peaks or resonances (each resonance
is represented by a pair of complex conjugate poles). Third,
each of the three initial formants predicted by the DNN is
replaced by the local peak in the all-pole spectrum that is
nearest to the corresponding predicted formant. A graphical
representation of this refinement process is shown in Fig. 3.

As described in Section IIA, we wanted to compare
the performance of the new formant tracker between three
DNN input presentations. In order to distinguish these three
tracker versions, we will denote in the following sections
the new tracker using the MFCC, spectrogram and complex
spectrogram input by MFCC-DNNqcp.rs, SPEC-DNNqcp.Fr
and CSPEC-DNNqcp.rg, respectively. In order to evaluate
the effect of refinement, we also included these same trackers
by excluding the LP-based refinement block and by using the
formants estimated by the DNN as such. The corresponding
three trackers will be denoted for the MFCC, spectrogram
and complex spectrogram inputs by MFCC-DNN, SPEC-
DNN and CSPEC-DNN, respectively.

lll. Experimental Protocol

A. Database

The formant tracking performance was evaluated using the
test subset of the VTR-TIMIT database, a widely recognized
resource for formant estimation and tracking [25]. This test
subset comprises 192 utterances, produced by 8 female
and 16 male speakers, with each speaker recording eight
utterances. The duration of each utterance varies between
two and five seconds. Ground truth formant frequencies were
obtained using a semi-supervised LP-based method [33],
with manual corrections made to the lowest three formants
(I, F5, and F3) using spectrograms. These ground truth
values are provided at 10 ms intervals. Table 1 provides
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FIGURE 3: An illustration of the refinement process. In
this example, the QCP-FB spectrum shows five local peaks,
indicated by red lines. The three formants initially estimated
by the DNN are represented by green lines. The refinement
process selects those three local peaks in the QCP-FB
spectrum which are closest to the formants predicted by the
DNN. The resulting refined formants are marked by black
lines.
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a detailed categorization of phonemes used in this study,
marked according to their phonetic properties.

TABLE 1: Phonetic categories of the VTR database used
in this study.

Category ‘ Phonemes (Arpabet) ‘

Vowels {’iy’, ’ih’, “eh’, "ae’, ’aa’, ’ah’, "uh’, ‘uw’,
‘ux’, “er’, ax’, ’ix’, ’axr’, ’ax-h’}

Diphthongs {’ey’aw’ ay’, a0’ oy’ ow’ }

Semivowels {y ) w  hh’ hv’ el }

Nasals {'m’;n’,ng’)em’,’en’,’eng’, ' nx’ }

Voice Bars {’bel’,’del’,) gel’,’dx’ }

Fricatives & Affricates | {’s’,sh’,f’,th’,’jh’,’ch’,’z’zh’,v’, dh’ }

Stops {p,t,)k’,)q’,b,)d ) g}

B. Performance metrics

The formant tracking performance was evaluated using two
metrics: the formant detection rate (FDR) and the formant
estimation error (FEE), both of which have been utilized
in previous studies [23], [32]. The FDR measures the per-
centage of frames in which a formant is detected within a
specified deviation from the ground truth. The FDR for the
ith formant over K analysis frames is:

| K
D, = Enﬂ I(AF;,,) (11
I(AF, n) _ 1 lf(AFZn/FZ’n < Tr & AFz,n < Ta)
’ 0 otherwise
(12)

where I(.) denotes a binary detector function and AF; ,, =
|Fin — Fln| is the absolute deviation of the hypothesized
formant frequency Fim for i*" formant at the n'* frame
from the reference ground truth F;,. The thresholds T,
and 7, denote the relative deviation and absolute deviation,
respectively. As in [23], [34], these parameters were set

VOLUME ,

as 7. = 30% and 7, = 300 Hz. FEE is measured as the
average absolute deviation of the hypothesized formants
from the ground truth. The FEE for the i*" formant over
K analysis frames is computed as: E; = % Zle AF; .
A formant tracker’s performance is considered better if it
yields a higher FDR and a lower FEE. The FEE values,
when combined with FDR values, provide a comprehensive
index of formant tracking accuracy. In this study, FDR and
FEE values were computed specifically for frames within the
phonetic categories of interest (see Section IV).

C. Reference trackers
The reference trackers evaluated in this study include:

e PRAAT [11]: BURG method-based LP analysis tracker
(denoted as PBURG).

o AFB-based [35]: Adaptive filter bank formant tracker
(denoted as MUST).

o Wavesurfer (Autocorrelation) [12]: LP-based tracker
using the autocorrelation method (denoted as WSURF-
0).

o Wavesurfer (Covariance) [12]: LP-based tracker using
the covariance method (denoted as WSURF-1).

e Kalman Filter [14]: Tracker using Kalman filtering
(denoted as KARMA).

o DeepF [24]: Default DL-based tracker (denoted as
DeepF).

e DeepFocp.rp [32]: Refined DeepFormants tracker us-
ing QCP-FB (denoted as DeepFqcp_rr).

The first five are classical trackers, that are based on signal
processing methods. The latter two are more recent DL-
based trackers: DeepF is the default DL-based tracker and
DeepFqcp-pp is the same tracker supplemented with formant
refinement. All trackers provide formant estimates at a frame
rate of 100 Hz (10 ms).

IV. Results

Performance of the different trackers described in Sec-
tion IIIC were evaluated in formant tracking by running three
experiments for the VTR test set. In the first experiment,
we evaluated all trackers by combining the vowels, diph-
thongs, and semivowels produced by the female and male
speakers of the test set into one comprehensive evaluation
data set. In the second experiment, two best DNN-based
trackers were compared to the default DL-based tracker
(DeepF) separately for female and male speech. In the
third experiment, performance was further analyzed for fine-
grained phonetic categories separately for female and male
speech. The results of the first experiment are summarized in
Table 2 by presenting the performance metrics for the seven
reference trackers (separately for the five conventional signal
processing trackers and for the two DL trackers) as well as
for the six trackers that all used the DNN-based formant
estimation (either without or with the LP-based refinement).
From the table, it can be observed that the formant detection
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FIGURE 4: Formant tracking performance for male and
female speakers, evaluated using different methods.

rate (FDR) for all three formants (F%, F5, and F3) is
generally higher for the deep learning (DL)-based trackers
compared to conventional signal processing methods. The
only exception is the CSPEC-DNN tracker, which performs
worse in formant detection compared to the other DL track-
ers. However, the remaining DL-based trackers demonstrate
superior detection capabilities, showcasing their advantage
over the conventional approaches. In terms of estimation
error (FEE), the DL-based trackers once again exhibit better
performance, with smaller estimation errors for all formants.
Notably, while KARMA, the best conventional tracker, does
well in estimating F;—outperforming the default DL tracker
(DeepF)—it falls behind in the estimation of F, and Fj.
This suggests that KARMA is particularly strong in tracking
Fy but less effective for higher formants. The results in
Table 2 indicate that MFCC-DNNgcp.rg, one of the proposed
combined trackers, achieves the best FDR and FEE values
for all three formants among the 13 trackers compared,
except for F1 (FDR) and F2 (FEE), where MFCC-DNN
outperforms it. The proposed MFCC refinement (MFCC-
DNNqcp.re) reduced estimation errors by 0.8 Hz, 12.9 Hz,
and 11.7 Hz for F1, F2, and F3, respectively, compared to the
Deep Formants refinement (DeepFocp.rg). When compared
to the model-driven KARMA tracking method, the proposed
MFCC-DNNgqcp.rg refinement reduced estimation errors by
2.3 Hz, 55.5 Hz, and 143.4 Hz for F1, F2, and F3, respec-
tively. MFCC-based formant trackers outperform those using
spectrogram or complex spectrogram inputs primarily due to
their reduced sensitivity to harmonics. While spectrograms
preserve detailed harmonic information, which can cause
DNN-based trackers to overfit, MFCCs focus on capturing
the spectral envelope while attenuating harmonic influences.
This characteristic makes MFCCs more effective for accurate
and reliable formant tracking.

Based on the above overall results, we selected for the
second experiment two best DNN trackers (MFCC-DNN

TABLE 2: Formant tracking results obtained using the com-
prehensive VTR test set for all formant trackers. Altogether
13 trackers are included consisting of five conventional
trackers, two Deep Formant- trackers (DeepF and its refined
version DeepFqcp.rg), and six DNN-based trackers. FDR
denotes formant detection rate and FEE denotes formant
estimation error.

FDR (%) FEE (Hz)
Method F | R [ R 5P | o | oF
Conventional trackers [32]
PBURG 86.0 | 70.0 | 63.1 88 268 340
MUST 81.1 86.3 | 76.9 91 152 230
WSURE-0 84.1 782 | 713 93 239 245
WSURE-1 86.6 82.7 80.8 87 223 228
KARMA 91.5 89.4 | 747 61.9 145.8 250.3
Deep Formant trackers [24], [32]

DeepF 91.7 92.3 89.7 85.1 119.6 142.8
DeepFocp.rs 93.9 944 | 92.6 60.4 103.2 118.6
Proposed DNN-based trackers (without and with the LP-based refinement)
MFCC-DNN 944 | 960 | 923 64.7 89.2 122.1
MFCC-DNNqcp.rs 940 | 962 | 93.7 59.6 90.3 106.9
SPEC-DNN 93.9 91.7 88.1 73.3 121.0 146.9
SPEC-DNNqcp.r8 940 | 946 | 93.1 59.8 97.8 110.2
CSPEC-DNN 88.8 73.6 | 68.9 88.0 214.0 239.1
CSPEC-DNNqcp-rB 93.9 91.6 88.0 59.9 115.1 146.8

and SPEC-DNN) and the best reference tracker (DeepF),
all three with and without refinement, to be compared in
tracking formants of female and male speech. The results
of this second experiment are given in Table 3 (and also in
Figure 6). The findings indicate that the detection of F} is
more accurate for female speakers for all trackers, while the
detection of F5 and Fj is more accurate for male speakers.
This suggests a gender-based variation in formant detection
accuracy for all the compared trackers, with F} being more
reliably detected in female speakers and the higher formants,
F5 and Fj3, being better identified in male speakers. In
formant estimation error, male speakers show consistently
lower errors for all three formants for all trackers. This trend
implies that, regardless of the tracking method used, formant
tracking is generally more accurate for male speakers. This
is most likely due to the lower fundamental frequency (FO)
of male speech, which results in harmonics that are more
closely spaced. Consequently, when formant frequencies fall
between these harmonics, the error introduced by selecting
the nearest large-amplitude harmonic is smaller for male
speakers compared to female (or child) speakers, whose
harmonics are more widely spaced. This phenomenon leads
to a more precise estimation of formant frequencies in male
speech [36]. Among the different trackers, the DNN-based
trackers, especially those using the MFCC feature and the
refinement approach, stand out with superior performance in
both formant detection and estimation error for both male
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TABLE 3: Formant tracking results for the Deep Fromant-
trackers and for the selected four DNN-based trackers
separately for male and female speakers. The results are

TABLE 4: Formant tracking results for different phonetic
categories of the female speakers data of the VTR test set.

presented as averages across all utterances from both male FDR (%) FEE (Hz)
and female speakers in the VTR test set. Method A B[ Fs iR | oF | R
FDR (%) FEE (Hz) Vowels
Method | R | B [|[6n] iR | iR MFCC-DNN 970 | 946 | 9.1 || 571 | 1029 | 1316
Malo MFCC-DNNqcprs || 96.7 | 948 | 94.0 582 | 996 | 1027
DeepF 031 1961 1939 1 763 | 969 | 1155 SPEC-DNN 963 | 92.1 | 878 637 | 1236 | 1473
SPEC-DNNqcprs || 967 | 942 | 93.6 587 | 1023 | 103.1
DeepFqcp.rB 93.0 | 95.1 | 922 || 59.7 | 97.6 123.7
Diphthongs
MFCC-DNN 933 | 964 | 93.0 || 66.8 | 84.0 116.3 MECC-DNN 972 | 972 | 937 627 871 117.0
MFCC-DNNQCP_FB 93.1 | 96.8 | 93.9 58.9 85.6 105.3 MFCC-DNNqcprB 96.7 97.2 97.0 63.2 87.9 89.0
SPEC-DNN 929 | 92.0 | 889 || 76.8 | 117.6 | 1425 SPEC-DNN 974 | 953 | 904 66.6 1111 133.2
SPEC-DNNqcp-rB 93.1 | 952 | 932 || 589 | 93.7 109.2 SPEC-DNNqcp-r8 96.7 | 96.1 96.3 63.7 91.9 93.8
Female Semivowels
MFCC-DNN 944 | 940 | 874 683 | 1028 | 159.0
DeepF 94.0 | 94.1 | 87.0 929 | 110.0 | 163.3 MFCC-DNNcp.rp 92.6 92.7 87.7 66.6 1123 155.7
DeepFocp-rs 94.1 | 946 | 91.2 || 60.7 | 103.2 | 132.1 SPEC-DNN 921 | 831 | 788 || 735 | 1599 | 2057
MFCC-DNN 96.6 | 95.1 | 90.9 || 60.6 | 99.3 | 1337 SPEC-DNNqcppp || 926 | 884 | 865 || 675 | 1329 | 1605
MFCC-DNNqcp-r8 959 | 949 | 934 || 61.0 | 994 110.0 Nasals
MFCC-DNN 842 | 841 | 849 || 747 | 1721 | 167.1
SPEC-DNN 958 | 91.1 | 86.6 || 66.3 | 127.9 | 155.6 MFCC-DNNocrrs w50 | 361 5.5 2038 169.0 672
SPEC-DNNqcp.FB 959 | 935 | 92.8 61.6 | 106.0 | 112.3
SPEC-DNN 849 | 740 | 804 || 742 | 2261 | 1858
SPEC-DNNqcp.rB 85.6 83.4 84.4 80.0 189.4 173.2
Fricatives & Affricates
and female speakers. These results confirm the advantage of MFCC-DNN 734 | 913 | 89.0 || 1255 | 1314 | 1573
the DNN-based formant tracking methods (either as such or MFCC-DNNqcprp || 694 | 88.1 | 843 || 1423 | 140.7 | 169.4
in combination with the LP-based refinement approach) in SPEC-DNN 693 | 880 | 78.8 1354 | 1547 | 1913
providing more accurate and reliable formant measurements SPEC-DNNqcp.rp 69.0 | 88.1 | 816 1414 | 1440 | 18038
across genders. Voice Bars
In the third experiment, formant tracking performance MFCC-DNN 705 | 90.6 | 874 86.5 | 1329 | 1515
was further investigated for fine-grained phonetic categories, MFCC-DNNqcprs || 72.5 | 889 | 86.1 819 | 1354 | 166.0
focusing separately on female (8 speakers in the VIR test SPEC-DNN 705 | 814 | 843 80.8 | 1858 | 169.9
set) and male (16 speakers in the VTR test set), with the SPEC-DNNqcprp || 715 | 844 | 850 860 | 159.2 | 1729
over-representation of males noted. The results, as shown Stops
in Tables 4 and 5, demonstrate a consistent trend for both MFCC-DNN 759 | 87.1 | 853 1313 | 1456 | 1643
genders. For vowels and diphthongs, the MFCC-DNNqcp.rs MFCC-DNNqcprs || 745 | 873 | 849 130.8 | 153.1 165.7
tracker achieves the highest formant detection rates and low- SPEC-DNN 748 | 849 | 850 || 1337 | 1654 | 168.6
est estimation errors across all formants. For categories such SPEC-DNNqcp.ps || 746 | 858 | 87.7 || 1293 | 1596 | 1590

as semivowels, nasals, and voice bars, MFCC-DNNqcp.rs
still outperforms DeepF and SPEC-DNN, which exhibit
slightly higher errors in some cases. However, fricatives &
affricates, voice bars, and stops present more challenging
conditions. In particular, male speakers show lower per-
formance for these categories, both in formant detection
and estimation errors, compared to female speakers. The
performance further degrades for male speakers when using
the combined MFCC-DNNgqcp.rg approach. This could be
due to the fact that fricatives & affricates include more
aperiodic noise and turbulence, which degrades the capability
of QCP-FB analysis to show clear all-pole spectral peaks,
especially in male speech where formants are lower and
closer together. It is also important to note that the manual
formant tracking of the VTR data, which gives the ground-
truth in our study, may not always be accurate. Since

VOLUME

human annotators determined formant contours by visually
inspecting spectrograms, there may be some deviation in
the annotated data from the actual formant values [33],
[36]. This subjectivity could introduce inconsistencies in the
data, as seen in Fig. 3, where the ground-truth formants
(marked by magenta lines) deviate from the spectral peaks
detected by the LP method (marked by red lines). These
deviations underscore the inherent challenge in establishing a
precise ground-truth, especially for complex speech phonetic
categories. Despite these challenges, the results indicate that
incorporating QCP-FB into the MFCC-DNN and SPEC-
DNN estimators generally improves formant tracking across
many phonetic categories.
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TABLE 5: Formant tracking results for different phonetic
categories of the male speakers data of the VTR test set.

FDR (%) FEE (Hz)
Method A B[ P oF | oF | R
Vowels
MFCC-DNN 94.0 97.9 94.4 62.7 76.9 108.6
MFCC-DNNqcp.FB 93.9 97.6 94.5 54.7 80.4 98.0
SPEC-DNN 94.1 94.8 90.9 74.0 104.4 133.3
SPEC-DNNqcp.rs 93.9 96.5 94.0 54.7 84.9 101.7
Diphthongs
MFCC-DNN 95.5 97.1 94.4 67.1 76.2 107.3
MFCC-DNNqcp.FB 94.3 97.5 95.4 582 80.6 95.8
SPEC-DNN 94.2 93.9 92.8 78.9 106.4 121.9
SPEC-DNNqcp.rs 94.3 96.7 95.3 582 85.4 97.6
Semivowels
MFCC-DNN 88.4 91.1 87.0 79.0 114.7 149.7
MFCC-DNNqcp.rB 89.1 93.3 90.0 722 107.4 138.2
SPEC-DNN 87.8 81.6 78.4 82.6 170.3 194.0
SPEC-DNNqcp.rB 89.1 89.3 88.5 72.4 129.9 145.3
Nasals
MFCC-DNN 84.0 84.3 91.7 74.3 159.1 128.6
MFCC-DNNqcp.r8 86.2 84.4 89.7 74.3 164.1 126.1
SPEC-DNN 84.4 73.3 88.9 77.6 225.0 153.0
SPEC-DNNqcp-rB 86.6 77.0 88.8 73.2 211.7 139.2
Fricatives & Affricates
MFCC-DNN 69.1 92.8 88.6 128.0 118.8 150.8
MFCC-DNNqcp.rB 57.6 88.8 85.5 175.8 138.8 159.3
SPEC-DNN 66.0 85.5 823 135.2 162.7 178.5
SPEC-DNNqcp-rB 57.0 85.5 82.7 1754 154.6 169.5
Voice Bars
MFCC-DNN 78.1 91.9 86.9 714 124.1 144.4
MFCC-DNNqcp.rB 75.1 94.5 85.0 80.9 114.5 154.1
SPEC-DNN 76.0 79.6 78.7 76.7 182.6 201.2
SPEC-DNNcp-rB 74.7 87.0 79.2 81.2 1494 195.6
Stops
MFCC-DNN 674 93.0 87.5 137.3 118.9 151.5
MFCC-DNNqcp.rB 66.1 90.6 83.6 144.7 130.7 166.8
SPEC-DNN 67.0 85.0 79.6 138.5 1544 190.5
SPEC-DNNcp-rB 66.1 86.0 79.5 145.1 156.9 193.2

An illustration of formant frequencies tracked by MFCC-
DNN and MFCC-DNNqcp.rg for an utterance produced by
a female speaker is shown in Fig. 5. The figure demonstrates
that MFCC-DNNgcp.rp aligns more closely with the ground
truth formant contours compared to the non-refined MFCC-
DNN, highlighting the improvement in accuracy achieved by
the proposed refinement process.

V. Conclusions

This paper presented a novel formant tracking technique that
combines a modern DL-based formant estimation method
(DNN) with a classical signal processing-based estimation
method (QCP-FB). By refining the DNN-predicted formants
using spectral peaks shown by the QCP-FB spectrum,
the method effectively combines data-driven and model-
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FIGURE 5: Formant frequencies for MFCC-DNN and

MFCC-DNNqcp.rp for a phrase (“visually these”) produced
by a female speaker: (a) the time-domain speech signal,
(b) the narrowband spectrogram with reference ground truth
formants, (c) the formant track estimates of MFCC-DNN,
and (d) the formant track estimates of MFCC-DNNqcp.rp
along with ground truth formants. The improved perfor-
mance of MFCC-DNNqcp_rg over MFCC-DNN is evident
when comparing panels (c) and (d), particularly in tracking
F3 between 0.5 and 0.6 seconds.

driven approaches. Among the three spectral representa-
tions evaluated—MFCCs, spectrogram, and complex spec-
trogram—MFCCs yielded the best performance. The pro-
posed DNN tracker outperformed seven reference trackers,
including both signal processing and deep learning meth-
ods, and demonstrated improved performance across various
phonetic categories and gender groups.

In terms of computational complexity, the proposed DNN
architecture uses only 0.3M parameters, which is consider-
ably smaller than the number of parameters in the LSTM-
based Deep Formants tracker (4M parameters) [24]. Finally,
we would like to point out that the proposed refinement
approach based on QCP-FB is flexible because the refine-
ment procedure can in principle by applied not only with a
DNN as in the current study but with any trained DL-based
formant estimation method. The proposed method requires
further evaluation under challenging noisy conditions and
across diverse databases to assess its generalizability and
robustness. Furthermore, accurate formant tracking holds
significant potential for atypical speech attributes in various
speech disorders, making it a valuable tool for pathological
speech analysis.
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