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ABSTRACT The emergence of Multiple-Input Multiple-Output (MIMO) millimeter-wave (mmWave) radar
sensors has prompted interest in indoor sensing applications, including human detection, vital signs mon-
itoring, and real-time tracking in crowded environments. These sensors, equipped with multiple antenna
elements, offer high angular resolution, often referred to as imaging radars for their capability to detect
high-resolution point clouds. Employing radar systems with high-angular resolution in occlusion-prone
scenarios often results in sparse signal returns in range profiles. In extreme cases, only one target return
may be observed, as the resolution grid size becomes significantly smaller than the targets, causing portions
of the targets to consistently occupy the full area of a test cell. Leveraging this structure, we propose two
detectors to enhance the detection of non-occluded targets in such scenarios, thereby providing accurate
high-resolution point clouds. The first method employs multiple hypothesis testing over each range profile
where the range cells within are considered mutually occluding. The second is formulated based on binary
hypothesis testing for each cell, considering the distribution of the signal in the other cells within the same
range profile. Numerical analysis demonstrates the superior performance of the latter method over both the
classic detection and the former method, especially in low Signal-to-Noise Ratio (SNR) scenarios. Our
work showcases the potential of occlusion-informed detection in imaging radars to improve the detection
probability of non-occluded targets and reduce false alarms in challenging indoor environments.

INDEX TERMS Millimeter-wave radar, MIMO sensors, occlusion-informed, detection, indoor sensing,
hypothesis testing.

I. INTRODUCTION
Over the past few years, there has been a surge of interest
in mmWave MIMO radar sensors, especially for their appli-
cations in indoor sensing. These applications include tasks
such as human detection and activity recognition, monitoring
vital signs, fall detection, and real-time tracking of multiple
individuals simultaneously, as demonstrated in [1], [2], [3],
and [4], respectively. Advancements in mmWave sensor man-
ufacturing technology have made such tasks possible. This
development has led to the production of affordable single-
chip radar sensors incorporating a large number of antenna
elements, facilitating high angular resolution and resulting in
the emergence of a category of imaging radars (see, for exam-
ple, [5], [6]). Moreover, the optimization of various MIMO

waveforms has enabled the attainment of enhanced angular
performance which is an essential feature for many of the
aforementioned tasks. Examples of different proposed MIMO
waveforms are presented in [7], [8], [9], [10].

When monitoring human targets in indoor environments,
the detection performance, preferably of the full body, holds
paramount importance for various applications. However, in
typical crowded indoor settings, the likelihood of occluding
human targets or substantial portions of their bodies is quite
high, posing a significant challenge for achieving satisfactory
performance across all these applications [11], [12], [13],
[14].

In the realm of automotive perception, occlusion reme-
dies involve multi-modal fusion, where occlusion scenarios
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are modeled by combining radar measurements with other
sensors like stereo cameras, as seen in [15], or LIDAR, as
demonstrated in [16]. On the other hand, within indoor appli-
cations, several studies have proposed distributed radar sensor
architectures that enhance detection capabilities of occluded
targets significantly through the exploitation of spatial diver-
sity [17], [18], [19], [20].

While distributed sensors are essential to detect occluded
targets, further measures can be taken to combat occlusion. In
the context of tracking multiple individuals with distributed
sensors, occlusion events concerning one sensor can lead to
the division of a single track into multiple tracks. A solution,
proposed in [21], [22], involves overcoming this issue by fus-
ing track information instead of detection points in the fusion
center. On another note, to better account for the capture of the
Doppler falling signatures, while limiting occlusion events,
the authors in [23] analyzed different sensor placements and
showed that wall-mounting of distributed sensors at a low
level is favorable to optimize the extraction of both range and
micro-Doppler information necessary to detect falling events.
While the placement of sensors to minimize occlusion is also
considered by the authors in [11], their proposed gait recogni-
tion classifier is adjusted to make decisions based on features
expected to be least affected by the occlusion. Similarly,
in [12], the authors employed an architecture featuring sep-
arate transmitting and receiving antennas for vital sign moni-
toring. Using this bi-static setup, they determined the angular
and distance separation of multiple targets to minimize mutual
occlusion, resulting in effective vital sign monitoring with the
transmission of a single beam or steered multiple beams.

The studies mentioned above effectively tackle detection
limitations arising from occlusion and propose methods to
generate high-resolution detection point clouds. However, to
the best of the authors’ knowledge, no study explicitly lever-
ages the structure of individual range profile signals under oc-
clusion in the hypothesis testing formulation of the detection
problem. This structure is inherently sparse–particularly when
utilizing high-angular resolution systems–and incorporating it
could significantly enhance the detection capabilities of non-
occluded targets, as occlusion would be evident across each
angular bin of the test grid. A significant body of literature ex-
ists on exploiting scene sparsity in radar image reconstruction
(see, for example, [24], [25], [26], [27], [28], [29], [30], [31]),
which is often motivated by the typical low number of targets
in the scene in addition to the properties of electromagnetic
backscattering, including occlusion phenomenon [24], [26].
However, these methods rely on compressive sensing theory
and involve solving inverse problems which usually require
hyperparameter tuning and lead to iterative algorithms that
are computationally and time expensive, rendering them un-
suitable for real-time applications in many cases [32].

In this paper, we demonstrate that leveraging the sparse
structure in a hypothesis testing-based formulation provides
a statistical detector that enhances the detection performance
for non-occluded targets observed by a single sensor, result-
ing in accurate high-resolution point clouds. This improved

detection at the sensor level would aggregate across a network
of sensors, leading to an overall enhancement in detection at
a low computational cost. We capitalize on the phenomenon
that in a sensing system susceptible to occlusion, conducting
detection over a dense angular grid yields limited return re-
sponses across multiple range cells within the same angular
bin. Consequently, we design detectors to enhance the proba-
bility of detection versus false alarms for fully observed target
areas. These detectors assume complete occupancy of an an-
gular resolution cell, implying full occlusion of any potential
object behind the occupied cell within each range profile. This
assumption can be justified considering system parameters, as
will be demonstrated in Section II.

Accordingly, leveraging the sparse structure of range pro-
files, we introduce two detectors based on distinct formula-
tions of hypothesis testing. The first approach utilizes multiple
hypothesis testing, framing the detection problem to closely
match the full occlusion scenario. This involves deciding that
the presence of a target will be only in one cell of each range
profile. On the other hand, the second approach is constructed
using binary hypothesis testing. Here, the alternative and null
hypotheses for each cell are established with consideration
for the likelihood of the signal in the remaining cells within
the same group of mutually occluding cells. For each of these
formulations, we derive both Maximum A Posteriori (MAP)
and Maximum Likelihood (ML) detectors. The MAP detector
assumes prior knowledge of the probability model and values
associated with targets’ presence in different cells and utilizes
this information in decision-making. On the other hand, the
ML detector lacks such knowledge and assumes equal proba-
bilities of targets arriving in the group of mutually occluding
cells. While the multiple hypothesis formulation represents
the straightforward, intuitive method, the binary formulation
exhibits superior performance, as will be demonstrated in
our numerical simulations. The contributions of this work are
summarized as follows:

1) Identification and modeling of range profile structure
under occlusion, utilizing probabilistic models of target
presence within the detection grid cells.

2) Development of corresponding detectors using hypoth-
esis testing, accommodating both the knowledge of the
generating probabilistic models and the lack thereof.

3) Performance evaluation of the proposed detectors,
demonstrated through Receiver Operating Character-
istics (ROC) curves obtained numerically via Monte
Carlo simulations. These simulations are based on sig-
nal generation according to the defined models and the
detectors are evaluated versus model parameters, SNR
values, and the number of cells in a range profile.

4) Evaluation of the proposed detectors on scenario-based
simulated data, where a realistic indoor scenario is mod-
eled in 3D, and the radar signal is generated using
ray-tracing simulations.

Notations: Throughout the paper, lowercase bold font is
used to denote vectors. IN represents the identity matrix of
size N × N , and 0N is a vector of all zeros of size N × 1. The
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FIGURE 1. 2D Range-Azimuth grid map illustrating the sparsity of range profiles relative to targets’ size in an occlusion-prone sensing environment. Two
targets in the scene, with one occluding part of the other, are observed by two sensors with different angular resolutions, depicted by the corresponding
angular grid sizes. Left: Sensor with low angular resolution (δθ1) relative to targets’ size. Right: Sensor with high angular resolution (δθ2 = 0.5 δθ1)
relative to targets’ size.

superscripts (.)T and (.)H denote, respectively, the transpose
and the complex conjugate transpose of a vector or a matrix.
The operators |.|, ⊗, �, and det (.) are used for the absolute
value operator, Kronecker product, the real part of a complex
value, and the matrix determinant, respectively. With p(x), we
denote the probability density function of an observation x
from a random variable X , where the random variable sub-
script is omitted for simplicity. We define the set of natural
numbers from 1 to N as {N} = {1, 2, . . . , N}. Accordingly,
a vector with subscript {N}, e.g., x{N}, denotes the stacked
vectors [xT

1 , xT
2 , . . . , xT

N ]T . To shorten equations, we contract
the exponential component of a Gaussian probability density
function (PDF) for a random vector x with a mean μ and vari-

ance σ 2 using the notation eσ 2 (x,μ) = exp( −(x−μ)H (x−μ)
σ 2 ).

II. SYSTEM MODEL
In this section, we begin by demonstrating the sparsity of
the range profile in high-resolution radars affected by occlu-
sion phenomena. Next, we present the signal model and the
probability of receiving backscattered returns from targets in
different cells of a range profile, based on the probability of
target presence in these cells.

A. OCCLUSIONS OVER RANGE PROFILES
As mentioned in the introduction, we leverage the phe-
nomenon that in a high-angular resolution sensing system
prone to occlusion, a target may fully occupy an angular
resolution cell, occluding any object behind in the same range
profile. Under this assumption, the processed radar signal over
a dense angular grid should contain few returns across mul-
tiple range cells within the same angular bin. This behavior
can be anticipated with knowledge of system parameters such
as angular resolution relative to target size and transmission
frequency. Fig. 1 presents a schematic illustrating the rela-
tionship between system parameters and the sparsity of range

profiles in sensing under occlusion. The figure depicts a 2D
elevation cut of a range-angle detection grid map from two
sensors. The sensor on the right is assumed to have double
the number of antenna elements, resulting in half the angular
resolution compared to the sensor on the left. Both sensors
observe the same scene and operate at the same frequency, in-
dicating that the transmitted waves from both possess identical
scattering/penetration characteristics. As a result, the occlu-
sion in the scene will be consistent for both sensors. However,
due to the higher angular resolution of the sensor on the right,
detection tests are conducted on a finer grid. Consequently, the
associated returns over a specific range profile are expected to
be more sparse since targets are dispersed over more angular
bins. The figure highlights the angular bins containing targets
under each system, with their ideal range profiles depicted
below the corresponding grid map.

The sparsity of range profiles arises from both the occlusion
phenomenon and the size of the angular grid relative to the
target size. If occlusion does not occur, all targets will induce
a response in the range profile of each angular bin. Similarly,
if the sensor’s angular resolution does not permit detection
cells significantly smaller than the target size, a single range
profile would contain multiple responses from targets over
a wider angle range, even if parts are occluded. Ultimately,
when using an imaging radar, angular bins are anticipated to
be fully occupied by a portion of the target at the respective
location, leading to sparse range profiles, as they consist of a
group of mutually occluding cells.

Similarly, Fig. 2 illustrates the same concept in an indoor
scenario involving human targets, where detection is con-
ducted over a 3D detection grid map. The figure highlights one
range profile consisting of mutually occluding cells situated
on the same azimuth and elevation angle. The presence of
a target (or a portion thereof) in one of these cells closer to
the sensor would obstruct targets that may exist in any other
cell within the same group. In such instances, the reception of

978 VOLUME 5, 2024



FIGURE 2. 3D Demonstration of a full occlusion scenario over a range profile in an indoor environment observed with a mmWave sensor featuring high
angular resolution. Left: Layout of the scene with the detection grid showing the sensor’s view and highlighted group of mutually occluding cells. Middle:
Corresponding radar cube. Right: Expected and actual signal returns in the group of highlighted cells.

echoes of the transmitted wave from potential targets in those
cells is physically impeded. This is the scenario we consider
in this paper and refer to as “full occlusion” throughout the
paper.

B. SIGNAL MODEL
We consider a mmWave MIMO radar sensor having Ntx and
Nrx transmitting and receiving antenna elements, respectively.
Assume that rs = [xs, ys, zs]T denotes the absolute position of
the sensor, where x, y, and z represent the absolute Cartesian
coordinates. In this case, a target with absolute position rt =
[xt , yt , zt ]T will have a relative distance Rt , azimuth θt , and
elevation φt with respect to the sensor. Following appropriate
range processing (either through fast Fourier transform (FFT)
or matched filter), the target processed signal at the range cell–
specifically the Cell Under Test (CUT)–corresponding to Rt

can be expressed as:

xt = αt s(θt , φt ) + w ∈ C
NtxNrx×1. (1)

Here, αt =
√

ptxGtxGrxλ2σt
(4π )3R4 represents the amplitude of the

reflected signal, encompassing path loss and target Radar
Cross Section (RCS), where λ denotes the transmitted signal’s
wavelength, ptx is the transmit power, Gtx and Grx denote
the transmit and receive antenna gains, and σt is the RCS of
the target at the CUT. Additionally, w denotes the receiver
thermal noise, assumed to be a complex Gaussian noise w ∼
CN (0, σ 2

wI). Moreover, the signal steering vector is,

s(θt , φt ) = a(θt , φt ) ⊗ b(θt , φt ), (2)

where the spatial transmit and receive steering vectors are
defined respectively as

a(θ, φ) =

⎡
⎢⎢⎢⎢⎣

e− jkT (θ,φ)rs,1

e− jkT (θ,φ)rs,2

...

e− jkT (θ,φ)rs,Ntx

⎤
⎥⎥⎥⎥⎦ , b(θ, φ) =

⎡
⎢⎢⎢⎢⎣

e− jkT (θ,φ)rs,1

e− jkT (θ,φ)rs,2

...

e− jkT (θ,φ)rs,Nrx

⎤
⎥⎥⎥⎥⎦ ,

and k(θ, φ) = 2π
λ

[cos θ cos φ, sin θ cos φ, sin φ]T is the
wave-number vector with λ being the wavelength of the trans-
mitted wave, θ and φ are the azimuth and elevation angles,
respectively, and rs,ntx and rs,nrx are the locations of the radar
transmit and receive antenna elements, respectively.

Since our focus is on designing a detector for scenarios in-
volving full occlusion, it is crucial to model the probability of
signal returns at each cell under such conditions. These proba-
bilities can be derived by establishing a probability model for
the presence of targets in each cell. Consequently, we outline
the essential probability components required for the subse-
quent formulation of the problem. We assume each range
profile encompasses a group of N mutually occluding cells.
We denote Pk as the probability of the presence of a target at
the kth cell, where k = 1, . . . , N , representing the target space
probability. Accordingly, the probability of having no target
present at any of the N cells is given by

P0 =
N∏

k=1

(1 − Pk ) . (3)

Under the full occlusion assumption over a range profile,
among the potential targets in the group of N cells, only one
return will be reflected to the radar sensor. As a result, we can
express the signal space probabilities of receiving returns at a
specific cell based on the probabilities in the target space. Let
ρk denote the probability of receiving a return from a target
located at the kth cell, then⎧⎪⎪⎪⎨

⎪⎪⎪⎩

ρ0 = P0

ρ1 = P1
...
ρk = Pk

∏i=k−1
i=1 (1 − Pi )

(4)

where ρ0 represents the probability of having no return in any
of the cells, and

∑N
k=0 ρk = 1. Another useful probability in

subsequent calculations is the probability of having a signal
return from the kth cell given that a certain nth cell, especially
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the CUT, has no target return. Denoting this probability as
ρk/ñ, we can compute it using Bayes’ theorem

ρk/ñ = ρñ/k ρk

ρñ
(5)

Since ρñ = 1 − ρn, and by occlusion assumption ρñ/k = 1,
the probabilities of having a signal return at the kth cell given
that a certain nth cell has no return is given by

ρk/ñ = ρk

1 − ρn
, ∀ k, n ∈ {N}, k �= n. (6)

The aforementioned probabilities in the signal space will
be incorporated into the design of the detectors and the evalu-
ation of their performance in the next sections.

III. OCCLUSION-INFORMED DETECTOR DESIGN
In this section, we will present two formulations of the detec-
tion problem under the assumption of full occlusion across a
group of cells. First, we will frame the problem as a multiple-
hypothesis testing scenario, in line with our assumption that
a single target return is expected in all cells. Second, we will
approach the problem as a binary hypothesis testing situation
at the CUT, taking into account the signal distribution in the
other cells. In both cases, we will develop the MAP and
ML detectors. The MAP detector assumes that knowledge
of the probability model and values is available and utilizes
this information for detection. In contrast, the ML detector
lacks such knowledge and assumes equal probabilities of
events [33].

A. MULTIPLE HYPOTHESIS TESTING DESIGN
Casting the problem as an M-ary detection problem is sup-
posed to be a closer match under the assumption of full
occlusion where we expect a single echo return in one of
N cells in the range profile. Accordingly, we consider M =
N + 1 hypotheses over the entire group of cells modeled as

Hk : x{N} = μk + w{N} ∀ k ∈ {N} (7)

where x{N} is the stacked vector of all the processed signals at
the group of N cells, w{N} is a stacked vector of the noise, and
μk is a vector of size LN × 1 defined as

μk = [0T
L . . . sT

k . . . 0T
L ]T ∀ k ∈ {N}

μk = 0LN k = 0 (8)

where L = Ntx Nrx . The construction of μk in (8) for k �= 0
ensures that it contains zero elements everywhere except for
elements with indices in the range of [L(k − 1) + 1, Lk] that
are populated by sk , where sk = αks, and s is the normalized
steering vector towards the kth cell. Please note that we have
dropped the dependence on θk and φk . This is due to our
assumption that the group of mutually occluding cells lies at
the same azimuth and elevation angle.

By considering the signal space probabilities defined in
(4), the optimum decision rule which minimizes the average

error probability is the one that decides that x{N} is generated
according to Hk if ρk p(x{N}|Hk ) = max

j
{ρ j p(x{N}|H j )} [33].

Recalling the Gaussian PDF notation eσ 2 (x,μ), the hy-
potheses formulation in (7) leads to the following likelihood:

p
(
x{N}|Hk

) = ζeσ 2
w

(
x{N},μk

)
, (9)

where ζ = 1/(πLN det (σ 2
wILN )). This likelihood can be sim-

plified based on the signal model (1) as

p
(
x{N} | Hk

)

=

⎧⎪⎪⎨
⎪⎪⎩

ζeσ 2
w

(
x{N̄}, 0L(N−1)

)
for k = 0

ζeσ 2
w

(
x{N̄}, 0L(N−1)

)
× exp

(
2�{sH

k xk}−sH
k sk

σ 2
w

)
for k ∈ {N}

(10)

Accordingly, the optimum M-ary MAP detector under full
occlusion formulation is the following

Decide Hk if 
MAP
k = max

j
{
MAP

j } ∀ j ∈ {{N}, 0}
where


MAP
j = ρ j p

(
x{N}|H j

)
/eσ 2

w

(
x{N̄}, 0L(N−1)

)
. (11)

The test (11) assumes the knowledge of the mean of signals
s j = α js where is s is the known steering vector and α j is the
target’s RCS, often unknown. In this context, the correspond-
ing Generalized Likelihood Ratio Test (GLRT) detector is
used wherein α̂ j is estimated for each cell through Maximum
Likelihood Estimation (MLE) of the likelihood functions un-
der each hypothesis H j . The estimation results in α̂ j = sH x j

leading to ŝ j = sH x js and a corresponding GLRT detector

MAP

j = ρ j exp(|sH x j |2/σ 2
w ) for j = 1, . . . , N .

The ML equivalent detector is obtained by assuming equal
probabilities of signal returns at all cells, namely, ρ j =
ρi ∀ j, i ∈ {N}, j �= i. This simply translates to the following
decision rule

Decide Hk if 
ML
k = max

j
{
ML

j } ∀ j ∈ {{N}, 0}
where


ML
j =

{
1 j = 0
exp

(|sH x j |2/σ 2
w
)

j ∈ {N}. (12)

Note that in both (11) and (12), the noise power σ 2
w is

assumed to be known, which is typically estimated using
secondary cells in practice. Moreover, from (12), it is evident
that the resulting ML detector is equivalent to implementing
a classic square law detector on the signal after angle match
filtering at each cell. It then decides on the target presence at
the cell with the maximum value of the test among all the cells
related to the same range profile. Consequently, to maintain a
certain probability of false alarms, the maximum value of the
tests can be then compared against a threshold to decide either
target presence in the corresponding cell or H0.
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Moreover, while these detectors can enhance the detection
performance under the full occlusion model, deciding strictly
for a single hypothesis over the entire group of cells inherently
imposes an upper bound on the probability of detection less
than unity regardless of the probability of false alarms that
can be tolerated. This is because a wrong decision here does
not mean only a false alarm, but also a missed detection. The
upper bound on the probability of detection of the ML version
(12) is derived analytically in Appendix A and given by (27).
From now on, we will refer to these detectors as the MAX
detectors.

B. BINARY HYPOTHESIS TESTING DESIGN
In this section, we approach the detector design problem
through binary hypothesis testing, where tests are formulated
for each cell by considering the distribution of the processed
signal across all the N cells within the same range profile.
First, let us start by defining the simple binary hypothesis
without occlusion modeling for an arbitrary cell k. The range
processed signal under H0 and H1 can be expressed as:{ H1 : xk = αks + wk

H0 : xk = wk
(13)

This formulation leads to the classical GLRT detector:

exp

( |sH xk|2
σ 2

w

)H1
≷
H0

η. (14)

Now, we formulate the signal model under both hypotheses
given the assumption of full occlusion across the range profile
containing N cells. To account for signals from cells other
than the CUT, we introduce a superscript n indicating the
index of the CUT. Specifically, H(n)

1 and H(n)
0 represent the

alternative and null hypotheses, respectively, when the nth cell
is the CUT. Thus, the detection problem under occlusion can
be framed as testing the following hypotheses:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

H(n)
1 : (xn = sn + w, xk = w) ∀ k ∈ {N} \ n

H(n)
0 :

⎧⎪⎪⎨
⎪⎪⎩

(xn = w, xk = w) ∀ k ∈ {N} \ n
(OR)(
xn = w, xk = w, x j = s j + w

)
for j ∈ {N} \ n, ∀ k ∈ {N} \ {n, j}

⎫⎪⎪⎬
⎪⎪⎭

(15)

The formulation above indicates that under the alternative
hypothesis, the CUT contains a signal due to the presence
of a target at that cell, while all the other N − 1 cells will
only contain noise. Conversely, under the null hypothesis, the
CUT contains only noise, while all the other cells may also
contain only noise, or at most one of them may contain a
target obstructing the signal of potential targets in other cells,
including the CUT.

To derive the detector based on the above formulation, we
need to express the likelihoods under each of the hypotheses.
Let x{N̄} represent the stacked measurements of the signal
related to all cells other than the CUT, where {N̄} := {N} \ n,

and the size of this set is N − 1. Therefore, the likelihood
under the alternative hypothesis can be formulated as follows:

p
(

xn|H(n)
1

)
= p

(
xn = sn + w, x{N̄} = w{N̄}

)
, (16)

where w{N̄} is the stacked vector of all (N − 1) vectors model-
ing the noise at the cells other than CUT distributed as w{N̄} ∼
CN (0, σ 2

wIL(N−1)). Consequently, (16) can be expressed as

p
(

xn|H(n)
1

)
= ζeσ 2

w
(xn, sn) · eσ 2

w

(
x{N̄}, 0L(N−1)

)
(17)

where ζ = 1/(πLN det (σ 2
wILN )).

Similarly, the likelihood under the null hypothesis can be
expressed as:

p
(

xn|H(n)
0

)
= p

(
xn = w,

[
x{N̄} = w (OR)

x{N̄} = μ1 + w (OR) . . .

x{N̄} = μN + w
])

, (18)

where μk is as defined in (8). The likelihood in (18) is the joint
probability density function of the vector xn given it contains
noise only and the stacked vector x{N̄} modeled as a Gaussian
mixture of signals with the different means μk weighted by
the probabilities of signal returns at the kth cell defined in (6).
Consequently, (18) can be written as:

p
(

xn|H(n)
0

)
= ζeσ 2

w
(xn, 0L ) ·

N∑
k=0
k �=n

ρk/ñ eσ 2
w

(
x{N̄},μk

)
. (19)

Using the likelihoods obtained in (16), and (18), we derive
the detector which is characterized by testing the likelihood
ratio � of the signal in the CUT given the signals of all other
N̄ cells against a threshold η as follows:

�(xn|x{N̄}) =
p
(

xn|H(n)
1

)
p
(

xn|H(n)
0

) H(n)
1
≷
H(n)

0

η (20)

By plugging (17) and (18) into (20), the ratio test
�(xn|x{N̄}) becomes

�(xn|x{N̄}) =
eσ 2

w
(xn, sn) · eσ 2

w

(
x{N̄}, 0L(N−1)

)
eσ 2

w
(xn, 0L ) · ∑N

k=0
k �=n

ρk/ñ eσ 2
w

(
x{N̄},μk

)

=
eσ 2

w
(xn, sn) · eσ 2

w

(
x{N̄}, 0L(N−1)

)
eσ 2

w
(xn, sn) · eσ 2

w

(
x{N̄}, 0L(N−1)

)

×
exp

(
2�{sH

n xn}−sH
n sn

σ 2
w

)
[
ρ0/ñ + ∑N

k=1
k �=n

ρk/ñ exp

(
(2�{sH

k xk}−sH
k sk )

σ 2
w

)]
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=
exp

(
2�{sH

n xn}−sH
n sn

σ 2
w

)
[
ρ0/ñ + ∑N

k=1
k �=n

ρk/ñ exp

(
(2�{sH

k xk}−sH
k sk )

σ 2
w

)]
(21)

Accordingly, this test is the optimum MAP test given that
we know the probabilities ρk|ñ and αn. Assuming the for-
mer are known, the latter can be estimated through MLE as
discussed in the previous section. By substituting the MLE
estimate in (21), the attained detector (20) is

�MAP(xn|x{N̄}) =
exp

( |sH xn|2
σ 2

w

)
ρ0/ñ + ∑N

k=1
k �=n

ρk/ñ exp
( |sH xk |2

σ 2
w

) H(n)
1
≷
H(n)

0

η

(22)

Note that in (22), we have assumed that the noise power σ 2
w

is known, which is typically estimated using secondary cells
in practice. The selection of cells suitable for noise estimation
can be further explored in an extended version of this work.

The corresponding ML detector can be obtained by assum-
ing equal probabilities of return at all cells, with ρk/ñ ∀k ∈
{N}, and is given by:

�ML(xn|x{N̄}) =
exp

( |sH xn|2
σ 2

w

)
1
N

[
1 + ∑N

k=1
k �=n

exp
( |sH xk |2

σ 2
w

)] H(n)
1
≷
H(n)

0

η.

(23)

Accordingly, the resulting tests in (22) and (23) suggest
that the optimal detectors under the full occlusion assumption
correspond to the classic test performed at the CUT (13),
normalized by a weighted sum of the tests from other cells
within the same range profile.

The detectors derived in Sections III-A and III-B are specif-
ically designed for scenarios involving full occlusion. Unlike
a classical detector that considers only the signal in the CUT,
the proposed detectors also account for signals in other cells
across the entire range profile containing the CUT. This incurs
slightly more computational complexity. Assuming a constant
complexity for the exponential and squared law operators,
the classical detector performs O(N ) comparisons against a
threshold for N cells. In contrast, the Max-ML detector (12)
performs a max operation and one comparison, resulting in
O(N + 1) complexity. The Binary-ML detector (23) involves
N additions for each cell plus one comparison and one di-
vision, leading to a complexity of O(N2 + 2). This increase
in complexity is justified by the significantly higher detection
performance in full occlusion scenarios, as will be shown in
the numerical analysis.

IV. NUMERICAL ANALYSIS
In this section, we evaluate the performance of the proposed
detectors on two fronts. Firstly, we model the signal after the

angle processing block as input to the detector, employing
the full occlusion model presented earlier. We demonstrate
the performance of the derived detectors through ROC curves
and compare them with the classic detector. Secondly, we
simulate a real indoor scenario observed with a Frequency
Modulated Continuous Wave (FMCW) system operating in
the mmWave band. This system is equipped with multiple
transmitting and receiving antennas operating in a Time Divi-
sion Multiplexing (TDM) scheme, thereby realizing a MIMO
radar system. Unlike the model-based case, scenario-based
simulations consider the complete standard signal processing
chain, starting from the reflected signal and concluding with
the detection stage. We then compare the output of the detec-
tors accordingly.

A. MODEL-BASED ROC ASSESSMENT
Here, we evaluate the proposed detectors by numerical anal-
ysis using Monte Carlo simulations. We demonstrate the
performance of these proposed detectors through ROC curves.
The detectors are implemented on a set of N test cells, as-
sumed to mutually occlude under a full occlusion scenario.
Given this assumption, signal returns are generated so that in
each realization, only one out of the N cells contains a target
return. The presence or absence of a return at each cell follows
a particular signal space probability model, derived from the
assumed probability model in the target space, as described in
(4). Throughout the various Monte Carlo realizations, two sets
of signals are generated to represent the null and alternative
hypotheses at a predefined CUT. Subsequently, the different
detectors are applied, and ROC curves are constructed by sort-
ing the test output relative to each hypothesis and calculating
the corresponding probability of false alarm and probability
of detection.

To illustrate the signal generation process based on a
specific probability model, Fig. 3 presents an example of
probabilities in the target space Pk (a) and signal space ρk

(b) at each cell, along with the corresponding events of signal
returns under the null and alternative hypotheses in (c) and
(d), respectively. For enhanced visualization, consider this as
a simplified example, with a limited number of Monte Carlo
runs (KMC = 103) and a small range profile size of N = 32
cells. In this particular example, the probability model for
target presence follows a linearly increasing pattern, with the
lowest probability assigned to the cell closest to the sensor and
the highest to the farthest cell, set at 0.25. Additionally, CUT
is arbitrarily selected as cell index n = 23, indicated by a cross
in (a) and (b), and outlined by a red rectangle in (c) and (d).

As shown in the figure, the chosen probability model in
the target space leads to a higher probability of returns in the
signal space for cells located in the middle. In our analysis,
we considered two probability models additionally: one with
an equal probability of target presence at all cells and another
with a linearly decreasing model where the closest cell has the
highest probability of target presence. Under each probability
model, ranges of the maximum probability of the target’s
presence in a cell are evaluated.
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FIGURE 3. Illustration of signal generation in all cells under null and alternative hypotheses for a certain CUT n (highlighted with the red rectangle) given
a probability model in the target space for N = 32, n = 23, KMC = 103. (a) Probabilities of targets presence Pk , (b) Probabilities of receiving a signal return
(marginal ρk , and conditioned on no return in CUT ρk|ñ), (c) Monte-Carlo realizations of signal return events under H(n)

0 , and (d) Monte-Carlo realizations

of signal return events under H(n)
1 .

We evaluate the performance of the MAP and ML detectors
derived according to binary and multiple hypothesis testing,
presented in (11), (12), (22), and (23). All our subsequent
simulations entail KMC = 108 Monte Carlo runs for robust
assessment. Comparisons are made against the classic de-
tector (14). Fig. 4 showcases this assessment when a fixed
SNR of 10 dB is maintained at the CUT, and for a range
profile size of N = 128. The columns represent different
probability models–equal probabilities, linearly increasing,
and decreasing probabilities–while rows denote varying max-
imum probabilities of target presence in a cell (Pk )max = (0.1,
0.5, and 0.9) from top to bottom. From the figure, several key
observations emerge:
� Detectors derived from binary hypothesis formulation

under full occlusion consistently outperform the classic
detector.

� The MAX detector shows superior detection capability
up to a certain probability of false alarm. However, its
performance saturates beyond this threshold due to the
non-linear maximum operator, particularly noticeable in
low SNR scenarios.

� The performance of MAP detectors is scenario-
dependent and therefore would lack the constant false
alarm rate (CFAR) property.

� MAP detectors demonstrate maximum performance im-
provement when closer cells have a higher probability
of target presence, suggesting a greater likelihood of
occlusion for more distant targets.

� While the highest performance gain is provided by bi-
nary MAP detectors, the corresponding ML detector still
consistently outperforms the classic detector.

Building on the observations mentioned earlier, our subse-
quent analysis narrows down to the performance evaluation of
ML detectors, given their practical applicability. This analysis
seeks to assess their performance concerning the size of the
range profile N and the SNR levels.

In Fig. 5, we observe the performance of the detectors
across different numbers of mutually occluding cells,
specifically N = 16, 32, 64, and 128, assessed at SNR levels
of 8, 10, and 13 dB. The figure highlights that the detection
performance gain is significant with a lower number of

occluding cells. Additionally, it demonstrates a decrease in the
upper-bound probability of detection for the MAX detector
as N increases, especially noticeable at low SNR levels.
However, at high SNR levels, the performance gain difference
diminishes, with gains of approximately 10% achieved at a
false alarm probability of 10−6 for an SNR level of 13 dB.

Likewise, Fig. 6 depicts the detector’s performance as SNR
varies across different values of N . It becomes evident that the
higher the SNR, the more significant the gain of ML detectors
compared to the classic one. Moreover, at high SNR values,
the MAX detector achieves a higher detection probability
bound, but this decreases significantly at low SNR levels,
rendering its use unfeasible.

B. SCENARIO-BASED SIMULATIONS
In the previous section, we evaluated detectors’ performance
based on a defined signal model and specific parameters such
as SNR, number of mutually occluding cells, and probabil-
ity of target presence at individual range cells. This section
presents a simulation of a dynamic indoor scenario where
multiple human objects move within the scene along predeter-
mined trajectories, resulting in various occlusions, including
self-occlusions and inter-object occlusions. We observe this
scenario using an FMCW radar sensor equipped with mul-
tiple antenna elements for both transmitting and receiving.
We generate the radar signal based on a ray-tracing algo-
rithm in tandem with the system parameters. Following this,
we process the received signal through a typical radar signal
processing chain. After range and angle processing, we ap-
ply the classic detector, the detector from (23) (abbreviated
as Occ-ML), and that from (12) (abbreviated as Max-ML),
and subsequently compare their performance. In the following
subsections, we will elaborate on the modeling of the scenario
and targets, the radar signal generation and processing, and fi-
nally, the evaluation of the proposed detectors against a classic
detector.

1) SCENARIO DESCRIPTION AND MODELLING
We consider a scenario where five human targets are walking
in an indoor environment along different trajectories. The
scenario is designed using 3D models of actual-size human
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FIGURE 4. ROC curves of proposed detectors compared against classic detector for N = 128 cells and SNR = 10 dB, for different models of the probability
of targets arrival in resolution cells and different values of maximum probability of target presence pmax at cells. Left column: equal probability, Middle
column: linearly increasing, Right column: linearly decreasing. Top row: pmax = 0.1, Middle row: pmax = 0.5, Bottom row: pmax = 0.9.

objects animated in Blender software [34]. Spanning five
seconds at a frame rate of 20 frames/second, it results in a
total of 100 graphical frames. Each 3D model consists of a
high-resolution mesh of many constituent triangle batches,
resulting in an average triangle surface area of 0.001 m2.
These triangle batches serve as scattering surfaces, defined by
an origin vector and two side vectors. Consequently, we utilize
a ray-tracing algorithm to identify triangles that have a Line
of Sight (LOS) with respect to each transmitting/receiving
antenna pair and to quantify the reflected rays. The primary
objective of radar ray-tracing is to determine the ray paths
from the transmitter to the receiver antenna elements and
calculate their amplitude and distance, essential for the gen-
eration of the radar signal.

Ray-casting is the fundamental operation employed in ray
tracing, involving the calculation of ray-triangle intersections.
When a ray intersects a triangle, an intersection point is
identified, leading to the generation of new rays for the next
bounce. Accordingly, ray tracing starts by assigning rays to
each transmit antenna element, calculating intersections with
the triangles (if any), and assigning new ray sources for each
of the intersection points. Subsequently, the new rays are
bounced back in some directions, and a new path is estab-
lished for the rays that have a LOS intersecting with the
receiving antenna.

Consequently, the algorithm outputs a set of rays for each
triangle with respect to each transmit and receive antenna pair.
The length of each ray represents the relative travel distance of
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FIGURE 5. ROC curves of proposed ML occlusion-informed detectors compared to classic detector varying the number of mutually occluding cells
N = 16, 32, 64, 128 (the arrows indicate the direction of increasing N) at different SNR levels. (a) 8 dB, (b) 10 dB, and (c) 13 dB.

FIGURE 6. ROC curves of proposed ML occlusion-informed detectors compared to classic detector varying SNR at different numbers of mutually
occluding cells. (a) N = 32, (b) N = 64, and (c) N = 128.

the transmitted electromagnetic wave, reflecting off the target
and reaching the receiving antenna element. Meanwhile, the
amplitude of the scattered radar wave is determined by the
radar equation considering the RCS of the triangle and the cor-
responding path length to account for attenuation. Ideally, the
RCS calculation should account for the number of reflected
rays from each triangle, its surface orientation relative to the
transmit/receive element pair, and the Normalized RCS [35]
given the surface’s material. For simplicity, we modeled the
RCS of each triangle based on the relative aspect angles (az-
imuth and elevation) of its normal vector from the origin point,
modulating a maximum preset RCS value σmax = 0.01 m2.
Fig. 7 shows a snapshot of a single time frame depicting the
human 3D models and the constituent triangle meshes in (b),
highlighting the origin points of the triangles with LOS with
respect to the antenna configuration of the sensor located at
the y − z plane with its center placed at coordinates (0, 0, 1)
(a), and a close-up to one of the human objects for enhanced
visualization in (c).

TABLE 1. FMCW Radar System Parameters

2) RADAR SIGNAL GENERATION
We employ an FMCW MIMO radar sensor operating in a
TDM fashion to observe the described scenario. The operating
parameters and sensor characteristics for generating the radar
signal are detailed in Table 1. As shown in Fig. 7(a), the sensor
comprises a 121-element transmitting planar array with an
inter-element spacing of 11λ/2, and a 121-element planar
receiving array spaced at λ/2. By assigning each element of
the transmitting array to transmit at different time slots, a
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FIGURE 7. Simulation scenario and modeling. (a) Configuration of 121 × 121 TX-RX antennas for the radar sensor. (b) Snapshot of a single time frame of
the scenario depicting human targets modeled using triangle batches, highlighting the origin points of triangle batches with LOS. (c) Close-up view of a
single human object.

FIGURE 8. Single time frame snapshot of point cloud detection highlighting some of the visible false alarms of Classic and Max-ML detectors not present
in the output of Occ-ML detector. (a) Classic detector output (b) Max-ML detector output (c) Occ-ML detector output.

resulting uniform planar virtual array is achieved leading to
an angular resolution of approximately 1.165◦ in both azimuth
and elevation. This low angular resolution promotes cell-level
occlusion, thereby encouraging the application of our derived
detector as it assumes that each resolution cell encompasses a
limited scattering area, resulting in one or few backscattered
echoes over a certain range profile.

Accordingly, we simulate the sampled received Intermedi-
ate Frequency (IF) signal (indexed by time samples ns) at each
receiving antenna (nRX ), resulting from a backscattered wave
due to the signal transmitted by the nT X element, as follows:

y(ns, nT x, nRx ) =
Nrays∑
r=1

A(pT x, dr, σr )

[exp(− j2π (μτns/ fs + fcτns/ fs))

exp(k(θr, φr )T (rnT x + rnRx ))]. (24)

Here, Nrays represents the total number of rays traced from
the transmitter element to the scene and back to the receiver el-
ement. A(.) denotes the amplitude of the scattered wave which
depends on the transmitted power pT X , the two-way length

of a ray dr , and the associated triangle RCS σr . Additionally,
μ = BW/Tc denotes the slope of the chirp, while τ = dr/c
is the associated time delay and c is the speed of light in
vacuum. Finally, k is the wave number defined in Section II,
θr and φr are the relative azimuth and elevation angles of the
normal vector of the surface associated with the traced ray
with respect to the sensor, respectively, and rnT x and rnRx

are the coordinate vectors of the transmitting and receiving
antenna elements, respectively.

Consequently, for each graphical frame, we have 121 × 121
channels, each having a Ns = Tchir p fs = 128 time samples.
The simulated raw data is then organized in a 2D matrix, with
the time samples at the first dimension and the channel data
at the second dimension. Lastly, we add the thermal noise
to all the channels as a white Gaussian noise with power
pnoise = (kB T BW F ), where kB is Boltzmann constant, T
is the absolute room temperature, and F is the receiver noise
figure.

3) RADAR SIGNAL PROCESSING
To process the radar signal, we begin by acquiring the 2D
matrix of the raw signal at each frame. We then proceed with
a standard signal processing chain, involving range FFT and
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FIGURE 9. Detection performance versus time frames. Top: Detection rate. Bottom: False alarms rate.

angle processing using steering vectors. Finally, the detection
performance of the three detectors needs to be compared.
Initially, we apply the range FFT on the first dimension of
the raw data matrix, choosing the grid size to be a power of
two that yields a size of half of the range resolution offered by
the system’s bandwidth.

Subsequently, angle processing is conducted over a Field
of View (FOV) of 160◦ on the azimuth dimension and 70◦
in elevation. These FOVs were chosen to reduce computa-
tional complexity, considering the dimensions of the observed
scene. The number of angular bins in azimuth and elevation
is similarly set to achieve a grid step size that is half of the
angular resolution in both dimensions. Angle processed signal
is acquired by multiplying each channel by the corresponding
steering vector, as defined in (2), for all the angles within the
FOVs.

After angle processing, we apply the tests outlined in
Section III to each range profile, along with a classic
test simplified to a square-law detector. To determine the
threshold corresponding to the desired probability of false
alarms, we utilize Cell-Averaging (CA)-CFAR to estimate the
local noise level at each CUT from neighboring secondary
cells. Anticipating superior performance of the OCC-ML
detector based on ROC curves from the previous section,
we set a lower required probability of false alarms (PFA)
for the CFAR applied after this specific test. Fig. 8 shows
a snapshot of the detection output for the three detectors
at a specific time frame, illustrating the lower false alarm
rate set for the Occ-ML detector while demonstrating that
the correct detection points are nearly identical. A numerical

TABLE 2. Radar Signal Processing and Detection Parameters

evaluation of the detection performance for the three detectors
is provided in the following subsection. The parameters used
for the different processing blocks are summarized in Table 2.

4) PERFORMANCE EVALUATION
To assess the performance of different implemented detectors,
we establish a ground truth grid for each frame. The ground
truth grid matches the size of the range-angle grid of the pro-
cessed signal and has entries of one at the cells that correspond
to the location of origin of triangles with LOS rays. Similarly,
we construct a grid for each detector, where the locations of
detected targets are also marked as one. Subsequently, perfor-
mance is evaluated by computing the detection rate (DR) and
false alarm rate (FR) using the following formulas:

DR = T P

T P + FN
, FR = FP

FP + T N
, (25)

where T P, FN , FP, and T N represent the counts of true
positives, false negatives, false positives, and true negatives,
respectively. These values are calculated with respect to the
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obtained ground truth grid over 30 Monte Carlo runs of differ-
ent noise realizations. The values of DR and FR versus frame
are illustrated in Fig. 9.

The figure shows that the detection rate of all three detectors
remains nearly equal across all frames, despite the OccML
detector being configured to achieve a lower false alarm rate
which is achieved consistently. This performance aligns with
the analytical analysis presented in Section IV-A. It is impor-
tant to highlight that the analytical model-based simulations
were conducted for specific SNR values, demonstrating vary-
ing performance at each value. In contrast, in this realistic
scenario-based simulation, each target has a different SNR
level that also changes over time, still, the OccML detector
exhibits superior performance. On the other hand, the Max
detector does not consistently improve detection performance
on average. This observation aligns with the findings from
the ROC curves presented in the model-based analysis. For
certain SNR values and ranges of PFA values, the MaxML de-
tector outperforms the classic detector, whereas for other SNR
values and PFA ranges, the opposite holds true. Additionally,
even though the assumption of a single echo per range profile
might not hold for all range profiles, on average, the proposed
OccML detector enhances detection performance.

V. CONCLUSION
In this paper, we introduced a novel approach to enhance the
detection capabilities of mmWave MIMO sensors with high
angular resolution capability, particularly in indoor environ-
ments. We achieve this by leveraging the sparsity of range
profiles under occlusion scenarios where, among multiple
targets that exist on a specific angular bin, the sensor only
receives the signal reflected from one target occluding all the
others. By utilizing this structure, we proposed two detection
methods based on two formulations: multiple hypothesis test-
ing and binary hypothesis testing to enhance the detection of
non-occluded targets under these scenarios.

Our numerical evaluations demonstrated that, for a low
required probability of false alarm, all the proposed meth-
ods outperformed a classic detector which does not account
for this sparse structure, providing a higher probability of
detection. However, at higher probabilities of false alarms,
especially in low SNR scenarios, detectors derived from mul-
tiple hypotheses exhibited an upper limit on the probability
of detection that could not be exceeded. In contrast, detec-
tors based on our binary hypothesis formulation significantly
outperformed the classic detector, especially when knowledge
of the probability model and target presence values in the
cells was available. While obtaining such knowledge is often
impractical and parameter-dependent, the ML binary detector,
while providing a slightly lower gain than its MAP counter-
part, consistently outperformed the classic detector under all
probability models. We further demonstrated the performance
of the proposed detectors on realistically simulated data for an
indoor scenario where the radar signal is generated using ray
tracing and the full standard signal processing chain is applied
to the received radar signal.

Future works may include: formulating similar approaches
for occlusion scenarios where range profiles show lower spar-
sity due to targets partially occupying cells, devising methods
for sensors to recognize occlusion scenarios and transition
from being informed to being aware, and advancing fusion
techniques for detection across multiple sensors by integrating
insights from occlusion-informed/aware approaches.

APPENDIX A
DERIVATION OF THE UPPER BOUND ON PD OF MAX-ML
DETECTOR
The Max-ML detector decides Hk if:


ML
k = max

j
{
ML

j } ∀ j ∈ {{N}, 0}.

Assuming the correct hypothesis is Hm, the maximum attain-
able PD is:

PD � Pr
[

ML

m > 
ML
j ,∀ j ∈ {N̄} | Hm

]
� Pr

[
exp

(|sH xm|2/σ 2
w
)

> exp
(|sH x j |2/σ 2

w
) | Hm

]
,

where {N̄} := {N} \ m. For simplicity, consider a scalar sig-
nal at each cell (s = 1, xk ∈ C

1×1). The generalization to the
vector signal is straightforward since the resulting bound will
be expressed in terms of SNR and the inner product in the
vector case introduces a gain in the SNR equals to (Ntx × Nrx).
Accordingly, assuming equal probability of the M hypotheses,
the upper bound in this case is:

PD � Pr

[
exp

( |xm|2
σ 2

w

)
> exp

( |x j |2
σ 2

w

)
,∀ j ∈ {N̄} | Hm

]

� Pr

[( |xm|2
σ 2

w

)
−

( |x j |2
σ 2

w

)
> 0,∀ j ∈ {N̄} | Hm

]

where under Hm: {
xm ∼ CN (

αm, σ 2
w

)
x j ∼ CN (

0, σ 2
w

)
Let us denote with Z , Y , and R the following random vari-

ables

Z = |xm|2/(σ 2
w/2)

Y = − max{|x j |2/(σ 2
w/2)}, j ∈ {N̄}

R = Z + Y

Thus,

PD � Pr [Z + Y > 0] = Pr [R > 0] =
∫ ∞

0
pR(r)dr

The PDF of R is the convolution of the PDFs of Z and Y , given
by

pZ (z) = 1

2
exp

(
− (z + λ)

2

)
I0(

√
λz), z � 0

pY (y) = (N − 1)

2
exp

( y

2

) (
1 − exp

( y

2

))N−2
, y � 0
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where I0 is the modified Bessel function of the first kind and
λ = 2α2

m/σ 2
w, which is twice the SNR of the signal at the mth

cell. Accordingly, the pR(r) can be obtained as:

pR(r) =
{ ∫ ∞

0 pz(z)py(r − z)dz r � 0∫ ∞
r pz(z)py(r − z)dz r > 0

(26)

Let I denote the indefinite integral form of the PDF, then

I =
∫

pz(z)py(r − z)dz

=
∫ (

N − 1

4

)
exp

(−(z + λ)

2

)
I0(

√
λz)

× exp

(
r − z

2

)(
1 − exp

(
r − z

2

))N−2

dz

= (N − 1)

4
exp

(
r − λ

2

)∫
exp(−z)I0(

√
λz)dz

×
(

1 − exp

(
r − z

2

))N−2

dz

The term (1 − exp( r−z
2 ))N−2 can be expanded using the bino-

mial theorem as(
1 − exp

(
r − z

2

))N−2

=
N−2∑
k=0

(
N − 2

k

)
(−1)k exp

(
kr − kz

2

)

Consequently,

I = (N − 1)

4
exp

(
r − λ

2

) N−2∑
k=0

(
N − 2

k

)
(−1)k exp

(
kr

2

)

×
∫

exp

(−(k + 2)

2
z

)
I0(

√
λz)dz

The integral has a known solution over 0 to ∞ [36]. Plugging
in the solution, we obtain pR(r) over its negative support:

pR(r) = (N − 1)

4
exp

(
r − λ

2

) N−2∑
k=0

(
N − 2

k

)
(−1)k exp

(
kr

2

)

×
∫ ∞

0
exp

(
−z − kz

2

)
I0(

√
λz)dz

= (N−1)

4
exp

(
r − λ

2

) N−2∑
k=0

(
N − 2

k

)
(−1)k exp

(
kr

2

)

×
(

2

k + 2

)
exp

(
λ

2(k + 2)

)
, r � 0

Finally, the upper bound on PD under the Max-ML detector is
given by

PD �
∫ ∞

0
pR(r)dr = 1 −

∫ 0

−∞
pR(r)dr

� 1 −
[

(N − 1)

4
exp

(−λ

2

) N−2∑
k=0

(
N − 2

k

)
(−1)k

(
2

k + 2

)

× exp

(
λ

2(k + 2)

)∫ 0

−∞
exp

(
r + kr

2

)
dr

]

� 1 −
[

(N − 1)

4
exp

(−λ

2

) N−2∑
k=0

(
N − 2

k

)
(−1)k

(
2

k + 2

)
× exp

(
λ

2(k + 2)

)(
2

k + 1

)]
. (27)

ACKNOWLEDGMENT
The authors would like to thank Johann Fuchs for his as-
sistance in generating the 3D indoor scenario in Blender.
This research was funded in whole, or in part, by the Lux-
embourg National Research Fund (FNR), grant reference
[IF/15364040/RADII]. For the purpose of open access, and in
fulfillment of the obligations arising from the grant agreement,
the author has applied a Creative Commons Attribution 4.0
International (CC BY 4.0) license to any Author Accepted
Manuscript version arising from this submission.

REFERENCES
[1] Y. Kim and T. Moon, “Human detection and activity classification

based on micro-Doppler signatures using deep convolutional neural
networks,” IEEE Geosci. Remote Sens. Lett., vol. 13, no. 1, pp. 8–12,
Jan. 2016.

[2] G. Beltrão et al., “Contactless radar-based breathing monitoring of
premature infants in the neonatal intensive care unit,” Sci. Rep., vol. 12,
no. 1, 2022, Art. no. 5150.

[3] B. Erol, M. G. Amin, and B. Boashash, “Range-Doppler radar sensor
fusion for fall detection,” in Proc. 2017 IEEE Radar Conf. (RadarConf),
2017, pp. 819–824.

[4] H. Cui and N. Dahnoun, “High precision human detection and track-
ing using millimeter-wave radars,” IEEE Aerosp. Electron. Syst. Mag.,
vol. 36, no. 1, pp. 22–32, Jan. 2021.

[5] “mmWave radar sensors TI.com.” Accessed: Sep. 13, 2023. [Online].
Available: https://www.ti.com/sensors/mmwave-radar/overview.html

[6] “NXP introduces advanced automotive radar one-chip family for
next-GEN ADAS and autonomous driving systems.” Accessed: Sep.
13, 2023. [Online]. Available: https://www.nxp.com/company/about-
nxp/nxp-introduces-advanced-automotive-radar-one-chip-family-for-
next-gen-adas-and-autonomous-driving-systems:nw-nxp-introduces-
advanced-automotive-radar-one

[7] A. Bourdoux, U. Ahmad, D. Guermandi, S. Brebels, A. Dewilde, and
W. Van Thillo, “PMCW waveform and MIMO technique for a 79 GHz
CMOS automotive radar,” in Proc. 2016 IEEE Radar Conf., 2016,
pp. 1–5.

[8] E. Raei, M. Alaee-Kerahroodi, P. Babu, and M. R. B. Shankar,
“Generalized waveform design for sidelobe reduction in MIMO
radar systems,” Signal Process., vol. 206, 2023, Art. no. 108914,
doi: 10.1016/j.sigpro.2022.108914.

[9] M. Alaee-Kerahroodi, P. Babu, M. Soltanalian, and B. S. Maysore Rama
Rao, Signal Design for Modern Radar Systems. Norwood, MA, USA:
Artech House, 2022.

[10] N. K. Sichani, M. Alaee-Kerahroodi, B. S. Maysore Rama Rao,
E. Mehrshahi, and S. A. Ghorashi, “Antenna array and waveform design
for 4D-imaging mmWave MIMO radar sensors,” IEEE Trans. Aerosp.
Electron. Syst., vol. 60, no. 2, pp. 1848–1864, Apr. 2024.

[11] S. Z. Gürbüz, C. Clemente, A. Balleri, and J. J. Soraghan, “Micro-
Doppler-based in-home aided and unaided walking recognition with
multiple radar and sonar systems,” IET Radar Sonar Navigation,
vol. 11, pp. 107–115, 2017, doi: 10.1049/iet-rsn.2016.0055.

[12] Z. Yang, P. H. Pathak, Y. Zeng, X. Liran, and P. Mohapatra, “Vital
sign and sleep monitoring using millimeter wave,” ACM Trans. Sensor
Netw., vol. 13, no. 2, pp. 14:1–14:32, 2017.

VOLUME 5, 2024 989

https://www.ti.com/sensors/mmwave-radar/overview.html
https://www.nxp.com/company/about-nxp/nxp-introduces-advanced-automotive-radar-one-chip-family-for-next-gen-adas-and-autonomous-driving-systems:nw-nxp-introduces-advanced-automotive-radar-one
https://www.nxp.com/company/about-nxp/nxp-introduces-advanced-automotive-radar-one-chip-family-for-next-gen-adas-and-autonomous-driving-systems:nw-nxp-introduces-advanced-automotive-radar-one
https://www.nxp.com/company/about-nxp/nxp-introduces-advanced-automotive-radar-one-chip-family-for-next-gen-adas-and-autonomous-driving-systems:nw-nxp-introduces-advanced-automotive-radar-one
https://www.nxp.com/company/about-nxp/nxp-introduces-advanced-automotive-radar-one-chip-family-for-next-gen-adas-and-autonomous-driving-systems:nw-nxp-introduces-advanced-automotive-radar-one
https://dx.doi.org/10.1016/j.sigpro.2022.108914
https://dx.doi.org/10.1049/iet-rsn.2016.0055


MURTADA ET AL.: OCCLUSION-INFORMED RADAR DETECTION FOR MILLIMETER-WAVE INDOOR SENSING

[13] M. Shen, K.-L. Tsui, M. A. Nussbaum, S. Kim, and F. Lure, “An
indoor fall monitoring system: Robust, multistatic radar sensing and
explainable, feature-resonated deep neural network,” IEEE J. Biomed.
Health Inform., vol. 27, no. 4, pp. 1891–1902, Apr. 2023.

[14] J. Pegoraro and M. Rossi, “Real-time people tracking and identifica-
tion from sparse mm-Wave radar point-clouds,” IEEE Access, vol. 9,
pp. 78504–78520, 2021.

[15] A. Palffy, J. F. P. Kooij, and D. M. Gavrila, “Detecting darting out
pedestrians with occlusion aware sensor fusion of radar and stereo cam-
era,” IEEE Trans. Intell. Veh., vol. 8, no. 2, pp. 1459–1472, Feb. 2023.

[16] S. K. Kwon, E. Hyun, J.-H. Lee, J. Lee, and S. H. Son, “Detection
scheme for a partially occluded pedestrian based on occluded depth
in LiDAR–radar sensor fusion,” Opt. Eng., vol. 56, no. 11, 2017,
Art. no. 113112.

[17] V. Chernyak, “Multisite radar systems composed of MIMO radars,”
IEEE Aerosp. Electron. Syst. Mag., vol. 29, no. 12, pp. 28–37,
Dec. 2014.

[18] E. Fishler, A. Haimovich, R. Blum, L. Cimini, D. Chizhik, and R. Valen-
zuela, “Spatial diversity in radars–models and detection performance,”
IEEE Trans. Signal Process., vol. 54, no. 3, pp. 823–838, Mar. 2006.

[19] M. Ahmadi, M. Alaee-Kerahroodi, B. S. Maysore Rama Rao, and
B. Ottersten, “Subspace-based detector for distributed mmWave MIMO
radar sensors,” in Proc. 2023 IEEE Int. Conf. Acoust. Speech Signal
Process., 2023, pp. 1–5.

[20] A. Murtada, B. S. Maysore Rama Rao, and U. Schroeder, “GLRT detec-
tor for aspect-dependent fluctuating targets using distributed mmWave
MIMO radar sensors,” in Proc. IEEE 2023 31st Eur. Signal Process.
Conf., 2023, pp. 1574–1578.

[21] M. Canil, J. Pegoraro, A. Shastri, P. Casari, and M. Rossi,
“ORACLE: Occlusion-resilient and self-calibrating mmWave radar
network for people tracking,” IEEE Sensors J., vol. 24, no. 3,
pp. 3157–3171, Feb. 2024.

[22] A. Shastri, M. Canil, J. Pegoraro, P. Casari, and M. Rossi, “mmSCALE:
Self-calibration of mmWave radar networks from human movement
trajectories,” in Proc. 2022 IEEE Radar Conf., 2022, pp. 1–6.

[23] T. Yang, J. Cao, and Y. Guo, “Placement selection of millimeter wave
FMCW radar for indoor fall detection,” in Proc.2018 IEEE MTT-S Int.
Wireless Symp., 2018, pp. 1–3.

[24] D. Liu, U. S. Kamilov, and P. T. Boufounos, “Sparsity-driven distributed
array imaging,” in Proc. 2015 IEEE 6th Int. Workshop Comput. Adv.
Multi-Sensor Adaptive Process., 2015, pp. 441–444.

[25] V. H. Tang, A. Bouzerdoum, and S. L. Phung, “Compressive radar imag-
ing of stationary indoor targets with low-rank plus jointly sparse and
total variation regularizations,” IEEE Trans. Image Process., vol. 29,
pp. 4598–4613, 2020.

[26] T. Benoudiba-Campanini, J.-F. Giovannelli, and P. Minvielle, “SPRITE:
3-D sparse radar imaging technique,” IEEE Trans. Comput. Imag.,
vol. 6, pp. 1059–1069, 2020.

[27] R. Hu, B. S. Maysore Rama Rao, A. Murtada, M. Alaee-Kerahroodi,
and B. Ottersten, “Widely-distributed radar imaging based on consensus
ADMM,” in Proc. 2021 IEEE Radar Conf., 2021, pp. 1–6.

[28] D. Kozlov and P. Ott, “CFAR detector for compressed sensing radar
based on l1-norm minimisation,” in Proc. IEEE 2020 28th Eur. Signal
Process. Conf., 2021, pp. 2050–2054.

[29] C. A. Rogers and D. C. Popescu, “Compressed sensing MIMO radar
system for extended target detection,” IEEE Syst. J., vol. 15, no. 1,
pp. 1381–1389, Mar. 2021.

[30] J. Ding, M. Wang, H. Kang, and Z. Wang, “MIMO radar super-
resolution imaging based on reconstruction of the measurement matrix
of compressed sensing,” IEEE Geosci. Remote Sens. Lett., vol. 19, 2022,
Art. no. 3504705.

[31] M. Jafri, S. Srivastava, S. Anwer, and A. K. Jagannatham, “Sparse
parameter estimation and imaging in mmWave MIMO radar systems
with multiple stationary and mobile targets,” IEEE Access, vol. 10,
pp. 132836–132852, 2022.

[32] A. Murtada, R. Hu, B. S. Maysore Rama Rao, and U. Schroeder,
“Widely distributed radar imaging: Unmediated ADMM based ap-
proach,” IEEE J. Sel. Topics Signal Process., vol. 17, no. 2,
pp. 389–402, Mar. 2023.

[33] R. G. Gallager, Stochastic Processes: Theory for Applications, 1st ed.
Cambridge, U.K.: Cambridge Univ. Press, 2013.

[34] “blender (3.6 LTS), blender foundation.” Accessed: Feb. 11, 2024. [On-
line]. Available: https://www.blender.org/download/

[35] C. Schüßler, M. Hoffmann, J. Bräunig, I. Ullmann, R. Ebelt, and
M. Vossiek, “A realistic radar ray tracing simulator for large MIMO-
arrays in automotive environments,” IEEE J. Microw., vol. 1, no. 4,
pp. 962–974, Oct. 2021.

[36] “DLMF: 10.43 integrals modified bessel functions chapter 10 bessel
functions.” Accessed: Jul. 22, 2024. [Online]. Available: https://dlmf.
nist.gov/10.43

990 VOLUME 5, 2024

https://www.blender.org/download/
https://dlmf.nist.gov/10.43
https://dlmf.nist.gov/10.43


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


