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ABSTRACT The increasing share of renewable energy generation poses a challenge to maintaining the
adequacy of power generation and demand. Planning the operation of flexible energy resources helps stabilize
this balance. Optimization models are needed for operation planning. The use of a predefined and validated
optimization model avoids modeling errors, but parameterization is still necessary and error-prone. This work
presents a methodology for determining parameters of optimization models for various kinds of flexible
energy resources. The parameters are derived from time series data of the resource operation after prepro-
cessing. This methodology includes algorithms for determining operational boundaries, the input–output
relationship, system states, and parameters for storage systems. Connections of flows between individual
resources within a system are extracted from a standardized information model. A case study of a combined
heat and power system demonstrates the applicability of the methodology by deriving a set of parameters
from time series data and an information model of the system’s structure. The model parameterized by means
of the methodology shows very good alignment with a validation time series data set with a normalized root
mean square error of 1% (generator), respectively, of 6% (heat exchanger).

INDEX TERMS Energy flexibility, parameter derivation, optimization model.

I. INTRODUCTION
It is anticipated that by 2030, intermittent renewable energy
sources, such as wind and solar, will generate 60% of the Eu-
ropean Union’s renewable electricity [1]. This necessitates the
corresponding development or enablement of flexible power
generation and demand [2]. Thus, energy flexibility gains
momentum in short-term resource operation planning [3].
Fluctuating prices in energy markets further incentivize the
use of energy flexibility [4]. Energy flexibility is commonly
referred to as the ability of flexible energy resources, such as
generators, energy storage systems, or consumers, to modu-
late their power input or output [5].

A literature review conducted in [6] shows that the planning
of the operation of various common types of flexible energy
resources is often achieved by means of mixed-integer lin-
ear programming (MILP) optimization. It is also shown, that

many optimization models for the planning of resource oper-
ation exist, but their reuse is rare [6]. To achieve reuse ability,
design patterns for instantiating MILP optimization models of
flexible energy resources and systems thereof are presented
in [7]. The use of design patterns greatly reduces the mod-
eling and implementation effort. Potential modeling errors
are avoided due to the preexisting, already validated model
structure. However, the parameterization of the optimization
model still requires manual effort and knowledge of a domain
expert and can lead to inaccurate results or infeasibility of
the optimization model [7]. In addition, the accuracy of the
optimized schedule heavily depends on the model used, i.e.,
on the model structure but also on the set of parameters [8].

Furthermore, the state-of-the-art industrial information
technology enables the logging of energy related data from
heterogeneous resources [9].

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/VOLUME 5, 2024 737

https://orcid.org/0000-0001-7890-6249
https://orcid.org/0000-0002-1922-654X
mailto:lukas.wagner@hsu-hh.de


WAGNER AND FAY: METHODOLOGY FOR DERIVING PARAMETERS FOR OPTIMIZATION MODELS OF SYSTEMS OF FLEXIBLE ENERGY RESOURCES

Therefore, this work investigates within research ques-
tion 1 how to reduce the parameterization effort of a generic
MILP optimization model, following the modeling approach
detailed in Section II, by means of automatic derivation of
numerical parameters from time series data of the resource
operation. To achieve this research objective, the following
requirements #© must be met. To make the parameters ac-
cessible for the parameterization of the optimization model,
an appropriate data model is required 1© [10], [11]. Deriving
numerical parameters from data requires a method for data
preprocessing, consisting of statistical analyses of the suitabil-
ity of the data 2©, including a check for the significance of the
relationship of different time series data columns [12], [13]
as well as identifying and replacing erroneous values 3© [14],
[15], [16] to ensure meaningful parameter derivation.

Parameters required for the optimization are operational
boundaries 4©, coupling parameters of input and output flows,
i.e., the input–output relationship 5©, and system states and re-
lated parameters 6©, such as state boundaries, state sequences,
holding durations, and ramp limits [7]. In addition to these
parameters, storage systems 7© require additional parameters
to account for their conversion efficiencies [7].

The relevant data for this work are time series data of the
resource operation. A discrete time series X is a sequence
of values xt (with xt ∈ R) with length |T | ∈ N. Each value
is associated with a time stamp t ∈ T . The operation of a
flexible energy resource is described by multiple time series,
henceforth called “time series data columns.” Individual val-
ues are measured simultaneously, i.e., have the same time
stamp. In addition, metadata, such as name of the time series
data and unit of the measurement, are of interest for the correct
assignment during the derivation of parameters.

Individual flexible energy resources exhibit so called “de-
pendencies,” which are connections of flows of resources
within a system of resources that must be accounted during
the optimization. A dependency relationship is characterized
by one list each of outputs of resources and inputs of resources
involved. The type of a dependency of resources is either cor-
relative, i.e., any flows of the resources involved can be active,
or restrictive, i.e., exactly two resources can be connected by
a flow per dependency and time step of the optimization [7].

Hence, this work also investigates within research ques-
tion 2 how dependencies of flexible energy resources can be
extracted from an information model representing the con-
nections of resources within a system to parameterize an
optimization model of a system of flexible energy resources.
Further requirements must be fulfilled for this research ob-
jective. The method must allow for a complete extraction
of the dependencies including the explicit assignment of the
resources involved to each dependency relation 8© [17], [18]
and their type 9© [18], [19]. The data model must also include
dependency-related parameters 1© [10].

Information modeling is a common approach to represent-
ing information in a machine-readable form that can also
be used for the exchange of information between applica-
tions [20], [21]. There are multiple widely used standards

for information modeling of processes, such as Automa-
tionML [20] or the formalized process description (FPD) [21].
These standards [20], [21] allow for the modeling of the sys-
tem’s structure [22]. Often, information models of the system
structure already exist [23].

To answer the research questions, this work provides the
following contributions:

1) development of a data model for the persistence of de-
rived parameters and dependency-related information;

2) integrated method for the automated preprocessing of
time series data and the derivation of numerical pa-
rameters for optimization models of systems of flexible
energy resources from time series data of resource op-
eration;

3) method for the extraction of dependency-related infor-
mation from an FPD information model.

The rest of this article is organized as follows. Section II
describes the underlying modeling approach for systems of
flexible energy resources. Section III describes the related
work as well as the respective fulfillment of the requirements.
Section IV presents the methodology of the derivation of
numerical parameters and extraction of dependency-related
information. Section V describes the validation by means of
a case study. Section VI discusses the methodology. Finally,
Section VII concludes this article and describes future work.

II. MODELING OF SYSTEMS OF FLEXIBLE ENERGY
RESOURCES
This section describes the underlying modeling approach for
systems of flexible energy resources and infers which param-
eters are required. The parameters necessary correspond to
requirements 4©– 9©.

The design patterns for optimization models presented by
Wagner et al. [7] allow for the modeling of flexible energy
resources and systems thereof by means of selecting the
necessary patterns to represent the resource behavior. The
mathematical model has been created after an analysis of
related work in generic MILP optimization models for flexible
energy resources [7]. Fig. 1 shows a metamodel of the mod-
eling approach presented in [7]. This model is the basis for
the methodology presented in Section IV. For the description
of the mathematical modeling of individual constraints, refer
to [7].

As shown in Fig. 1, within one optimization model, one
system consists of one to many resources [7]. The system
is represented by one set of operational boundaries as well
as the resources, which are connected by dependencies [7].
A resource can exhibit one to many dependencies, which
are connections of the output flow of one resource to the
input flow of another resource [7]. As defined in Section I,
there are two types of dependencies of resources: correlative
dependencies allow simultaneous flows from and to all partic-
ipating resources, whereas restrictive dependencies, such as
those in systems with switches, allow flows from/to only one
participating resource per side and time step [7], [10]. Subsets
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FIGURE 1. Metamodel of the modeling approach presented by Wagner et al. [7].

of the set of all resources are involved on both sides of the
dependency [7].

Thus, the lists of resources that are part of a dependency on
each side (input/output) 8© as well as the type 9© need to be
determined.

A resource must also always exhibit operational bound-
aries. This includes the need for parameters for lower and
upper bounds 4© [24]. These parameters are also necessary for
the representation of the operational boundaries of the system,
such as limits of the grid connection [7].

The behavior of a resource can be represented by either an
input–output relationship or alternatively by a storage bal-
ance, if the resource exhibits some kind of storage. In both
cases, the behavior of the resource can be further character-
ized by one set of system states [25].

The input–output relationship describes the relation of the
output of a resource as a function of the input. In the case of a
linearized representation, this can be achieved by means of a
slope and intercept [7]. Alternatively, piecewise linear approx-
imation (PLA) can be used to approximate the input–output
relationship with linear segments consisting of slope, inter-
cept, lower, and upper bounds. Thus, necessary parameters for
an input–output relationship 5© are the slope and intercept or
linear segments, consisting of slope, intercept, as well as lower
and upper bounds [26].

Each resource can exhibit a set of system states or not. A
set of system states consists of at least one system state that
is defined by minimum and maximum limits for the decision
variable corresponding to the input or the state of charge
(SOC), in case of storage systems [25], [26]. There can be a
set of allowable follower states, meaning that state 2 cannot be
reached from state 0 without first passing through state 1 [25].
In addition, there are specific minimum or maximum holding
durations that system states must adhere to [27]. It is also
necessary to consider the allowable rate of change in flows,
known as ramp limits, for each of the system states [27].

Therefore, parameters describing one system state 6© contain
lower and upper bounds of the input flow or SOC, follower
states, holding durations, and ramp limits.

Storage resource are modeled as a storage balance. This
necessitates parameters for the capacity and conversion effi-
ciencies 7© [24].

III. RELATED WORK
This section provides an analysis of related work in data
models for energy flexibility (see Section III-A) and in nu-
merical parameter derivation, including data preprocessing
(Section III-B) and statistical analyses for the derivation of
parameters (see Section III-C). It also analyzes related work in
extracting dependency-related information from standardized
information models (see Section III-D). A summary of the
findings of this section is provided in Section III-E.

The respective fulfillment of each requirement #© is repre-
sented by , partial fulfillment by , and no fulfillment by
© and is summarized in one table per research area. Require-
ments not applicable for one research area are marked with
in the table.

A. DATA MODEL
This section describes the related work in data models for flex-
ible energy resources and the fulfillment of requirement 1©.

A generic data model for the description of energy flex-
ible loads, dependencies, and storage systems is described
by Schott et al. [10]. The model includes parameters that
describe “flexible load measures,” which are predefined devi-
ations from an operating schedule [10]. While this data model
also aims to represent parameters of flexible energy resources
and dependencies, the approaches of the flexible load-centric
representation of energy flexibility and the corresponding
data model of [10] are different from the modeling approach
described in Section II, which focuses on representing the
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TABLE 1. Fulfillment of Requirement for the Data Model

flexibility of each resource rather than individual flexible load
measures.

A semantic model for representing the energy flexibility of
commonly used resources in buildings is presented by Li and
Hong [28]. The semantic model is built based on an analysis of
existing semantic models, such as the DELTA ontology [29],
to instantiate a simulation model of the building by referenc-
ing objects from simulation applications, such as TRNSYS or
EnergyPlus, for the respective resources. The model contains
parameters for energy- and power-related boundaries of re-
sources, but is neither designed to hold coupling parameters
of input and output or a resource, system state related param-
eters, storage-related parameters, nor dependencies [28].

An information model for the control of distributed energy
resources is presented by Biegel et al. [30]. The information
model consists of different “flexibility blocks” for the descrip-
tion and communication of the distributed energy resources’
flexibility to an aggregator. The model is able to represent
a range of parameters, including operational boundaries and
system state related parameters, such as ramp. Parameters for
state sequences, holding durations, dependencies of individual
resources, or the input–output relationship are not part of the
model [30].

A series of standards within the “common information
model” aim at describing various resources used for en-
ergy distribution for the standardized data exchange [31].
The standard family also contains multiple standards for the
serialization [31]. Within this standard family, the stan-
dard [32] presents an interface description for the operational
planning and optimization of distributed energy resources.
The standard [32] includes parameters for the monitoring of
individual resources, such as the unit of measurement, as
well as Boolean parameters whether certain parameters are
controllable, e.g., whether the voltage can be regulated [32].
Parameters describing resource dynamics, such as operational
boundaries, input–output relationships, system state related
parameters, or storage systems, are not included [32]. As this
standard describes individual resources, dependencies are also
not included [32].

The analysis of existing data models for energy flexibility
is summarized in Table 1. It is shown that, although there
exist different data or information models for the descrip-
tion of flexible energy resources [10], [28], [30], [32], none

of them represents all the parameters necessary, as specified
through requirements 4©– 9©. Furthermore, the analysis of
related work in [7] shows that none of the reviewed modeling
approaches for flexible energy resources presents a corre-
sponding data model.

B. DATA PREPROCESSING
This section describes related work in data preprocessing and
the fulfillment of requirements 2© and 3©.

The work of Choi et al. [12] presents a method for devel-
oping a data-based, predictive model of a distillation process.
The methodology includes a step of identifying relevant time
series data columns by determining their correlation and sta-
tionarity 2©. Stationarity means that the statistical properties
of the data remain constant over time [33]. Cleaning the data,
i.e., identifying and replacing outliers 3©, is specifically not
included in the method [12].

In the work of Luo et al. [13], load profiles of buildings are
analyzed. Therein, the p-value is used to determine the sig-
nificance of individual time series data columns. The p-value
represents “the smallest significance level (...) at which the
hypothesis [that no relationship exists] would be rejected for
the given observation” [34]. This is done to decide which time
series data columns to include in the analysis 2©. Similar to
the work in [12], only the identification of significant time
series data columns is described but a method for the detection
of erroneous values 3© is not presented [13].

A method for the elimination of outliers in time series data
3© of the operation of refrigeration machines is presented

by Hechelmann [14]. Therein, a distinction is made between
system behavior-based and statistical approaches. Since the
derivation of numerical parameters is intended to be purely
data-based in this work, no system behavior-based methods
can be applied. Statistical preprocessing uses percentiles as
thresholds, i.e., values below or above a defined percentile are
excluded. However, removing erroneous values reduces the
size of the dataset by 58%. An analysis of the correlation of
different time series data columns is not conducted 2© [14].

The work of Li et al. [15] focuses on the identification and
characterization of patterns in the electrical load profiles of
buildings and includes a step for identification of erroneous
values 3©. Similar to the work in [14], the results of the work
in [15] show that “values that are more than three standard de-
viations away from the mean” could be considered as outliers,
but the correlation of different time series data columns 2© is
not determined.

The work of Barbero et al. [16] presents a methodology for
the data-based analysis of the energy flexibility potential of
building-related energy resources. This includes a method for
the handling of errors in time series data 3©, such as missing
values or outliers, and the application of linear regression to
replace values, but not for determining correlations 2© [16].

A method for the preprocessing of data is presented by
Olariu et al. [35]. The method includes manual steps, such as
“visual inspections.” Linear interpolation is proposed for the
handling of missing or erroneous values 3© [35].
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TABLE 2. Fulfillment of Requirements for Data Preprocessing

Some works concentrate on the identification of correla-
tions or the significance of time series data columns 2© [12],
[13]. Other works present methods for identifying or re-
moving erroneous values 3© [14], [15], [16], or for the
replacement of erroneous values 3© [16], [35]. None of these
works applies an integrated method of identifying relevant
time series data columns and the identification and replace-
ment of erroneous values for the preprocessing. Thus, as listed
in Table 2, only partial fulfillment of data preprocessing is
seen.

C. PARAMETER DERIVATION
This section describes related work in parameter derivation
from time series data of resource operation as well as the
fulfillment of requirements 4©– 7©.

Data-driven modeling, also called system identifica-
tion [36], aims at determining parameters for mathematical
models from “observed input–output data” [37]. According
to a review conducted by Ljung [37], system identification
stems from the need to “realize linear state-space models from
impulse responses” [37], i.e., to parameterize first-principle
models [36]. System identification is increasingly also applied
for parameterizing gray box models for optimization [8], [38],
[39], [40], [41], [42].

Parameters of a multiperiodic resistance–capacitance (RC)-
equivalent state-space model of the dynamics of a thermo-
statically controlled load are fitted to data by [38] using
an RC-equivalence model-specific statistical approach. The
state-space model is then discretized for the use in MILP opti-
mization, in the style of an energy balance 7© [38]. Similarly,
the work of Reinpold et al. [39] presents the parameteri-
zation of a lumped thermal resistance simulation model of
an experimental distillation unit as well as a corresponding
MILP optimization model using the parameter estimator app
of MATLAB/Simulink. Both approaches [38], [39] do not
determine operational boundaries 4©, parameters to character-
ize the input–output relationship 5©, nor system state related
parameters 6©.

An MILP optimization model of an electrolyzer and a
method for its partial parameterization from data are pre-
sented in [40]. System identification is applied to determine
the parameters of a stack temperature dynamics model and

to approximate the input–output relationship 5© through PLA
with two segments with predefined boundaries. The param-
eters are derived from experimental data using least squares
regression. Operational boundaries are also derived 4©. How-
ever, certain parameters, such as system state 6© or storage
related parameters 7©, are not extracted [40].

An MILP optimization model for the waste heat recovery
during steel production is presented by Kasper et al. [8].
Therein, most of the parameters ( 4©, 6©, and 7©) are chosen
by the authors and therefore not derived from data. However,
the framework includes an approach to linearize nonlinear
operational characteristics by means of PLA 5© [8].

The work of Li and Hong [41] aims at modeling energy
flexible buildings. Analogous to the work in [40], parame-
ters for existing multiperiodic RC-equivalence models 7© are
determined through least squares regression from measured
data. The resulting parameterized, nonlinear optimization
model is then applied for model predictive control [41]. This
approach does not allow for the derivation of parameters of
operational boundaries 4©, the input–output relationship 5©,
or system states 6© [41].

In the work of Peesel et al. [42], linear regression is applied
to fit data of cooling system operation to the “Gordon–Ng
universal model,” a predefined model for the representation
of the input–output relationship 5© of refrigeration machines,
also suitable for MILP optimization. Operational boundaries
4© are also extracted, however system state 6© and storage

related parameters 7© are not [42].
There are also a number of related works that apply ma-

chine learning approaches to the identification of parameters
characterizing resources [16], [43], [44].

The flexibility of a lighting system and a heating and air
conditioning system within a building are forecast by Barbero
et al. [16]. Therein, parameters are fitted to an existing RC-
equivalence model 7© using machine learning [16]. However,
the objective of the work in [16] is the data-driven identifi-
cation of flexibility potential and the forecasting of available
flexibility at a given time step, not the derivation of parameters
for optimization models 4©– 6©.

Clustering is applied by Liisberg et al. [43], where a hidden
Markov model (HMM) is used to identify occupant behav-
ior of buildings based on time series data of smart meters.
The occupant behavior is classified into three discrete states
6©: “absent or asleep,” “home, medium consumption,” and

“home, high consumption” [43]. Other parameters, such as
holding durations, follower states, and ramp limits, are not
extracted. The derivation of parameters for the fulfillment
of 4©, 5©, and 7© is out of scope in the work of Liisberg
et al. [43].

The method of Westermann et al. [44] uses logged binary
control signals of actuators that are extracted from a pro-
grammable logic controller of the resource to identify system
states 6© by applying the OTALA algorithm. The method also
extracts a “transition time” of each state, which is similar to
a holding duration. However, only one value per state is ex-
tracted, which is then used for timing anomaly detection [44].
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TABLE 3. Fulfillment of Requirements for Parameter Derivation

Similar to the work in [43], other parameters ( 4©, 5©, and 7©)
are not part of the analysis.

The analysis of related work in deriving numerical param-
eters, summarized in Table 3, shows that approaches often
require predefined, resource-specific models [8], [16], [38],
[39], [40], [41], [42], such as RC-equivalent model formula-
tions, and focus on only a subset of the parameters necessary.
Machine learning is applied in determining the potential of
energy flexibility or the forecast of a variable, but not to
deriving a set of parameters for (optimization) models [16],
[45]. The identification of system states and the derivation of
related parameters is rarely focused, and if so requires specific
source data, such as binary signals from actuators [44], or
only determines the system states themselves without related
parameters [43]. Thus, none of the existing approaches is
able to be applied for the derivation of optimization model
parameters 4©– 7© without further research or adaption. Fur-
thermore, none of the works analyzed in this section describes
a fully automated method for the derivation of all parameters
necessary for the optimization model.

D. DEPENDENCY EXTRACTION FROM INFORMATION
MODELS
This section describes related work in information modeling
with a focus on the representation of dependencies and the
subsequent extraction of dependency-related information as
well as the fulfillment of requirements 8© and 9©.

The FPD [21] features a process-oriented graphical mod-
eling concept that allows for the modeling of processes, their
connected resources, states, namely, energy, product, and in-
formation (see Section IV-D1). Flows connect processes and
states [21]. A corresponding information model is standard-
ized as in [46]. The works of the authors in [19] and [47] use
AutomationML for the machine readable representation of an
FPD information model. Nabizada et al. [48] introduced a
graphical modeling tool for the FPD to decrease the modeling
effort as well as a corresponding serialization format to make
the FPD information model machine readable.

Jäger et al. [47] described an approach of utilizing informa-
tion from an FPD information model to systematically match
resources to processes. Dependencies, as defined in Section I,
are not extracted, however connections between resources are
part of their analysis 8©, but types 9© are not.

Within the “interdependency model” of Hoang and
Fay [19], relationships of parameters are described in order
to find opportunities for reconfiguration. Previous work of
Hoang et al. [49] includes a differentiation in correlative and
restrictive dependencies 9©. Thus, dependencies of resources
8© themselves are not extracted.

In the work of Jeleniewski et al. [17], relations of process-
related parameters are extracted from an FPD information
model, serialized by applying the tool of Nabizada et al. [48],
and parameters themselves as well as parameter relations
in the form of mathematical equations are represented in a
semantic model. Process-related resources are part of the ex-
traction 8©, but relationship types 9© are not [17].

In addition to approaches directly utilizing the FPD for the
representation of a system, a number of works [18], [23], [50]
present approaches for the extraction of connectivity informa-
tion from other standardized formats.

The works of the authors in [18] and [23] each present a
method for the extraction of connectivity information from an
AutomationML information model. Yim et al. [18] extracted
connections modeled as “InternalLinks.” The set of all “inter-
nal links” represents the connections of individual resources
within the system [18]. Thambirajah et al. [23] presented a
method to integrate the connectivity information into an exist-
ing application and present the result as a connectivity matrix.
The goal is to simplify fault analysis [23]. Both approaches
extract connectivity information from a standardized informa-
tion model 8©. However, only the correlative dependency is
assumed 9©.

The work of Barth and Fay [50] presents a method for the
automatic generation of simulation models. In this method, re-
sources representing parts of the system to be simulated, such
as a pump, and their connections are extracted from a com-
puter aided engineering exchange-based information model
8© and used to instantiate simulation objects of the resources

in Modelica [50]. Types of the connections of resources 9©,
i.e., the type of each dependency, are not extracted.

Table 4 gives the summary of the analysis of related work
in extracting dependencies from standardized information
models. It becomes evident that whereas there are different
approaches to extracting connectivity information and using
it in other applications [17], [18], [23], [47], [50], few differ-
entiate by the type of the connection between resources [18],
[19], [23], [49], as required by requirement 9©. None of the
related work analyzed provides full fulfillment of 8© and 9©.

E. RESEARCH GAP
The previous Sections III-A–III-D describe the analysis of
related work in data models for flexible energy resources,
preprocessing of time series data, deriving parameters for
optimization models from time series data, and extracting

742 VOLUME 5, 2024



TABLE 4. Fulfillment of Requirements for Dependency Extraction

dependencies from standardized information models. The ful-
fillment of the requirements is reported in a table for each
research area (Tables 1–4). The tables summarize that none
of the analyzed works fully fulfills the requirements of the
respective research area by providing an integrated method
for the derivation of parameters or extraction of dependency-
related information. Furthermore, no work exists that covers
all research areas. This underlines the novelty of the research
contributions of this work.

IV. METHODOLOGY
This section presents a data model for parameters of flexible
energy resources (Section IV-A) as well as algorithms for
the data preprocessing (Section IV-B), the derivation of nu-
merical parameters for individual energy resources (Section
IV-C), and the extraction of dependency-related information
(Section IV-D). The derivation of parameters for a system of
flexible energy resources is described in Section IV-E. The
implementation of the methodology and its algorithms is de-
scribed in Section IV-F.

A. DATA MODEL
The fulfillment of requirement 1© necessitates the develop-
ment and utilization of a data model.

As described in Section II, the optimization model pre-
sented by Wagner et al. [7] contains a list of necessary
parameters to describe the behavior of the resource to be opti-
mized [7]. This includes resource-specific parameters, such as
operational boundaries, parameters for the representation of
the input–output relationship, and system state related param-
eters, such as boundaries by state, successor states, holding
durations, and ramp limits [7]. Furthermore, parameters for
storage systems, such as conversion efficiencies, are neces-
sary [7]. As shown in Fig. 1, this parameter set must be
extended to reflect system specific parameters, such as oper-
ational boundaries of the system as well as dependencies of
individual energy resources within the system. The concept of
dependencies of flexible energy resources, including the dif-
ferentiation into correlative and restrictive, has been initially
proposed by Schott et al. [10].

These parameters are to be persisted in a .json file to be
made accessible for the parameterization of the optimization

FIGURE 2. Structure of the data model ( : nested element).

model. Fig. 2 shows the structure of the data model. Nested
elements are created for all dependencies and resources.
Analogous to the metamodel (see Fig. 1), each resource is de-
scribed by a parameter set that consists of individual elements
for parameters and nested elements for PLA and system states
each.

To prevent infeasibility of the optimization model, default
values are set for parameters in the absence of actual values.
Three default values are required: all loss related parameters,
lower operating boundaries, and lower ramp limits are set to
0 by default, and efficiencies or conversion factors are set
to 1. Upper operating boundaries and upper ramp limits are
∞ (for the implementation, ∞ is approximated by Dou-
ble.MAX_VALUE). The type of dependency relationships is
set to “correlative” by default.

An object for system parameters is created and all pa-
rameters are added during the extraction (see Section IV-E).
Eventually, this object is then persisted to the data model.

B. DATA REQUIREMENTS AND PREPROCESSING
The time series data must contain a sufficiently long interval
of resource operation to extract all possible behaviors [14]. To
extract meaningful parameters from the data, an appropriate
temporal resolution of the data is required. An analysis of the
temporal resolution of time series data for parameter deriva-
tion shows that a temporal resolution of seconds and minutes
represents the resource behavior sufficiently well, whereas
an hourly temporal resolution averages out certain effects,
such as load changes [14]. Applying the findings of Hechel-
mann [14] to this work means that the temporal resolution of
the data should be at least in the range of minutes.

The time series dataset must include various time series
data columns of measurements, as depicted in Fig. 3. Mea-
surements for the inputs of the system and its output as well
as for each resource are required. In case of storage systems,
time series data columns for the actual flow inside the storage
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FIGURE 3. Necessary measurements.

[“resource input (inside)” and “resource output (inside)”], af-
ter conversion-induced losses (efficiency) occurred, are also
necessary. These time series data columns provide insight
into the actual “usable” within the resources and is used to
determine the efficiencies of the conversions (“storing” and
“retrieving”).

As described in Section III-B, data preprocessing must
fulfill requirement 2© to ensure that the data to be used actu-
ally represent correlations of either two or more time series
data columns, or one time series data column and the cor-
responding time stamps, and requirement 3© to remove or
replace inaccurate values, such as outliers, thereby increas-
ing the accuracy of the parameters that are based on the
data.

As described in Algorithm 1, statistical indicators are used
to determine the significance of the relationships in the data,
as well as the expected impact of one time series data column
on another, both the same and different time series. Correla-
tions between columns of time series data are determined by
means of interpreting the coefficient of determination (R2).
The R2 is a measure of how well a linear regression model of
time series data columns approximates the measured values
for the predicted time series data column(s). Values range
from 0 to 1, with 1 being the best fit. If the R2 is greater
than a target value � = 0.9, the prediction of the regression
model is good enough [51]. In the case, of more than one
time series data column to be used for the prediction, the
adjusted R2 is determined. The interpretation is analogous to
the R2.

As a second measure, the significance of the relationship of
two time series data columns is determined by means of the
p-value. It is common practice, to set a p-value of α = 0.05 as
a threshold for the significance of the relationship [13], [34],
i.e., the relationship of any data with a p-value below 0.05 is
deemed to be statistically significant.

If there is more than one time series data column repre-
senting the additional measurements, such as temperature, the
relevant time series data columns must be determined: the R2

and p-value of each combination of time series data columns
and the output time series data column are determined and
checked to see if the thresholds are met.

To ensure reliable results of the statistical analyses, a check
for stationarity by means of applying the augmented Dickey–
Fuller test is conducted. The augmented Dickey–Fuller test

Algorithm 1: Preprocessing of Time Series Data.

involves estimating a regression model with lagged differ-
ences, calculating a test statistic to compare against critical
values, ultimately indicating whether the data are stationary
or not [33].

The (adj.) R2 and the p-value of the time series data are
calculated and the check for stationarity is conducted, and
only if the respective thresholds are met, further preprocessing
is performed (see Algorithm 1). This ensures that only repre-
sentative data are used for the parameter derivation.

If there is no statistically significant relationship between
the different time series data columns, new data must be iden-
tified to derive parameters.

Inaccurate values, such as outliers, are identified using per-
centiles, as suggested by the authors in [14] and [15]. In
this work, the 5th and 95th percentiles are used [14], [15].
The identified values are then replaced by means of linear
interpolation with the pre and succeeding value [35]. In case
the first of last values identified as erroneous, extrapolation
is performed. Any preprocessed time series data column is
labeled with an additional index p.

C. DERIVATION OF NUMERICAL PARAMETERS
This section describes the method of deriving numerical pa-
rameters from preprocessed time series data for the fulfillment
of requirements 4©– 7©. This method must be applied once
per resource. The compilation of parameters of all resources
within a system is described in Section IV-E.

The set of resource parameters can be divided into subsets.
1) P1 upper and lower boundaries of decision variables,

such as minimum power input of a resource.
2) P2 parameters for the characterization of the input–

output relationship, such as an efficiency of the conver-
sion or parameters for a PLA.

3) P3 system states and related parameters, such as state
sequences, holding durations, and ramp.

4) P4 storage system related parameters, such as efficien-
cies, losses of the storage, and degradation.

In the following, a consistent notation is applied: an en-
ergy resource r has |N | input flows n ∈ N . The input–output
relationship can be characterized by means of |K| linear seg-
ments of PLA k ∈ K per input flow n. The characteristics of
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a resource are further described by means of |S| system states
s ∈ S .

1) P1 OPERATIONAL BOUNDARIES
Decision variables representing flows or storage systems’
SOC are limited by the operational boundaries of the resource.
Thus, lower lb and upper boundaries ub of each variable var
are derived from the respective preprocessed time series data
column Xp,r by means of extracting the minimum (1) and
maximum value (2)

lbvar,r = min
{
Xp,r

}
(1)

ubvar,r = max
{
Xp,r

}
. (2)

2) P2 INPUT–OUTPUT RELATIONSHIP
As the optimization model is realized as an MILP, the input–
output relationship must be represented linearly. Thus, linear
regression is performed. The analysis of related work in Sec-
tion III-C supports this approach [40], [41], [42]. In case of a
nonlinear relationship, is it approximated using PLA [8], [26],
[40]. The analysis of existing generic optimization models for
flexible energy resources also supports this approach [7].

Algorithm 2 describes the derivation of parameters of the
input–output relationship, namely, slope and intercept of each
linearized segment, as well as lower and upper bounds of
each segment, if PLA is used. Algorithm 2 returns a list of
lists of the object PLA K that stores parameters for all inputs
n ∈ N and potentially all linear segments k. This structure
corresponds to the nested elements of the PLA parameters in
Fig. 2.

First, (multiple) linear, least squares regression with pre-
processed time series data columns Xp,r (input) and Yp,r

(output) is performed. The input data Xp,r can consist of one
or more columns, and which time series data columns are nec-
essary is determined during data preprocessing (see Section
IV-B). Whether a linearized representation of the relationship
is sufficient or PLA is necessary is determined by means of
comparing the linear regression’s R2 to a target value ς , e.g.,
ς = 0.9, in case of multiple linear regression (|N | > 1), the
adjusted R2 is used. If the (adjusted) R2 of the (multiple)
linear regression is greater than the target value ς , values for
slope per input n of the (multiple) linear regression are used
and returned in list of parameters K. The intercept is only
extracted once per relationship, as the relationship is defined
as shown in (3). All other intercepts are set to 0

output =
(∑

n∈N
slopen · inputn

)
+ intercept. (3)

Otherwise, (multiple) linear segmented regression is per-
formed to determine parameters of the PLA. For the seg-
mented regression, initial starting values for the breakpoints
must be set. Quantiles are used to approximate breakpoint lo-
cations. In decreasing number of quantiles (quantile distance:
{0.05, 0.1, 0.2, 0.25, 0.5}), quantiles are set as breakpoints and
the segmented regression is tried. If the segmented regression

Algorithm 2: Parameters for Input–Output Relationship.

is infeasible, a lower number of breakpoints are tried until
either a set of parameters is calculated or all possible values
for the quantile distance are tried. In this case, the parameters
for slope and intercept of the linear regression are used.

If the segmented regression does not show a significant
improvement over the linear regression in terms of increased
R2 by an improvement value ψ (e.g., ψ = 0.025), the re-
sults of the linear regression are used. This is done since the
PLA requires binary variables for its representation in the
optimization model [7] and thus increases the computational
complexity [26], [52]. Otherwise, the results are returned in
the list of lists of parameters K per input n, which includes
slope, intercept, as well as lower and upper bounds per seg-
ment k.

3) P3 SYSTEM STATE RELATED PARAMETERS
System states are characterized by state boundaries, follower
states, holding durations, and respective ramp limits (see
Fig. 2) [7].

It is important to note that the term “state” in the context
of system states is different from the term “state,” which
describes part of an FPD information model, as used in
Section IV-D.

Recorded system states can be used as a starting point to
extract system state related parameters. In case no system
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Algorithm 3: Clustering of System States From Time
Series Data.

states have been recorded, a purely data-based method must
be adopted, wherein system states are derived from time series
data. This method is described in the following.

a) System states from time series data: “Clustering tech-
niques apply when there is no class to be predicted but rather
when the instances are to be divided into natural groups” [53].
As described by Liisberg et al. [43], the HMM is a promising
approach to identify states within observed time series data.

In this work, an algorithm based on the Poisson HMM
is chosen. This is suitable because the time series data of
the resource operation can be seen as count data and thus
represented by a Poisson distribution [43]. Furthermore, an
underlying HMM consisting of |S| discrete states is assumed.
However, it is unknown which hidden state s is active at which
time step t .

To identify the most likely active state at each time step,
the model is trained on the time series data. This involves
estimating parameters for the initial state probabilities, state
transition probabilities, and the parameters of the Poisson
distributions in each state. Once the model parameters are
estimated, the HMM can be used to infer the most likely
sequence of hidden states given the observed time series. This
inference is performed using the “Viterbi” algorithm [54].

The algorithm for generating a time series data column of
active system states, described in Algorithm 3, requires the a
priori specification of a number of states to be identified. The
active states are then inferred based on the time series data
columns of the input and output of the resource. Either the
number of system states of the resource is known and can be
used for generation, or a number must be assumed.

An analysis of the impact of the number of system states
on the alignment of optimized schedule and the resource be-
havior shows that three system states are often well suited to
represent the resource while not overly increasing the com-
putational complexity of intraday scheduling [26]. Thus, a
number of three system states is chosen as the default number
of system states in the absence of expert knowledge of the
resource.

The following paragraphs describe the extraction of param-
eters for state boundaries, state sequences, holding durations,
and ramp limits. The respective algorithms need to be applied
once per system state.

Algorithm 4: State Boundaries for State s.

Algorithm 5: Possible Follower States for State.

b) State boundaries: System states are characterized for
optimization by bounds on the continuous decision variables
of the resource representing the input and output flow or the
SOC (in the case of storage systems). [7]

As described in Algorithm 4, the time series data columns
of the input Xp,r and the output Yp,r of the resource are
segmented according to the active system state s. For storage
resources, this is done for the SOC instead of the input and
output flows. Then, the minimum and maximum value of the
input flow and the maximum output flow of state s is derived.

c) Follower states: Algorithm 5 describes how state se-
quences can be derived from time series data of active system
states. Therein, all succeeding states of state s are extracted by
iterating over the time series data of active system states and
compiling a unique set of all follower states SF,s.

d) Holding durations: Analogous to the determination of
state sequences, minimum and maximum holding durations
per state can be derived from the time series data of active
system states. Algorithm 6 describes the extraction: for all oc-
currences of state s within the time series data of active system
states, all succeeding occurrences of this state are counted and
the corresponding time steps are used to determine the active
length of one occurrence. The minimum and maximum length
are then calculated and used to set the respective parameters
for the minimum and maximum holding duration of state s. If
the maximum duration is greater than a threshold value, e.g.,
8 h, the maximum holding duration is set to ∞.

e) Ramp limits: Ramp limits are lower and upper limits of
the rate of change of a decision variable P

dt , discretized for
the optimization as �P

�t [7]. The unit of the ramp limits is
power per time. Respective ramp limits restrict the input and
output flows of a resource. The optimization model requires
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Algorithm 6: Min./Max. Holding Duration for State.

Algorithm 7: Slopes of Flow of Segment of Active State.

parameters for ramp limits per state [7]. Thus, Algorithms 7
and 8 are applied once per state. The time series data columns
are divided into segments tsd where the respective state is
active. For those segments, values for slope of the input flow
are extracted as described in Algorithm 7.

Time stamps where the sign of the slope of the flow
changes, hereafter called “breakpoints,” must be identified in
order to extract individual values of the slope. A threshold for
a minimum absolute difference between two consecutive time
steps is defined as 10% of the maximum value of the time
series data column. Only when this threshold is exceeded, a
new breakpoint is identified. This “ignores” small changes in
values, such as measurement errors or small fluctuations, and
reduces the number of breakpoints.

As described in Algorithm 7, ramp parameters are then de-
termined by extracting the absolute value of the slopes of the
time series data and their corresponding time steps between
two breakpoints and added to a list of slopes.

Algorithm 8: Ramp Limits for State s.

As described in Algorithm 8, all slope values of each seg-
ment, determined by means of Algorithm 7, are then added to
a list of slopes. The minimum and maximum ramp parameters
per state are then determined from the full list by calculating
the minimum and maximum values, respectively.

4) P4 STORAGE SYSTEMS
A storage system is characterized by its capacity, represented
by lower and upper bounds of the SOC, and conversion effi-
ciencies [7].

a) Capacity boundaries: Analogous to (1) and (2), the min-
imum and maximum storage capacities can be determined,
respectively.

b) Efficiencies: The respective efficiencies of the storage
input and output are defined as shown in (4) and (5), respec-
tively. The parameters are the average value of the individually
calculated efficiencies [see (6)]

ηinput,t = Pinput side, inside storage,t

Pstorage input,t
(4)

ηoutput,t = Pstorage output,t

Poutput side, inside storage,t
(5)

η̄in-/output = 1

|T | ·
∑
t∈T

ηin-/output,t . (6)

D. EXTRACTION OF DEPENDENCY-RELATED INFORMATION
This section describes the use of the FPD for the repre-
sentation of the structure of the system and its serialization
(Section IV-D1). Furthermore, the method for the extraction
of dependencies and their types is outlined in Section IV-D2.

As an alternative to extracting dependency-related infor-
mation from an information model of the system structure,
e.g., in case, that such an information model does not exist,
the dependencies can be added to the data model (see Fig. 2)
manually.

1) INFORMATION MODELING TO REPRESENT OF THE
SYSTEM
The modeling of the structure of the system is realized by
means of the graphical modeling concept of the FPD [21], [46]
and the corresponding tool developed by Nabizada et al. [48].
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FIGURE 4. (a) Parallel and (b) alternative flows [21].

As underlined by the use cases of [17], [19], and [47],
the FPD is well suited for the representation of connectiv-
ity information of parts of systems, e.g., dependencies of
flexible energy resources within a system. Furthermore, prac-
titioners can easily construct an information model of the
system to be optimized thanks to the graphical modeling
interface [48].

The graphical modeling of an FPD information model, as
shown in Fig. 5, visualizes which states, namely, products, en-
ergies, or information, are used by a process, which is carried
out within a resource. For the nomenclature of the graphi-
cal modeling, refer to Fig. 5(a). All processes and resources
are located within a system boundary (dashed rectangle). An
output flow of a process can serve as an input flow of an-
other process by means of an intermediary state. The standard
explicitly states the location of identifying text of different
symbols [21].

Different types of flows between states and processes can
be used to represent the type of connection. The flows are
“parallel” [see Fig. 4(a)] and “alternative” [see Fig. 4(b)] con-
nections, which are introduced by the standard [21]. The same
flow types can be used to connect processes to states [21].
These flow types can be used to represent the type of depen-
dency, i.e., correlative (parallel) and restrictive (alternative),
as explained in Section II.

Fig. 5(a) shows an exemplary information model of a sys-
tem with one energy input and one energy output and two
processes with one energy input each. The output of “Pro-
cess 1” is energy E2, which is also the input of “Process 2.”
This example system contains two processes with correspond-
ing resources “Resource 1” and “Resource 2.” The resources
have a correlative dependency. Fig. 5(c) depicts an FPD infor-
mation model with a restrictive dependency of the resources
by means of “alternative flows.”

2) DEPENDENCIES OF RESOURCES
This section describes the algorithm for the extraction of de-
pendencies of resources within a system of flexible energy
resources for the fulfillment of requirements 8© and 9©.

As shown in Fig. 2, a dependency relationship is charac-
terized by two lists of resources involved in a dependency
relationship. One list contains all connected outputs and an-
other list contains all connected inputs. Furthermore, the type
of dependency (either correlative or restrictive) is also part of
the representation.

Algorithm 9: Extraction of Dependencies.

Algorithm 9 describes the method of the extraction.
Therein, the serialized FPD information model of the system
of flexible energy resources fpd is parsed. A list of processes
listOfProcesses as well as the connected states are extracted.

Algorithm 9 contains two functions for the extraction of
dependencies: one for the extraction of dependencies of re-
sources (Algorithm 10) and one for determining dependencies
of the “first” or “last” resource and the system input or output
(Algorithm 11).

In Algorithm 10, processes are mapped to associated pro-
cesses by analyzing connecting flows (see Fig. 4) and interme-
diate states based on the unique identifiers of each component
of the information model. This is done for all processes.
Resources are then mapped to processes since resources are
assigned to processes during the information modeling. The
type of dependency is distinguished by checking the type of
flow of the connection, as described in Section IV-D1.

Algorithm 11 extracts dependencies of the system input and
the respective “first” process(es) of the system. For this pur-
pose, the algorithm iterates over the list of states listOfStates.
If the incoming port is empty, a system input-relevant state
has been identified. Then, all processes connected to this state
must be identified and saved to the list of dependencies. Anal-
ogous to Algorithm 10, the type of dependency is identified.
Dependencies of the system output are identified in a similar
way.

E. SYSTEM SPECIFIC PARAMETERS
This section describes the derivation of operational bound-
aries of the system (Section IV-E1). Furthermore, a method
for determining the most appropriate temporal resolution of
the optimization model is presented (Section IV-E2). Fi-
nally, the approach to compile an instance of the data model
presented in Section IV-A to persist all determined param-
eters and dependency-related information is described in
Section IV-E3.

1) OPERATIONAL BOUNDARIES OF THE SYSTEM
Analogous to the derivation of the operational boundaries of
individual resources, the operational boundaries of the system,
such as the limits of the system’s grid connection, must also
be derived from the corresponding time series data columns.
This can be done by applying the algorithm described in
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FIGURE 5. FPD information model of exemplary system of flexible energy resources. (a) Symbols of the FPD [21]. (b) Correlative dependency. (c)
Restrictive dependency.

Algorithm 10: Extraction of Dependencies Between Re-
sources.

Section IV-C1 to time series data columns representing the
systems’ input and output flows.

2) TEMPORAL RESOLUTION OF THE OPTIMIZATION MODEL
For the optimization, it is necessary to specify a minimum
and maximum holding duration per state, expressed in number
of time steps [7]. Therefore, the largest possible temporal
resolution must also be determined, since the length of each
holding duration must be converted from time to the number
of optimization time steps. This must be done so as not to
increase the computational complexity unnecessarily [52].

An analysis of the required temporal resolution shows that a
temporal resolution of 15 min is still sufficient for planning the

Algorithm 11: Extraction of Dependencies (System In-
put).

resource operation [52]. The length of one or more time steps
must also match the trading interval of the energy market, i.e.,
the 15-min interval of the intraday market. However, smaller
resolutions may be appropriate to match holding durations. In
general, the computational complexity of MILP optimization
models increases with the number of binary variables (such as
those necessary for PLA or system states) [26]. As the binary
variables are introduced for each time step of the optimization,
the number multiplies by the number of time steps into which
the optimization horizon is divided. Thus, the computational
complexity is also directly dependent on the temporal resolu-
tion.

Due to numerical inaccuracies of the solver that occur when
rounding fractions to 16-digit decimals [55], the set of pos-
sible temporal resolutions possTempRes contains resolutions
of 1.5, 3, 3.75, 7.5, and 15 min. These resolutions can be
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Algorithm 12: Selection of Temporal Resolution.

expressed as decimals with a small number of valid digits:
0.025, 0.05, 0.0625, 0.125, and 0.25 h.

The algorithm for selecting the appropriate temporal res-
olution, described in Algorithm 12, is based on the Greedy
algorithm. It determines which element of the set of possible
temporal resolutions fits all the holding durations allHold-
Dur. The fit is evaluated by calculating the average distance
between each holding duration and each element of the set
of possible temporal resolutions, taking into account the re-
mainder of the division of the two temporal resolutions. The
average distance is weighted by the length of the possible
temporal resolution to favor longer resolutions to reduce com-
putational complexity [52].

3) COMPILATION OF PARAMETERS
This section shows how the methodology described in this
section can be applied for the derivation of parameters.

First, the specification of time series data columns corre-
sponding to the respective measurement points, as shown in
Fig. 3, is necessary. Then, as shown in Algorithm 13, data
preprocessing (see Section IV-B) must be conducted, to en-
sure meaningful parameter derivation. Following, as shown
in, the algorithms described in Section IV-C are applied. This
involves deriving operational boundaries, parameters of the
input–output relationship, or storage related parameters, as
well as determining parameters for the representation of sys-
tem states. Algorithm 13 is applied once per resource.

The flowchart depicted in Fig. 6 further visualizes the ap-
plication of the algorithms described in the previous sections.

The operational boundaries of the system are also derived
from preprocessed time series data (“get system parameters”),
as described in Section IV-E1.

Dependencies of resources within the system are ex-
tracted from an FPD information model, as described in
Section IV-D2. The alternative approach to applying Algo-
rithm 9, i.e., manually adding dependencies, is depicted by
means of the dashed line.

Finally, all parameters and dependencies are persisted to the
data model (see Section IV-A).

Algorithm 13: Compilation of Resource Parameters.

FIGURE 6. Flowchart of the methodology.

F. IMPLEMENTATION OF THE METHODOLOGY
The methodology and corresponding algorithms described in
Sections IV-A–IV-E are implemented in Java.1 The clustering
algorithm described in Algorithm 3 is implemented in Python.

To determine PLA-related parameters, the package
RCaller [56] is used to access the statistical analysis capa-
bilities of R, including the library segmented [57] from within
Java. The information model of the system is built using the

1The data model and implementation are available at https://github.com/
lukas-wagner/MethodologyParametersForOptimizationModels.
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FIGURE 7. FPD information model of the CHP system.

web-based tool for the FPD,2 which allows the generation
of a serialized information model from the graphical model-
ing [48].

Classes (SystemParameters, ResourceParameters, PLA,
SystemStates, and Dependencies) are used as objects to save
extracted parameters. These objects are persisted to a .json-
file of the data model (see Section IV-A) using gson [58].

V. VALIDATION OF THE METHODOLOGY
This section describes the application and validation of the
methodology described in Section IV for the parameteriza-
tion of an optimization model of a combined heat and power
(CHP) system. The input data for the algorithms for the
derivation of parameters (see Section IV) are time series data
of the resource operation as well as an FPD information
model representing the structure of the system. Applying the
algorithms results in an instance of the data model (Section
IV-A/Fig. 2).

The data model can then be used to parameterize an opti-
mization model, using design patterns presented by Wagner
et al. [7]. This is described in Section V-D.

Section V-E provides a comparison of the methodology and
its results.

The CHP system consists of a gas-fired generator (gas-fired
gen.), which generates electric power “E El.” from gas “E
Gas” (resource 1). Furthermore, thermal energy “E Th.” is
produced by means of a heat exchanger (heat ex., resource 2)
from the exhaust gas of the gas-fired generator, which is pro-
portional to the output of the gas-fired generator. The structure
of the system is shown in Fig. 7. The serialized version of this
information model is used for the extraction of dependencies
by means of Algorithm 9.

The algorithms described in Section IV were executed as
shown in Fig. 6 on Windows 11 with an AMD Ryzen 7 PRO
5850 U processor and 32 GB RAM. The total calculation time

2[Online]. Available: https://demo.fpbjs.net

was 5.4 s. As the parameterization of the optimization model
is not necessary on a recurring basis, especially not during the
solving of the optimization model, this time is negligible.

The methodology has also been applied to derive param-
eters for an optimization model of a system of electrolyzers
in [59].

A. DERIVATION OF PARAMETERS
This section describes the results of the preprocessing of
the time series data, as described in Section IV-B. The pre-
processed time series data columns are then used for the
derivation of parameters in the following, applying the algo-
rithms described in Section IV-C.

Fig. 8 shows a comparison of the unpreprocessed time se-
ries data columns and the processed time series data columns
by means of a boxplot. Therein, it becomes visible that in-
accurate values, such as outliers, have been replaced, but the
dataset itself has not been altered excessively. The size of the
time series dataset has not been reduced during preprocessing
(|T | = 30 000). This size of the dataset is sufficiently large, as
all possible resource behaviors are captured.

Table 5 gives the parameters extracted by application of
the algorithms described in Section IV-C. Therein, operational
boundaries and parameters characterizing the input–output
relationship of both resources are listed. In Fig. 9(a), it is
apparent that a linearized representation of the input–output
relationship of both resources is sufficient [R2 (generator) =
0.997]. The correlation for the heat exchanger is weaker, but
still above the defined threshold [R2 (heat ex.) = 0.9].

Fig. 10 shows the visual alignment of the time series data
column of “input” with the detected time series data column of
active system states (with Algorithm 3). Therein, it is shown
that one state (red shading, i.e.,“operation”) occurs when the
resource is in operation and another state when the resource is
not in operation (gray shading, i.e., “off”).

Table 6 contains all system state related parameters of re-
source 1, extracted with the algorithms described in Section
IV-C3. These parameters coincide with Fig. 10 (red: state 0,
gray: state 1). Resource 2 (heat exchanger) does not exhibit
any system states.

The limits for the flows of each state can be interpreted as
either the input of the gas-fired generator is between 0 and
1452 kW (state 1) or in between 0 and 2912 kW (state 0). This
then affects the maximum output flow to 536 kW (state 1) or
1101 kW (state 0). This can also be seen in Fig. 9(a) (red),
where most data points of the resource operation are above
output/outputmax of 0.5. The parameter for the maximum
output flow in state 0 coincides with the upper operational
boundary of the resource (see Table 5).

State 1 has a minimum holding duration of 0.5 h, i.e., after
a transition from state 0 to state 1, the gas-fired generator
must remain in state 1 for 0.5 h. For state 0, this minimum
holding duration is 8.15 h. This means that once state 0 has
been entered, a transition to another state cannot occur until
the time of 8.15 h has passed. In this case, this means that
once the gas-fired generator has entered state 0 (operation), it
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FIGURE 8. Boxplot of time series data, before (unp.) and after
preprocessing (pre.). (a) Gas-fired generator (input). (b) Gas-fired
generator (output). (c) Heat exchanger (output).

FIGURE 9. Visualization of preprocessed time series data.
(a) Input–output. (b) Output-time.

must be in operation for 8.15 h. As described in Algorithm 6,
for durations greater than a threshold value, maximum holding
durations are set to ∞, i.e., no limits are enforced during the
optimization. The set of follower states contains the different
state in each case, which allows any state to be reached.

Parameters for ramp limits have also been derived. Both
states have lower ramp limits of 0 and (very) high upper limits.

TABLE 5. Parameters Extracted From Preprocessed Time Series Data (P1
and P2)

FIGURE 10. Detected system states of resource 1.

TABLE 6. System States and Related Parameters of the Gas-Fired
Generator (P3)

This means that the resource is capable of rapidly changing
power setpoints.

B. SYSTEM SPECIFIC PARAMETERS
This section shows the results of deriving the operational
boundaries of the system as well as the selection of a temporal
resolution for the optimization model.

Table 7 shows the operational boundaries of the system, as
shown in Fig. 7, derived by means of the algorithm described
in Section IV-E1. The parameters align with the parameters
given in Table 5.

As described in Section IV-E2, the selection of a suit-
able temporal resolution is also necessary. By means of
Algorithm 12, a temporal resolution for the optimization
model of 0.125 h has been selected. The holding durations
have been converted accordingly from time to time steps, e.g.,
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TABLE 7. Operational Boundaries of the System

TABLE 8. Dependencies of Resources Within the CHP System (see Fig. 7)

the minimum holding duration of resource 1 in state 0 has
been converted from 0.5 h to four time steps.

C. EXTRACTION OF DEPENDENCY INFORMATION
This section describes the application of the algorithm de-
scribed in Section IV-D2 for the extraction of dependencies
from the FPD information model of the system shown in
Fig. 7. Table 8 gives the list of dependencies present within
the system.

To further demonstrate the applicability of Algorithms 9–
11, the dependencies of the example systems, as shown in
Fig. 5, have been extracted. This includes the demonstration
that both dependency types can be extracted. The dependen-
cies are given in Table 9.

D. CASE STUDY
Following the derivation of parameters, the extraction of de-
pendency information, and their persistence to the data model,
this section describes the parameterization of an optimiza-
tion model, following the modeling approach described in
Section II, of the system of flexible energy resources depicted
in Fig. 7. This is accomplished by applying the design patterns
for flexible energy resource optimization models presented
by Wagner et al. [7]. By parameterizing the generic model
structure, a solvable instance of the optimization model for
the system is created. The optimization model is then used
to validate the parameters against time series data columns
not previously used to derive the parameters (“validation
dataset”).

As the aim of this validation is not the generation of an
optimized schedule but the validation of the algorithms for the
derivation of parameters, which have been used to generate
the system parameter set displayed in Tables 5–8, the model
is solved as a simulation model. Thus, no objective function
is necessary. To ensure comparability, the system input time
series data column is equated to the corresponding decision
variable for the input flow of the system. The selection of
system states and the related constraints (holding durations
per state) impacts the resulting schedule, as the corresponding

TABLE 9. Dependencies Extracted From the FPD Information Model (see
Fig. 5)

FIGURE 11. Comparison of generated schedules (Sched.) with
corresponding time series data columns (Tsd.). (a) Output of gas-fired gen.
(b) Output of heat ex.

constraints must be met. As described in Section II, the con-
straints include the selection of system states, fulfillment of
holding durations, ramp limits, the input–output relationship,
operational boundaries, and dependencies [7].

The alignment of the resources’ outputs with the corre-
sponding time series data columns can be assessed by means
of the root mean square error (RMSE). The normalized root
mean square error (nRMSE) can be calculated from the RMSE
by division with the maximum value of the preprocessed time
series data column.

As the input of the gas-fired generator was equated to the
corresponding time series data column, the nRMSE is 0%.
Fig. 11(a) shows the alignment of generated schedule for the
output of the gas-fired generator and the corresponding time
series data column. The RMSE is 12.5 kW (nRMSE: 1%).
Analogously, Fig. 11(b) shows the comparison of the output
of the heat exchanger. The RMSE of the heat exchanger model
is 92 kW (nRMSE: 6%). This is due to the fluctuations in
the time series data column of the heat exchanger [as can be
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seen in Figs. 9 and 11(b)]. In addition, as the heat exchanger
does not exhibit system states and the intercept of the model is
positive (see Table 5), an input of zero still results in an output
of 55.2 kW. A nRMSE of 6% is still within the typical range
found in the state of the art [60].

Furthermore, as shown in Fig. 7 and Table 8, the output of
the gas-fired generator acts as the input of the heat exchanger.
Thus, any inaccuracies of the model of the gas-fired generator
directly impact the schedule of the heat exchanger.

The alignment of the generated schedules with the corre-
sponding time series data columns, as visualized in Fig. 11,
demonstrates the applicability and reliability of the method-
ology for the data preprocessing, numerical parameter deriva-
tion, and dependency extraction described in Section IV.

E. COMPARISON OF METHODOLOGY AND ITS RESULTS TO
RELATED WORK
This section provides a comparison of the methodology de-
scribed in Section IV and the results reported in Sections V-A–
V-C to methods presented in related work referenced in
Section III.

The methodology enhances the parameter derivation pro-
cess for optimization models by incorporating advanced data
preprocessing steps. These steps utilize statistical methods to
assess the significance and stationarity of data and replace
erroneous values (requirements 2© and 3©), thus bolstering
the reliability of the derived parameters. Such preprocess-
ing is crucial in addressing the gaps identified in related
works, where often only partial preprocessing measures are
applied [12], [14].

A key feature of this methodology is its utilization of a data
model designed to persist parameters, providing a robust foun-
dation for resource modeling. This model integrates numerical
parameters with information on resource dependencies, facil-
itating a comprehensive approach to the modeling of various
systems of resources.

Automated and complete identification of parameters
marks a significant advancement of this methodology. Op-
erational boundaries (requirement 4©), input–output relation-
ships (requirement 5©), system states and related parameters
(requirement 6©), and storage parameters (requirement 7©)
are identified through data-driven modeling and system iden-
tification techniques. This automated process contrasts with
the manual efforts described in related work, such as [38],
[39], and [40], streamlining the parameterization process sig-
nificantly.

Furthermore, this methodology goes beyond merely ex-
tracting numerical parameters by incorporating information
on the system’s structure. It achieves a comprehensive un-
derstanding of both the relationships between resources
(requirement 8©) and the types of these dependencies (re-
quirement 9©), addressing an area where previous methods
have focused primarily on connectivity without adequately
analyzing dependency types [17], [18], [23].

In summary, this methodology contributes significantly to
the development of more precise and robust optimization

models by merging advanced preprocessing with representa-
tion of system structures.

VI. DISCUSSION
The methodology introduced in this work demonstrates ro-
bustness and efficacy in describing resource behavior through
a comprehensive set of parameters. By integrating advanced
data preprocessing and parameter derivation techniques, this
methodology ensures high-quality input data and parameter
accuracy, leading to high fidelity in optimization models.

The methodology enhances the parameterization process
by automating the identification of operational boundaries,
input–output relationships, and system states. Such automa-
tion not only improves the model’s precision but also signifi-
cantly reduces the potential for human error, which is often a
limiting factor in manual parameter identification methods.

The optimization model parameterized through this
methodology produces schedules that closely align with cor-
responding time series data, underscoring the practical appli-
cability and reliability of the approach. Despite the complexity
involved in managing error propagation, the model achieved
an nRMSE of 1% and 6%, respectively, which is within the
acceptable range of the state of the art. This accuracy in
representing resource behavior highlights the effectiveness of
the methodology in managing and compensating for potential
errors across connected modules.

A sufficiently long interval of resource operation should be
utilized for the application of this methodology to ensure that
the time series data used for deriving numerical parameters
encompass all possible and desired resource behaviors.

Errors may propagate when using algorithms to derive pa-
rameters for multiple resources within a system, potentially
affecting the operational behavior of dependent resources.
To this end, and to minimize deviations between optimized
and feasible schedules, maintaining a low nRMSE is critical.
The crucial role of Algorithm 1 in ensuring the statistical
significance of the dataset is fundamental. By rigorously
preprocessing the data, this algorithm ensures that the founda-
tional dataset used for parameter derivation is of high quality
and statistically significant, laying the groundwork for highly
accurate parameter derivation, even for those parameters that
are dependent on other previously derived parameters, such as
system state relate parameters, e.g., holding durations.

The algorithms for the derivation of dependent param-
eters, specifically Algorithms 4–8, are designed robustly.
Algorithm 4 independently calculates state boundaries for
each state, Algorithm 5 ensures a complete mapping of
follower states without redundancy, and Algorithm 6 ap-
plies dynamic thresholding to distinguish meaningful state
durations. Algorithm 7 accurately calculates slopes within
system states to reflect transient dynamics, benefiting from the
preprocessing and thus providing precise dynamic insights.
Algorithm 8 robustly determines ramp limits by analyzing
slopes of state transitions, adapting to temporal changes. To-
gether, these algorithms exhibit adaptability, precision, and
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comprehensive data analysis, ensuring accurate parameter es-
timation for reliable system optimization.

VII. CONCLUSION
This work presents a methodology for the automated deriva-
tion of parameters of optimization models of systems of
flexible energy resources. For this purpose, a data model for
the persistence of optimization model parameters has been
created. Numerical parameters are derived from time series
data after preprocessing within an integrated methodology.
Dependencies, i.e., connections of flows of individual re-
sources within the system, are extracted from an information
model representing the structure of the system.

The methodology addresses the previously labor-intensive
and error-prone nature of parameter derivation. Through the
structured process of parameter derivation, it ensures the
accuracy of parameters. Consequently, utilizing a validated
model structure, such as the design patterns [7], leads to
accurate optimization results. This structured approach sig-
nificantly contributes to the development of more accurate
and robust optimization models by combining advanced pre-
processing with a comprehensive representation of system
structures.

The validation shows the applicability of the methodology
for the parameterization of an optimization model of a CHP
system consisting of two resources. The use of the parameters
in an optimization model of the system for the generation
of a schedule and its comparison with previously not used
time series shows good agreement with low RMSE values
of 1% (gas-fired generator) and 6% (heat exchanger). The
methodology has been validated by means of a specific type
of flexible energy resource. Various kinds of flexible energy
resources, such as battery energy storage systems, electrolyz-
ers, heat pumps, or consumers [6], can be represented by
a parameterized instance of the generic optimization model
structure [7]. As the model structure represents resources
within systems by representing the operational boundaries,
the relationship of their input and output as well as their
system states, this modeling concept [7] can also be applied
for the optimization of a multitude of resource types. Thus,
the methodology described in this work can also be widely
applied.

In future work, the data preprocessing could be extended by
the method of Roche et al. [61], which applies autoencoders
and AutoDiff to reconstruct missing data in time series. This
would yield increased data quality. In addition to the param-
eterization of optimization models, the method for deriving
parameters could also be applied to for the creation of energy
performance indicator models [51], which currently poses
challenges to practitioners.
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