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ABSTRACT The rise of artificial intelligence, particularly the emergence of large language models (LLMs)
like ChatGPT, continuously reveals numerous advantages across various domains. However, the area of
project management has not yet been sufficiently explored. This study fills the research gap by conducting
an empirical evaluation of three well-known LLMs: OpenAI’s ChatGPT-3.5 and ChatGPT-4, as well as
Google’s Bard. The evaluation involves subjecting these LLMs to tests designed to prepare professionals
for project management certification by the Project Management Institute. The findings cast a positive light
on all three LLMs, with each model achieving scores exceeding 82%. Key insights acquired include: LLMs
demonstrate the ability to effectively answer project management certification exam questions; LLMs and
project managers should be viewed as a dynamic and complementary partnership; and project management
certification should evolve to include an assessment of how project managers collaborate with LLMs to

enhance project management.

INDEX TERMS Bard, ChatGPT, Generative artificial intelligence (Al), large language models (LLMs),

project management.

I. INTRODUCTION

High-visibility engineering projects often fail due to a lack
of proper project management and tools. The Berlin Bran-
denburg airport started construction in 2006, with a delivery
day in 2011, but was only delivered with a delay of 9 years
in 2020, an overrun of more than €6.2 bn compared to the
original budget, due to problems such as lack of a proper
information management system, poor construction planning,
execution, management, and corruption [1], [2]. Even if in-
formation management systems are available, information
technology (IT) projects may still fail due to poor project man-
agement practices. The Airbus A380 had production facilities
(16 different sites with 41 000 employees) around the world
with different teams using incompatible computer-aided de-
sign tools designing parts (electrical wiring harnesses) that did
not fit together (discovered only during physical assembly),
eventually delaying the project for 2 years and costing $6 bn
to the company [3]. U.K.’s National Health Service (NHS)
started one of the largest IT projects in order to introduce new
technologies in the health sector, which, however, failed and
was stopped after costing approx. £11.4 bn, due to (among
other reasons) the absence of phased change management,

lack of sufficient end-user engagement, and underestimation
of the project’s scale [4]. Countless other IT project failures
exist due to management reasons, among other factors [5],
[6], [7]. While such project failures may result in financial
and reputation-loss risks, sometimes they also result in fatal
accidents, as recently the two Boeing 737-MAX crashes were
linked to the design problems in sensors, technical compo-
nents, and practice failures [7].

The role of the project manager is critical to achieving the
project’s objectives [8], and certifications exist in order to
provide some degree of assurance about sufficient knowledge
of the area both in theory as well as best practices. Despite
the existence of best practices as well as their evolution in
all angles that comprise it over time, nowadays still a large
number of projects are not well managed and fail [6]. Typ-
ical pitfalls include a lack of efficient leadership within the
project, insufficient planning, poor communication, ineffec-
tive change management, team conflicts, unclear roles and
accountability, risk mismanagement, etc. In addition, there is
a shortage of project managers in several domains, e.g., for
IT projects, and their existence does not guarantee the quality
of project design and execution, as often there is a lack of

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

758

VOLUME 5, 2024


https://orcid.org/0000-0003-3519-8232
mailto:karnouskos@ieee.org

IEEE Open Journal of the
Industrial Electronics Society

time, experience, or resources. The utilization of emerging
artificial intelligence (AI) technologies in the scope of project
management is of interest as they have demonstrated sophis-
ticated competencies [9], [10], which could be relevant for
project management.

Over the last years, increased penetration of digital tools
and digitalization of processes had a significant impact on
project management and its processes [11]. As technology
advances, new technological competencies can be utilized in
order to increase the efficiency, transparency, and effective-
ness of efforts undertaken. One technology on the rise is Al,
and more specifically, Generative Al, which has the capability
to use deep learning to generate, e.g., text as a response to
prompts from the user. At the end of 2022, the world was taken
by storm by OpenAl’s ChatGPT, a chatbot that was made
public, and users could interact with it in natural language in
a wide range of aspects. ChatGPT is capable of generating
text as a reaction to prompts, which means essays, answering
questions, writing poetry, etc. In less than 2 months after its
release, it reached 100 million active monthly users, which
made it the fastest growing user base in history, while other
viral technologies such as TikTok took 9 months and Insta-
gram took 2.5 years [12].

The success of ChatGPT kick-started business wars on the
usage of Al chatbots, especially in the field of Internet search,
where technology giants such as Microsoft, Google, and
others compete. ChatGPT is an example of a generative pre-
trained transformer (GPT), which is a type of large language
model (LLM) and has been fine tuned for conversational ap-
plications. LLMs exhibit a wide range of competencies [9],
[10], [13] that need to be better understood and utilized pro-
ductively as part of systems, applications, and services. There
is currently an ongoing discussion about what the LLMs can
do, how well they can address challenges in different domains,
what their limitations might be, how they can be made af-
fordable, and even if they are subject to adversarial attacks
and what implications their usage in real-world systems, ap-
plications, and services might imply for the society [9], [14],
[15]. Project management could be one such domain where
LLMs could be utilized, and if successful, this could have
a significant impact on the way projects are managed in the
future, as well as their potential success, risk mitigation, and
qualitative outcomes.

The research question (RQ) investigated is: What potential
do LLMs have in relation to project management practices?
To grasp the potential of LLM, consider a project where the
project manager, the project team, and the project stakehold-
ers could take advice on project management issues 24/7
and drill down to their queries to understand the motiva-
tion of decisions and potential actions, something that would
be practically impossible at large scale within a project to-
day. This kind of democratization of project management
competencies, availability to the stakeholders, coupled with
sophisticated decision and argumentation, as well as address-
ing hypothetical challenges, could have a significant impact
on the domain and reshape the world of project management.
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Hence, the question arises if the LLMs can learn the
necessary qualifications of good project management and
can utilize theories and best practices toward address-
ing project management challenges [16]. In industry, the
certifications provided by the not-for-profit professional orga-
nization Project Management Institute (PMI) are the standard
for certification. Therefore, it would be of interest to assess
the LLM competencies under the scope of the exams that
project managers undertake in order to be certified. It is hy-
pothesized that LLMs are suitable in a specific context, i.e.,
for addressing project management challenges. Therefore, it
is investigated if the LLMs can possess the competencies of a
specific group, i.e., certified project managers, and to evidence
this hypothesis, some selected LLMs are experimented with,
by exposing them to the preparation exam questions of the
PMI that enables project managers to be certified.

Il. COMPETENCIES AND CERTIFICATION
Business and industry have utilized competency models in
order to select employees [17]. The focus is put on specific
characteristics and skills that can provide some confidence
with respect to the knowledge, ability, skill, experience, etc.,
that someone needs to possess in order to effectively per-
form the task(s) associated with a specific role [18], [19].
The matching of organizational needs with specific competen-
cies in employees leads to better products and services [20].
The confidence in the competencies of an individual can be
acquired via various means, e.g., university degrees and pro-
fessional certifications [21], which act as a credible source that
their holder possesses these skills, knowledge, experience, etc.

Certifications can be versatile, but overall, they also involve
tests that need to be passed, and often, the grading signifies
how well the individual has understood the material or is
able to utilize it in the context of the test questions. While it
would be a logical fallacy to equate the capability of passing
such a theoretical test with the capability and competence of
carrying out complex actions, in general, e.g., solving situated
problems and challenges, such certifications and tests are the
current way several competencies can be assessed, and they
do offer a degree of confidence and can serve as an indicator
of the expected future performance of the individual that holds
such a certification [22]; hence, it should be considered as an
indicator and not as a guarantee of that future performance.

Project management is a complex area that comprises of
management practices, principles, processes, tools, and tech-
niques that enable leaders and managers to design and execute
projects successfully [8]. To capture the qualifications needed
for good project managers, the industry standard certification
offered is via the PMI, as they have a comprehensive training
and certification program in place that utilizes best practices,
something that is now part of the international standard ISO
21500. This certification can be awarded via an exam, and
preparatory courses exist for it.

Certification of project managers is seen as beneficial [23]
as it gives a certain assurance on the knowledge of best
practices that can be applied in the context of planning and
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execution of a project. In addition, via certification, there
are additional beneficial influences on education, quality, and
professionalization with respect to project management [24].
The certification assumes a mastering of the body of knowl-
edge in the domain of project management, and passing that
certification exam indicates that the holder has the necessary
knowledge and knows how to apply it professionally [25].
Familiarity with the industry and technical expertise are re-
quired by project managers in order to be successful [26], and
this is challenging. While best practices are outlined [8], the
certified project managers should not be considered as people
who follow only a specific procedure like trained technicians,
but as reflective practitioners who can adapt to the needs of
the situation based on their project management knowledge
and best practices [27]. While best practices are outlined, e.g.,
in [8], the certified project managers should not be considered
as people who follow mechanically a specific procedure like
trained technicians, but as experienced practitioners who can
adjust to the needs of the situation and utilize effectively the
best approaches. Therefore, certification has grown rapidly in
the last years, and certified individuals are considered in the
industry as a signal of future performance [22], even if this is
not guaranteed.

lil. LLMS AND EXAMS
Generative Al can learn patterns and structures from train-
ing data and generate similar multimodal outputs such as
text, images, sound, etc. Al overall has been suggested as
a potential helping hand that could augment or automate
human intelligence in complex and unstructured tasks such
as those relevant to open innovation [28]. LLMs are exam-
ples of Generative Al that exhibit skills for a wide range of
tasks (as opposed to task-specific neural networks). LLMs
have made significant advances [13], and some of the latest
ones, such as GPT-4, are considered to exhibit good inductive
reasoning [29], [30] and general intelligence and competen-
cies such as image generation, coding, mathematical abilities,
interaction with the world, interactions with humans, and dis-
criminative competencies, while their performance is in many
cases very close to human level performance [9]. Today, sev-
eral LLMs exist, both proprietary and open-source ones [31].
Several tests exist to evidence the performance of the LLMs
on a variety of data and situations, and the results are promis-
ing in several domains [9], [10], [13], [32], [33]. For instance,
ChatGPT was found to exhibit skills that allow it to perform
at par with humans in algorithmic tasks, attend multiple ques-
tions in a query and answer them, create good summaries of
text, code very well, is more ethical and truthful than previous
models but also is worse than potential single-task fine-tuned
models, might provide different results for the same prompt
depending on its version, may underperform in underrep-
resented languages and sometimes consider only utilitarian
morality to ethical dilemmas [32]. The ongoing research in
LLMs will shed some more light on their competencies [33],
[34].
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Among all tests, however, what has mostly captured the
public eye and surprised people is the capability of the LLMs
to perform well on exams that were directed toward hu-
mans [34], and up to now, were considered too complex to
be addressed from machines, e.g., due to their nature of open-
ended questions, or the needed understanding of context. In
the law domain, GPT-3.5 was able to achieve a passing rate
on two categories of the bar test in the U.S. in the multistate
multiple choice section of the Bar Exam known as the Multi-
state Bar Examination and achieve parity with the human test
takers [35]. Other evaluations on GPT-4 put it in the top 10%
of test takes in law exams [34]. In the medical domain, LLMs
were subjected to 60K+ multiple-choice questions sourced
from the Chinese National Medical Licensing Examination,
where GPT-4 had the best accuracy of 61.6% but worse than
the average human exam taker, which is at 71.6% [36].

Similarly, in Japan, ChatGPT-4 has been able to pass the
Japanese national medical licensing examinations of the
last 6 years, albeit sometimes its solutions reflect choices
that should be avoided, e.g., proposing euthanasia [37].
ChatGPT-4 passed the US Medical Licensing Examination
and was also capable of explaining medical reasoning and
even crafting new counterfactual scenarios around a medical
case [38]. In the physics domain, an exam of 100 radiation
oncology physics questions at Mayo Clinic was developed,
and it was passed while several models outperformed
humans [39]. In university degree level physics, several
course exams of 2018-2021 were passed, while overall, the
performance was below that of the average student [40].
LLMs were also evaluated toward a computer science degree
program [41], and while, e.g., ChatGPT-3.5 averaged 79.9%
in ten modules and passed 9 out of 10, it would not pass the
degree program due to limitations in mathematical calcula-
tions, which led to its failure to one of the ten modules. In
the business administration domain, ChatGPT could achieve
a passing grade of B to B- on the final exam of an MBA core
course on operations management [42], which, however, does
not provide a detailed view of the other MBA courses that
could also be passed. Apart from the evaluations in several
domains, the utilization of LLMs in management education
could also be beneficial [43]. A set of comprehensive exams in
different domains was carried out [34], which showed several
LLMs passing various exams in a multitude of domains
such as the uniform bar exam, LSAT, GRE, exams in art
history, biology, calculus, chemistry, micro-/macroeconomics,
physics, statistics, and psychology, etc.

LLMs do exhibit some competencies as they attempt to
mimic complex human activities, but they differ from human
cognitive structures in the way they interpret and organize
knowledge [44]. LLMs evolve with the interactions they carry
out and get more capable while exhibiting emergent behavior
that does not express the values of their creators and it is
challenging to interpret their inner workings [45]. Further
fine-tuning with human feedback has the potential to better
align the LLM with the human intent [46]. Their constant
evolution can also be seen by the continuous roll-out and
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updates on the publicly available models, e.g., ChatGPT [47]
and Bard [48] (rebranded as Gemini in 2024) are updated
several times in a month, something that also impacts their
behavior. Apart from the evaluations in several domains, the
utilization of LLMs in management education could also be
beneficial [43]. Finally, efforts are being carried out toward
reducing the cost of LLMs while also improving their perfor-
mance [49], which may enable the much wider utilization of
LLMs, while also considering a balanced view of the chal-
lenges they face and the contributions they can make [50]. It
is estimated that for a significant part of the US workforce,
LLMs are expected to impact their tasks independent of wage
levels, jobs, and industry, and therefore, the potential implica-
tions of LLMs in the labor market could be significant [51].

IV. LLMS IN PROJECT MANAGEMENT

While several exams and utilization of LLMs in various do-
mains are evidenced in the literature, when it comes to the
domain of management, only a handful of efforts exist [16].
Some general aspects of the management domain overall
could benefit from the exhibited LLM competencies [52].
However, when it comes to exams in management, limited
investigations have been carried out so far, e.g., the assessment
of ChatGPT on the MBA exam [42], but no other works seem
to have addressed the angle pursued in this work. In literature,
works exist that highlight the need and potential benefits of Al
to project management [53], which point that Al is expected
to significantly enhance tasks that are currently carried out
by project managers and their teams, e.g., in creating project
schedules, analyzing implications, tracking project progress,
identify deviations, prioritize tasks, etc. However, while Al
expectations are evident, empirical assessments to see how
Al approaches, such as LLMs can fulfill them are scarce.
For instance, recently, GPT-4 was assessed and compared to
project managers with respect to project planning, concluding
that while AI can help, especially as efficient starting points,
human expertise is still necessary to validate and improve the
Al-generated project plans [54]. This work, therefore, fits well
in proving how well these identified needs can be fulfilled with
LLMs.

LLMs have started expanding their competencies via the
usage of tools [55], but no explicit assessment of project
management tools is yet sufficiently analyzed in the literature.
Such a development is important as then LLMs can expand
their competencies and use existing task-specific tools or tech-
niques that could have an impact on their competencies, e.g.,
they could use specific Al techniques for developing a reliable
parametric cost model in the concept stage of a project [56].
This is considered important, especially since, due to the
multimodal complexities, such aspects have been excluded.
Because there is a lack of investigations when it comes to
the utilization of LLMs in project management, this work can
make some novel contributions.

This is the first study of its kind that reports on the as-
sessment of LLMs in the domain of project management, and
specifically on the exam that is used by the PMI to certify the
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project managers. In addition, it provides a comparative analy-
sis of cutting-edge LLMs, i.e., ChatGPT-3.5, ChatGPT-4, and
Bard, which can enable a better understanding of their compe-
tencies and evolution (e.g., from ChatGPT-3.5 to ChatGPT-4).
Finally, via the critical discussion, not only does it cover a
white spot in the literature but also enables the positioning
with respect to the competencies of LLMs in other fields,
where also exams have been realized [34].

V. RESEARCH METHODOLOGY

The aims of this work in assessing the competencies of LLMs
require a systematic approach in order to be able to acquire
the needed data and answer the research question. While
several LLMs are available, including some as open source,
for many, their instantiation requires significant computational
and storage resources. Therefore, it was decided to use already
hosted LLMs where access can be obtained, i.e., OpenAl’s
ChatGPT-3.5 (GPT version 3—first released on 30 November
2022), OpenAl’s ChatGPT-4 (GPT version 4—first released
on 14 March 2023), and Google’s Bard (first released on
21 March 2023). The research carried out is categorized as
empirical, it is grounded on the belief that direct observation is
an appropriate way to measure reality and generate truth about
the world [57]. The focus is on experiments with LLMs, and
capturing the interactions with them in order to analyze and
understand their competencies.

The selection of both ChatGPT-3.5 and ChatGPT-4 is seen
as necessary as these are two different generation models,
differing in the number of parameters and capabilities among
them [58] as well as with Bard. However, one should not
consider that because ChatGPT-4 is a more advanced model,
it is also always a better one, as the empirical tests show, e.g.,
in Tables 3 and 6, ChatGPT-3.5 scores better than ChatGPT-4.
So, both are needed for the comparative analysis because the
assumption that a later model always performs better than the
previous one does not hold.

A series of questions are asked to the selected LLMs and
the responses are evaluated for correctness. The questions
asked stem from the PMI’'s PMP Exam Prep, which contains
questions aimed at candidates who want to acquire the project
management certificate of the PMI [59]. The questions were
input via the web interface of the models, and no parameters
were adjusted for the model (e.g., temperature). A zero-shot
approach is followed, without prompt engineering or other
efforts in order to achieve the best performance from the LLM.
Also, other methods such as prompt engineering, chain-of-
thought, and retrieval augmented generation were not utilized,
but are seen as future work to investigate the performance
limits of LLMs, rather than their out-of-the-box zero-shot ca-
pabilities, which is the core focus of this research. The method
is similar to the one carried out by Terwiesch [42] in the
management domain as well as all the other examinations [34]
and aims to rely on existing assessment tests for its objectives.

The collected data, i.e., the responses to the questions posed
to each LLM, were scored along the criteria defined in the
PMI exam preparation book [59], which provided the answers

761



KARNOUSKOS: RELEVANCE OF LARGE LANGUAGE MODELS FOR PROJECT MANAGEMENT

TABLE 1. Overview of the Dataset Areas and Question Representation

Topic Subactivities Questions  Selected  Representation
Activity 1: Creating a high-performing team 7 23 23 100%
Activity 2: Starting the project 11 56 34 61%
Activity 3: Doing the work 8 37 36 97%
Activity 4: Keeping the team on track 8 31 31 100%
Activity 5: Keeping the business in mind 5 20 20 100%
Mastery 1: Reviewing creating a high-performing team 21 21 100%
Mastery 2: Reviewing starting the project 27 27 100%
Mastery 3: Reviewing doing the work 24 24 100%
Mastery 4: Reviewing keeping the team on track 21 21 100%
Mastery 5: Reviewing keeping the business in mind 15 15 100%
Total addressed in this research: Five activities and Five masteries 275 252 92%

to the asked questions or guidelines on how to assess free-text
answers. The researcher compared the answers from each one
of the LLMs to the exam’s question, and then, scored each
answer independently as if it were an answer coming from a
human examinee. Points were awarded for the correct answers
to multiple-choice questions. For the questions that required a
(unstructured) text reply, the answer of the LLM was assessed
according to the guidelines given in the exam preparation
book [59], and the scores reflect the degree of correctness
achieved. Each answer was normalized in the range of [0...1],
denoting the percentage of correctness in the answer, with 1
denoting a 100% correct answer.

Several actions have been undertaken in order to address
validity and reliability. The existing questions that are in the
PMP exam preparation [59] were used and not developed by
the researcher; hence, industry-standard questions and assess-
ment practices from the PMI, which provides widely accepted
certification for project management, are used. The questions
correspond to a wide area of project management topics and
stem from theories in the fields and measure to a degree
what they are supposed to measure (validity), all of which is
reused and relied upon by the experience of the certification
process of PMI. To address the internal validity, the same
exact questions were asked to all assessed LLMs (that exist
in the PMP exam preparation [59]), and the scoring of the
answers is objective as it follows the answers and evaluation
considerations for each question as given in the PMP exam
preparation book [59]. Finally, the exact training and test-
ing data that were used for the LLMs are undisclosed, and
therefore, it cannot be excluded that the prompts posed in
the carried-out experiments do not already exist in the data
(data contamination) [60], [61]. If this is the case, then the
LLM is merely retrieving the solutions to the tests rather than
actually creating a solution. Based on the scores achieved per
criterion, it is considered unlikely (higher scores would be
expected, especially in some multiple-choice questions), but it
also cannot be excluded, and as such, this constitutes a threat
to the validity of this work.

VI. EMPIRICAL FINDINGS

The questions from the PMP exam preparation book [59]
cover a wide range of project management issues along the
key areas of expertise [8] that every certified project man-
ager should possess. The dataset collected follows the same
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structure as the PMP exam preparation test, which can be seen
in Table 1. There are five main Activities, each of which has
a number of subactivities for which questions are asked. Each
activity is coupled with a Mastery Builders, which evaluates
additional aspects in the same area as the respective Activity
(e.g., Mastery 1 has questions in the area of Activity 1).
While the questions in the Mastery tests are multiple-choice
questions, the questions in the subactivities are mixed as they
contain both multiple-choice questions as well as questions
that need to be answered in the free-flow text. In that sense,
the scoring of mastery tests is explicit, while for the questions
of the subactivities that require free-flow text, guidelines are
given on what the answers should contain, and the examiner
(in this case, the researcher) scores them accordingly to the
degree of fulfillment.

From Activity 2 (Starting the Project), the Activity 2-3
(Estimating Project Costs), which had nine questions, and
Activity 2—4 (Estimating the Cost Baseline), which had six
questions, were excluded. This was done because these two
subactivities wanted the examinees to work with specific data
files and figures, which was impossible to uniformly use
along the three models under investigation in this work (only
ChatGPT-4 has such capabilities); hence, it was decided to
exclude them. This also explains the low representation in
Activity 2, which is due to the exclusion of 15 questions
from these two subactivities. In addition, it can be seen in
Table 1, from the available questions in each section, some
are omitted because it was asked to carry out tasks that were
either of no interest for this evaluation or could not be given
as a task to all three LLMs under investigation. This is clearly
reflected in the final number of questions selected as well as
the representation columns in Table 1.

Overall, the three LLMs were examined on a total of
252 questions each, representing 92% of the exam prepara-
tion questions in [59]. This gives confidence that the results
achieved are representative, even with some categories ex-
cluded. This practice, which focuses only on text-based
interaction and utilization of the exam parts that can be de-
scribed in text, is also common to other exams where LLMs
were assessed.

A. ACTIVITY 1: CREATING A HIGH-PERFORMING TEAM
The success of a project highly depends on the involved peo-
ple, and therefore, it is vital that efforts should be taken under
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TABLE 2. LLM Performance Results on Activity 1 and Mastery 1 Tests

TABLE 3. LLM Performance Results on Activity 2 and Mastery 2 Tests

Topic ChatGPT-3.5  ChatGPT-4 Bard Topic ChatGPT-3.5  ChatGPT-4 Bard
Activity 1-1: Build a team 100% 100% 100% Activity 2-1: Determining the appropriate project methodology 100% 100% 80%
Activity 1-2: Defining team ground rules 100% 100% 100% Activity 2-2: Planning and managing scope 82.14% 100%  82.14%
Activity 1-3: Negotiating project agreements 50% 100% 50% Activity 2-3: Estimating project costs a 2 2
Activity 1-4: Empowering team members and stakeholders 87.50% 87.50%  87.50% Activity 2-4: Estimating the cost baseline a @ @
Activity 1-5: Training team members and stakeholders 75% 75% 75% Activity 2-5: Creating an activity list and a milestone list 100% 100% 100%
Activity 1-6: Engaging and supporting virtual teams 75% 83.33% 75% Activity 2-6: Sequencing activities . 100% 100% 100%
Activity 1-7: Building shared understanding about a project 60% 100% 70% Activity 2-7: Planning and managing quality 100% 100% 100%
Activity T (composite) 7821% 92.26% 79.64% Activity 2-8: Integrating project planning activities 100% 100% 100%
Mastery 1: Reviewing creating a high-performing team 85.71% 95.24%  95.24% Activity 2-9: Managing suppliers and contracts 62.5% 75%  62.5%

The bold values denote the highest achieved score.

the umbrella of project management to enable the project team
to carry out their tasks in an efficient and effective manner.
The project manager plays a pivotal role not only in putting the
team together to fit the project’s needs but also in enabling a
shared understanding of the project and its goals, empowering
the team, e.g., with training and tools to be effective and
collaborative, as well as to be able to manage the relation
and interaction with the various stakeholders involved in the
project [8]. The questions in this section aim to test how the
LLMs can deal with these aspects.

Table 2 shows that all LLMs are effective and can address
such challenges in this project area. All of them achieved high
scores with the exception of Activity 1-3 where negotiation
aspects were partially addressed by ChatGPT-3.5 and Bard,
as well as Activity 1-7 where again these two LLMs unveiled
weaknesses in areas of applying techniques for achieving
agreement in agile environments and establishing a shared
vision within the project. On the mastery test for this topic,
ChatGPT-3.5 was less successful as it partially addressed is-
sues that the other two models had addressed, e.g., aspects
of effective team charter, while it failed on others, e.g., ex-
cluding reasons from the PMI motivation for publishing its
code of ethics or what constitutes a training cost estimate.
Overall ChatGPT-4 significantly outperformed the others in
the Activity-1 tests and was at par with Bard on the Mastery
test, while ChatGPT-3.5 lagged behind.

B. ACTIVITY 2: STARTING THE PROJECT

With the team engaged and empowered, the next step is
to properly plan the project, which includes different as-
pects such as the budget, schedule, scope, quality, activities,
procurement, and closure, following well-established method-
ologies and best practices [8]. The questions under Activity-2
aim to capture these factors and assess to what degree the
LLMs are not only in a position to know the right actions but
also apply them in hypothetical scenarios.

Table 3 shows a compelling view of the performance
achieved in the different categories. While some practical
applications in specific scenarios are excluded (Activities 2-3
and 2-4), it can be seen that most areas could be very well
to excellently addressed by all LLMs. However, weaknesses
are evident in Activities 2-9 and 2-10 where it seems that
LLMs could not figure out the right course of action for a
hypothetical situation, as well as when the verification of
assumptions made for a phase should happen. Interestingly
enough, all three LLMs had the same weaknesses in some
questions. Similarly, in the mastery test, a common weakness
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66.67%

87.5%
88.76%
94.44%

66.67%

100%
93.52%
92.59%

66.67%

87.5%
86.53%
87.04%

Activity 2-10: Determining governance

Activity 2-11: Closing a project or phase

Activity 2 (composite)

Mastery 2: Reviewing starting the project
The bold values denote the highest achieved score.

TABLE 4. LLM Performance Results on Activity 3 and Mastery 3 Tests

Topic ChatGPT-3.5  ChatGPT-4 Bard
Activity 3-T: Assessing and managing risks 50% 50%  66.67%
Activity 3-2: Executing a project with urgency 100% 100% 100%
Activity 3-3: Planning communications management 90% 70% 70%
Activity 3-4: Creating a stakeholder register 56.25% 87.50%  87.50%
Activity 3-5: Creating a stakeholder engagement assessment matrix 100% 100%  87.50%

Activity 3-6: Creating project artifacts 66.67% 5%  41.67%
Activity 3-7: Managing project changes 87.50% 87.50%  87.50%
Activity 3-8: Managing project issues 100% 100%  88.33%
Activity 3-9: Ensuring knowledge transfer for project continuity 80% 80% 100%
Activity 3 (composite) 81.16% 8333% 81.02%

Mastery 3: Reviewing doing the work 72.92% 83.33%  64.58%

The bold values denote the highest achieved score.

was the correct process steps to create a project budget. Bard
shows lower performance for both the activity and mastery
tests when compared to the other two LLMs, while in the
mastery test, ChatGPT-3.5 surprisingly slightly outperforms
ChatGPT-4, which validates the reasoning for including both
versions of ChatGPT in this test.

C. ACTIVITY 3: DOING THE WORK

The next step consists of the project execution aspects. Having
a successful plan, as discussed in Section VI-B, is a promis-
ing start, which, however, needs to be coupled with effective
execution in order to deliver the business value promised via
the project. Key tasks include risk management and miti-
gation, communication management, stakeholder interaction
management, change management, knowledge transfer, cre-
ation of project artifacts, etc., all of which are challenging and
need to be effectively addressed [8].

Table 4 shows an overall good performance, with some
weak spots for all models. For instance, in the activity tests,
weaknesses were detected in how the LLMs address the posi-
tive risk (opportunity) or negative risk (threat) as well as how
these risks could be triggered. Issues pertaining to artifact
management and tools to use also emerged as weak spots.
Similarly in the mastery test, all models faced issues identi-
fying risks when presented with statements in a hypothetical
scenario, as well as managing issues and how to proceed ef-
fectively with effective change control systems. Overall, while
ChatGPT-4 performed technically best, the difference with the
other models in the activity tests was marginal. However, in
the mastery test, ChatGPT-4 outperformed by a wide margin
both its predecessor, as well as Bard that had its worse test
performance on all tests carried out in this topic.

D. ACTIVITY 4: KEEPING THE TEAM ON TRACK

Considering that the previous phases were successful, the
project has started and is executing effectively. It is now more
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TABLE 5. LLM Performance Results on Activity 4 and Mastery 4 Tests

TABLE 7. Overall LLM Performance (Composite Scoring)

Z(mic S ChatGPT—%-; ChatGPIE-gq B7a§rg Topic ChatGPT-3.5 ChatGPT-4 Bard
ctivity 4-1: Leading a team lo lo 5% T ] 1o} 17 7
Activit)); 4-2: Using egamed value management 90.62% 90.62%  84.38% Act1v1t1.es 1-5 (Compos%te) 83.13% 920.31% - 82.16%
Activity 4-3: Supporting team performance 100% 100%  100% Masteries 1-5 (composite) 86.71% 89.95%  84.13%
Activity 4-4: Addressing impediments 66.67% 88.89%  66.67%

Activity 4-5: Managing conflict 100% 100% 75%

Activity 4-6: Collaborating with stakeholders 100% 100% 100%

Activity 4-7: Mentoring stakeholders 100% 100% 100%

Activity 4-8: Applying emotional intelligence 100% 100% 100% : : .

ATV 7 (comoriis TSI ST TeT detected in regulatory compliance risks and how these can
Mastery 4: Reviewing keeping the team on track 90.48% 95.24%  90.48% be mltlgated Other common weaknesses were detected in

The bold values denote the highest achieved score.

TABLE 6. LLM Performance Results on Activity 5 and Mastery 5 Tests

Topic ChatGPT-3.5  ChatGPT-4 Bard
Activity 5-1: Managing project compliance 50% 75% 50%
Activity 5-2: Using decision tree analysis 80% 100% 80%
Activity 5-3: Addressing internal and external business environment changes 83.33% 83.33% o
Activity 5-4: Discussing organizational influences on projects 83.33% 83.33%

Activity 5-5: Employing continuous process improvements 83.33% 83.33%
Activity 5 (composite) 76% 85% 76%
Mastery 5: Reviewing keeping the business in mind 90% 83.33% 83.33%

The bold values denote the highest achieved score.

important than ever to ensure that the team stays on track
and it is up to the project manager to lead by guaranteeing
that conflict can be addressed, obstacles can be removed,
and stakeholders can purposefully interact with the team. To
carry out such tasks, the project manager must be in a po-
sition to inspire, motivate, and influence all parties involved
(team members, other stakeholders), to identify and address
impediments, obstacles, and blockers, to be able to find ap-
propriate resolutions to conflicts that may derail the project,
and generally boost the team by also capitalizing on emotional
intelligence [8].

Table 5 shows that all LLMs are successful in addressing
aspects that keep the team on track. As seen from the scoring
in the activity topics, most aspects are well addressed, with the
potential partial exception of impediments, where the LLMs
had some difficulty in properly identifying and distinguishing
among impediments, blockers, and obstacles in hypothetical
scenarios. ChatGPT-3.5 and Bard also had some weaknesses
when it came to the leadership style that best represents the
project manager. Similarly, in the Mastery, the scores were
high, but all three LLMs failed to identify the best example of
a blocker, something which is a similar weakness as identified
in the Activity test. Overall ChatGPT-4 achieved the highest
score, which was also the best overall score in the carried out
tests, and addressed almost all aspects of this area excellently.

E. ACTIVITY 5: KEEPING THE BUSINESS IN MIND
All projects are influenced by internal or external factors,
which can impact the project and affect its success. It is up
to the project manager and her/his skills to anticipate and
address the changes while ensuring compliance with regula-
tory requirements and the organizational structure, alternative
delivery options, as well as employing continuous improve-
ment processes [8]. All the above should be done with the aim
of project success and the delivery of the business value the
project targets to its beneficiaries.

Table 6 shows that most aspects can be well addressed
by the LLMs; however, there are weaknesses in almost all
criteria by all LLMs. In the Activity tests, some issues were
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aspects that need to be considered in a change manage-
ment process of managing agile projects, as well as how the
organizational culture, style, communication, and structure
are reflected. On the Mastery test, all LLMs had issues in
properly identifying some organizational structure in a hypo-
thetical scenario, while some other issues were also reflected,
e.g., the proper identification of tools for quality management
issue identification, etc. Overall, as can be seen from the
composite activity score, the competencies of all LLMs are
good, with ChatGPT-4 being ahead of the competition, while
surprisingly, in the Mastery test, ChatGPT3 outperformed
both other LLMs, which were equally performing. This re-
sult validates the reasoning behind including both versions of
ChatGPT in this test.

F. OVERALL LLM PERFORMANCE

The previous sections have presented a detailed view and
insights into the empirical results acquired per test. Overall,
252 questions were submitted to each model and evaluated.
Considering a composition of all Activities and Masteries
based on the scoring of their subparts (average), the metrics
presented in Table 7 are derived.

As can be seen in the composite assessment, ChatGPT-4
achieves the highest score both in the Activity as well as in the
Mastery tests. The obtained results are in line with an online
LLM-based automatic evaluation [62] that is based on the Al-
pacaFarm evaluation set [63], which tests the ability of models
to follow general user instructions. ChatGPT-4 presents a
clear enhancement over its predecessor, ChatGPT-3.5, and at
least in the context of the carried-out tests, also outperforms
Bard. In this composite score, it is seen that ChatGPT-3.5
also outperforms Bard, albeit with less advantage than that
of ChatGPT-4. While these composite scores may serve as
an indication, they should not be generalized for other cases,
as even in the carried-out tests, both ChatGPT-3.5 and Bard
were outperforming ChatGPT-4 for specific tests. Therefore,
it is suggested that the competencies of each model are always
assessed in the specific tasks the model is intended to assist
with.

As can be seen from the results, all the LLMs provided
wrong answers in some of the tests, and none achieved a
perfect score. While it would be interesting to understand why
they would answer wrongly, an analysis of the wrong answers
across all categories did not reveal an identifiable pattern of
why specific questions were provided with wholly or partially
false answers. Understanding where and why LLMs fail can
be an interesting area of future research.
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VIl. DISCUSSION

Overall, the empirical results put the three LLMs that were
experimented with in a very positive light. Considering that
92% of the questions that are typically used to prepare human
project management professionals for their exam in order to
be certified from PMI, and scores above 82%, means that all
three LLMs are well-prepared to handle the different diverse
project management challenges, at least in theory. Overall, the
LLMs seem to possess remarkable competencies that could
also benefit the domain of project management, and as attested
in the literature, go toward exhibiting general intelligence [9].
Therefore, the research question posed with respect to the
potential of LLMs in relation to project management prac-
tices, e.g., in being certified as project managers, can be
answered with a degree of confidence that, at least for the
tested parts, these LLMs would probably pass the exams.
However, it has to be considered that some multimodal as-
pects were excluded from the tests; hence, formally, the LLMs
would need to address that part in an official certification
exam. Currently, only ChatGPT-4 has multimodal competen-
cies and could potentially be a candidate for these parts of the
PMI test.

LLMs, especially newer ones such as GPT-4 seem to have
impressive capabilities in passing exams [34]. Such concerns,
especially with tests designed for humans and utilizing them
to evaluate Al, are seen critically, as the way knowledge is
ingested may have led to memorization patterns [64], and
aspects such as even slightly changing the way a question
is phrased may lead to different model performances (and
answers), something that may not hold for humans. Therefore,
one has to be skeptical about such LLM competencies, if they
reply on memorization patterns or they are a result of contami-
nated data (since for several LLMs the training material is not
fully clear), or if the answers are highly volatile, depending
even on how something is asked.

In this work, although the experimental results indicate
that the LLMs could potentially pass the PMI exam and get
certified as project managers, it would not imply that they can
be effective project managers. In an analogy, while an LLM
may pass the theoretical exam of a driving test, it does not
necessarily mean that it has the competence to be a good
car driver. This is considered a weakness when evaluating
LLMs, as the specific exam may not capture additional an-
gles and all the facets of daily work, e.g., other qualities that
make a good project manager beyond theoretical expertise and
potentially problem-solving competencies, e.g., interpersonal
skills. Overall, it is known that exams such as licensing exams
put a stronger emphasis on knowledge rather than how this
may be applied in the real world. That the LLMs are exactly
mastering such knowledge ingestion, could provide the false
sense that knowing something (or deriving it from a pattern)
may also imply competence in the application of that knowl-
edge in real-world scenarios. Passing an exam does serve as a
strong indicator that the theoretical parts are considered, and
the justification provided shows some reasonable logic behind
choosing specific answers, actions, or strategies, but this does
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not mean that it can be generalized that they would perform
excellently as project managers.

Considering the multiple-choice questions in the tests, one
could argue that based on the training of similar texts, such an-
swers may be easily obtained. However, when presented with
more complex scenarios (as is the case for several free-text
questions posed in the test and shortly discussed in Sec-
tion VI-F, bring into light the competence of LLMs to handle
complex aspects. Several of such complexities were well-
tackled in the project management domain, and this seems to
be at par with similar results achieved in the other domains
reported in the literature.

The results show that while all models perform reason-
ably well when it comes to very specific aspects of project
management, they are challenged. This is in line with observa-
tions in other fields, e.g., in medicine, where general-purpose
LLMs trained predominantly on general text data may have
inadequate exposure to domain-specific texts (e.g., business
processes and industrial electronics), and further fine-tuning
could be beneficial. This would imply that LLMs could poten-
tially improve if fine-tuned on additional project management-
specific texts.

Fine-tuning, apart from enhancing the domain-specific
competencies of the LLM, can also avoid potential issues
such as the generation of outputs that can be perceived as
hallucinations, untruthful, toxic, or even not helpful to the
user. In the empirical results evaluated, such answers existed
and were merely perceived as wrong answers that did not get
any scoring points. However, in the overall project manage-
ment context, these might be disastrous; the provision of bad
project management advice may lead to unjustified resource
usage and be linked to financial, organizational, and reputa-
tion losses. While this happens in project management also
from reputable consulting experts, people tend to consider that
machines do not make mistakes, and as such, impose higher
standards on them. This is similar to evaluations from other
domains, e.g., in medicine where ChatGPT confidently pro-
poses immoral decisions such as euthanasia of patients [37].

The empirical results shown in Section VI show a very
good understanding and application of the theoretical con-
cepts, even in complex scenarios. It could, therefore, be that
LLMs could act as advisors to project managers and enable
them with views on how to carry out daily tasks and hypothet-
ical situations, even if the way LLMs interpret and organize
knowledge differs from humans [44]. In addition, because
from the empirical results, a mastery of the theoretical aspects
is attested, new roles for LLMs could emerge, such as their
inclusion in management education [43]. In this case, the
certification process may need to be altered and not consider
the humans as a knowing-all entity but rather as a collabora-
tive constellation between the project manager and the LLM
who advises her/him. Such collaborations between humans
and Generative Al may be beneficial if their competencies
and limitations are well understood [14], [52]. Others also
indicate that technical skills can be replaced by Al, while con-
ceptual skills and human skills can be enhanced by Al [53].
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In the future, the capability of the project manager to utilize
LLMs, e.g., via prompt engineering [65], and critically assess
the competencies of the LLM in specific complex situations
should be included in the certification tests. In addition, the
focus on human training could be put on areas that LLMs
underperform, e.g., Activity 4-4 (addressing impediments) or
Activity 5-1 (managing compliance), with the result of high
project management performance by the project manager as-
sisted by the LLM.

The responses in the experimental scenarios posed to the
LLMs show that the LLMs can respond well to hypothet-
ical scenarios posed as problems in the domain of project
management, although these were directed toward human
problem-solving skills. This is in line with similar findings
from the other exams carried out as well as more complex
and unstructured tasks, e.g., in open innovation [28] where
high-level management functions of mapping, coordinating,
and controlling could be learned and assist humans in context-
specific efforts. Others identified several functionalities that
could be beneficial to be delegated by the project managers to
the AI [53]. The study indicates that project managers recog-
nize the need to address basic project management processes
but are also willing to accept technologies that would improve
other aspects of the project, e.g., their work as leaders. This is
significant and complements this research well, as it comes
from the top down, i.e., project managers, and targets Al,
while this work comes from the bottom up, i.e., LLMs as
a technology to assist and potentially be integrated with the
automation of such tasks or decision-making processes.

The empirical results acquired from the test have shown
that LLMs can, to a large degree, predict the correct answers.
However, only for some of the answers was the reasoning
behind it provided. In that sense, it is not always clear (for
the multiple-choice questions) if the LLM had the knowledge
and provided the right answer or if this was merely a lucky
guess. Such limitations are common in LLMs [66] and might
depend on the way a question is asked (prompt engineering).
This opens Pandora’s box with respect to potential adversarial
attacks, and even if this is not explicitly attacked, LLMs might
not be robust, e.g., they will provide varying answers for
the same question, potentially leading to false guidance for
project management tasks in specific contexts.

LLMs offer good reasoning competencies [29], [30], and
this has been observed in some of the answers given by the
models during the test, even if we did not explicitly ask for
it. This can be further evaluated by extending the experiments
carried out in this work and explicitly asking the LLMs to jus-
tify their answers via appropriately crafted prompts. As such,
LLMs can even act as a helping hand not only by providing
advice for project management tasks, but also the justification
for them, or even be used by project participants to potentially
explain why some project management decisions taken by the
project manager make sense, even if this is not immediately
obvious.

While the project management-specific aspects are evalu-
ated, some others, such as social aspects or ethics that may
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be relevant to decision making, are not sufficiently reflected
in the exam questions. In addition, the impact of a wrong
decision is merely not getting the respective points, while
decisions in the real world have different impacts over time
horizons as risk management and decision-making theories
consider [67]. As such, there is a need for a more rigorous
evaluation that goes beyond exam passing or technical bench-
marking [66] and also evaluates the impact implications of the
decisions made, including the alignment with human prefer-
ences [68]. All of the questions in the test took seconds to
answer, even for the complex scenarios and free-text replies.
As such, it can be asserted that tasks can be executed faster
with LLMs, while a high-quality outcome is achieved in most
cases, something that could enable humans to work faster and
better.

In light of these considerations, based on the empirical
evidence collected from three state-of-the-art LLMs, modern
LLMs possess qualities that would enable them to be certi-
fied as professional project managers and carry out typical
project management actions or at least confidently and cor-
rectly advise about them. This is by itself an excellent result,
considering that none of the tested LLMs had been trained
explicitly in the project management domain. However, as
discussed, while correct answers could be provided, there are
several factors that may impact their behavior, and therefore,
we would suggest that LLMs are further evaluated more thor-
oughly for project management-related tasks and activities.

VIil. CONCLUSION

The motivation for this work was to investigate the potential
of LLMs in relation to project management. Existing general-
purpose LLMs, although not trained explicitly in project
management, already possess significant competencies that
enable them to address well diverse challenges in the domain
and can get them pretty far with respect to being certified as
professional project managers. The quantifiable experimental
results show strong support for the answer to the RQ in that
all LLMs would score well on tests that enable a human to be
certified by PMI as a project management professional.

Some implications stemming from the results of this re-

search are as follows.

1) The future of LLMsS in project management is promising
and preliminary results show that they can address well
a variety of project management challenges, includ-
ing complex ones, as demonstrated via the certification
preparation questions.

2) Because LLMs have promising reasoning capabili-
ties [29], [30] and exhibit high competencies, their role
should be reconsidered and not be seen as a mere tool
but potentially part of a dynamic collaborative duo,
i.e., that of the project manager and LLM collaborat-
ing/interacting toward achieving better results in project
management challenges—similar to the collaborative
robotics concept.

3) Up to now, project management certification tests assess
only knowledge and its utilization in example scenarios,
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but because the LLMs have sophisticated competencies
via which the humans that interact with it may be able
to perform better, it is suggested that the future project
management certification exams should also evaluate
how well the prospective certified project managers can
interact with LLMs (via prompt engineering) to deliver
better results (that, e.g., otherwise would not be able to
deliver in that quality or time).

Because there is a lack of investigations when it comes
to the utilization of LLMs in project management, this work
can make some novel contributions. This is the first research
work systematically addressing the usage of LLMs in the
domain of project management. The results clearly show the
superiority today of ChatGPT-4, and for most aspects, these
also constitute a significant improvement from its predecessor,
ChatGPT-3.5. However, as also witnessed in the tests, this
rule cannot be generalized for all tasks, as there were specific
cases where this statement did not hold, e.g., ChatGPT-
3.5 outperformed ChatGPT-4. This work has advanced the
state-of-the-art by providing experimental evidence about the
suitability of LLMs in the project management domain and
providing a comparison among three popular LLMs based on
quantitative data. It has to be kept in mind that the domain
of LLMs is a rapidly evolving one and a race is currently
underway on advancing the capabilities of the LLMs and
making them available for business applications and public
interaction. As such, their capabilities need to be continuously
monitored and evaluated to track progress.

Several promising future directions could be investigated
by considering LLMs in a project management context. There
is a need to expand the tested LLMs with additional ones to
cover a greater spectrum, and potentially several PMI tests
could be assessed. There is also a need to derive metrics and
test cases that can be linked to project management compe-
tencies and be credibly evaluated in the LLM context. How
people interact with LLMs (e.g., via prompt engineering)
influences their answers, and as such, a promising research
angle might be to see how to fine-tune LLM hyperparameters
and ask questions in a manner that leads to consistent and
credible answers. For the project management domain, there
is a need for certification processes to have new aspects that
assess the LLM project manager as a collaborative constella-
tion and measure the enhancements this can bring to project
management decisions and actions in practice.
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