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ABSTRACT The ability to process data locally using complex algorithms is becoming increasingly impor-
tant in Internet of Things (IoT) contexts. Numerous factors contribute to this trend, including the requirement
for immediate response, the need to protect data privacy/security, a lack of adequate infrastructure, and the
desire to reduce costs. Due to the extensive hardware requirements (in terms of required computing power,
memory, and other resources) for handling various scenarios, edge devices are typically configured to utilize
general-purpose operating systems, primarily GNU/Linux. However, energy efficiency remains a critical
requirement for this devices, especially in battery-powered scenarios (where energy inefficiency could make
the device completely inoperable). Local data processing usually minimizes, but not entirely eliminates, data
exchange with the environment. Along with energy costs of data processing, it is critical to also consider the
energy efficiency of data protection when communicating with the environment. In this article, we evaluate
the energy efficiency of kernel-level and user-space-level communication protection solutions: WireGuard
and OpenSSL. These systems are evaluated on a range of hardware platforms, including Raspberry Pi 3,
Nvidia Jetson NANO, Nvidia Jetson TX2, and Nvidia Jetson AGX Xavier. The energy efficiency of these
systems was determined by examining long transfer streams with maximum channel/CPU utilization. We
discovered that determining the energy efficiency of a device or protocol is difficult due to the high reliance
on factors such as communication speed and direction.

INDEX TERMS Internet of Things (IoT), AloT, WireGuard, OpenSSL, energy efficiency.

I. INTRODUCTION

AloT, also known as Artificial Intelligence on the IoT in-
frastructure, is comprised of edge node nodes linked to a
distributed intelligent environment. By combining distributed
computational power with artificial intelligence, this new
technology can be applied in a variety of environments. How-
ever, communication between devices (edge, gateways, and/or
cloud) is prone to a range of cyberattacks [1]. As a result,
the research community is constantly on the lookout for more
secure methods of connecting network nodes, particularly

when sensitive data transfer is involved. To fully exploit the
AloT environment, edge devices must operate efficiently and
consume the least amount of energy possible [2].

By connecting edge devices to IoT networks, massive
amounts of data can be exchanged between nodes or with
other services. While the large volume of data transmitted
across the network is necessary for an Al model to perform
accurately, adding an additional layer of secure data trans-
mission mechanisms may cause the communication channel
to become overburdened. Transferring highly sensitive data
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between devices (for example, streams of medical records
from multiple patients), which typically involve large amounts
of unstructured data such as images or videos, is one of the
transmission scenarios that is prone to a range of security
attacks. While there are numerous algorithms for protecting
sensitive data and ensuring its secure transmission [3], not
all of them support efficient data transfer while minimizing
power consumption between edge devices.

As aresult, the primary concerns for edge devices that com-
municate with one another continue to be privacy and energy
consumption [4]. While various encryption algorithms enable
secure data processing to be offloaded, this requires a sub-
stantial amount of bandwidth between devices. Despite their
stated goal of disabling encryption release on low-resource
devices, client-assisted encrypted systems on the edge are
unable to manage node efficiency adequately [5]. Historically,
the energy capabilities of edge devices that generate large
amounts of data, particularly those that are battery-powered,
have been limited [6], elevating privacy concerns.

Correspondingly, ensuring the stability and integrity of
communication becomes critical for minimizing node en-
ergy consumption while defending against potential security
threats. Edge Intelligence [7] which traditionally relied on
cloud resources, may not be suitable for scaling in hetero-
geneous environments. For instance, in environments where
machine learning is used to adapt dynamically to changing
conditions and behaviors [8], or in other scenarios involving a
variety of devices, connection failures, limited battery life, and
varying processing capacities. Thus, it is critical to understand
the trade-offs between Al efficiency, energy consumption, and
the required level of security for various edge devices as well
as the communication between them. This trade-off may serve
as a starting point for developing a mechanism for balancing
energy consumption and security [1].

Energy efficiency is becoming an increasingly important
consideration for battery-powered edge devices, and enhanc-
ing data security incurs significant communication costs. It is
critical to support robust Al models while also considering
how power consumption is affected by security level. Under-
standing trade-offs could enable all devices on the network
to make an informed decision about the optimal combina-
tion of Al model, data, and security measures for low-power
edge devices [1]. Numerous significant IoT vulnerabilities
exist [9], the majority of which are related to insecure net-
work services, such as denial-of-service attacks and a lack
of transport encryption/integrity verification. In this article,
we evaluate the energy efficiency of kernel-level (WireGuard)
and user space-level (OpenSSL) VPN solutions. These were
evaluated on a variety of AloT devices, including Raspberry
Pi 3, Nvidia Jetson NANO, Nvidia Jetson TX2, and Nvidia
Jetson AGX Xavier. The energy efficiency of these systems
was determined using long transfer streams with maximum
channel/CPU utilization. Measured energy efficiency is pre-
sented as the number of consumed milliwatts per transferred
megabyte of data.
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Il. RELATED WORK

A. AIOT AND SECURITY

AloT devices, and the ecosystem they can create, are a real
game-changer in the era of boosted digitalization, green shift
and automation. We can see a growing number of various
platforms that are suitable for building versatile ad-hoc IoT
solutions ranging from single-board microcontrollers (or loT
nodes) such as Arduino and to a single-board portable mi-
crocomputer (or loT gateways) such as Raspberry Pi, Nvidia
Jetson and others. Moreover, IoT devices may gather infor-
mation from a wide range of sensors that further need to be
fused and used for decision making. Actuators are available
to operate in a physical world and respond to sensors’ mea-
surements. The microcontrollers usually include KBytes of
SRAM, tens of MHz of CPU and consume sub-Watt energy
levels. There is no possibility to utilise conventional cyber-
security protection mechanisms such as Intrusion Detection
Systems or Anti-Virus for attacks detection.

However, there exist proof-of-concept demonstrations of
cryptographic functionality that can be used for hardening
data-in-transfer, and data-at-rest [10], [11]. On the contrary,
microcomputers are more powerful devices and are capable
of computations comparable to modern full scale personal
computers. In this article, the authors analyse the energy con-
sumption consideration for the microcomputer-level devices
when it comes to the application of cryptographic algorithms
for data-in-transit and data-at-rest.

IoT-based infrastructure has become a dominant way of
organising smart applications, especially with Artificial Intel-
ligence (AI) models for everyday life. Until recently, there
have been very few studies related to the actual cost of cy-
bersecurity (in Watts) and energy consumption assessment
when applying cryptography for data exchange protection. As
a matter of fact, cryptography is a mandatory requirement
for building any modern software, for either transmission of
the data or storing the data on the device. Early versions of
the IoT and smart devices did not include any viable data
protection mechanisms. In 2017 Norwegian Consumer Coun-
cil studied smartwatches in the report #WatchOut and found
that only one out of four watches manufacturers promised the
implementation of necessary security mechanisms. It is evi-
dent that the energy consumption considerations often come
before security-by-design and privacy-by-design as an insep-
arable part of defence-in-depth [12]. Undoubtedly, there are
more initiatives targeting standardisation of the IoT security
in recent years, such that the implementation of the ETSI
standard ETSI EN 303 645 [13] and the development of the
Arduino Crypto Library [10]. However, the main challenge
is cybersecurity’s impact on the IoT microcomputer’s perfor-
mance and energy consumption. As mentioned, this paper’s
goal includes a range of Al capable IoT microcomputers.
Therefore, there is a need to establish a reproducible ex-
periment and energy consumption assessment to understand
the cost of the power (in Watts) per MByte of encrypted
data.
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B. ENERGY AND PERFORMANCE EVALUATION IN
COMPUTER AND IOT ECOSYSTEMS

To understand the actual consumption of the IoT, we need to
go through the current state of the art used in the commu-
nity. One of the measures is so-called computer architecture
efficiency and is measured in Performance per Watt [14].
However, performance is a generic term used to describe
various aspects of computer systems. Therefore, one com-
monly used measure of CPU performance on Linux OS is the
number of internal busy-loops in so-called bogomips (“bo-
gus” millions of instructions per second) [15]. Another way
to measure it, applicable in this article, will be to evaluate
the MBytes of process data per Watt of energy. There are
tremendous differences between desktop machines and IoT
platforms regarding this measure. A modern laptop with 11th
Gen Intel Core i7-1165G7 (2.80 GHz clock speed) has eight
cores (5606.40 bogomips each), while the latest Raspberry
Pi 4 with Cortex-A72 CPU (1.5Ghz clock speed) has four
cores (108 bogomips each). The first CPU consumes 28 Watts
according to Intel specifications,! while the second - up to
10 Watts [16]. Therefore, an average IoT microcomputer is
tens of times less energy efficient than a desktop or server
station when it comes to computational capabilities. Neverthe-
less, modern Al-optimized microcomputers have integrated
many optimisation techniques that will be explored during the
experimental part of this article.

C. POWER CONSUMPTION OF CRYPTOGRAPHY
ALGORITHMS

With the growing demand for IoT devices integrated into the
conventional computer ecosystem, there is a definite need
for energy efficiency in many aspects of the IoT platforms
development. One of the game changes is Intel’s work with
more efficient crypto acceleration that can achieve three times
faster performance while using Advanced Encryption Stan-
dard (AES) on the newer architecture [17]. In general, it
demonstrates that computers can now perform computations
faster by optimising the software and using parallel comput-
ing paradigms. However, the idea was there last decade, and
the same Intel released recommendations regarding energy-
efficient software design [18].

When it comes to IoT and cartographic algorithm, au-
thors [19] raised concerns about privacy and untrusted cloud
and edge ecosystem. To mitigate these issues, a novel al-
gorithm was developed called Client-aided Homomorphic
Encryption for Opaque Compute Offloading (CHOCO) that
reduced the actual energy cost of the encryption in IoT by
648 times in comparison to existing modern encryption so-
lutions. Additionally, it was suggested a novel scheme called
Energy Efficient Distributed Lightweight Authentication and
Encryption (EEDLAE) to efficiently optimised the energy
footprint of the authentication on IoT [20]. Kane, Chen,
Thomas, Liu, and McKague [21] have performed a compar-
ison of the energy consumption for microcontrollers such

Thttps://ark.intel.com/content/www/us/en/ark/products/20892 1/intel-core-
i71165g7-processor- 12m-cache-up-to-4-70-ghz- with-ipu.html
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that Atmega328 and EPS8266-based boards by using de-facto
standard encryption algorithms AES, ChaCha and Acorn. It
was discovered that the lower clock speed results in better
energy efficiency, while a higher speed clock results in faster
processing speed. Even though all of the evaluated devices
had tens of MHz CPU clock speed, it was also discovered that
there are considerable differences in the performance and en-
ergy consumption depending on the flash and RAM usage in
the encryption process. Furthermore, Atmega-based Libelium
Waspomote was used to study the optimal trade-off in AES
configurations and demonstrated how the energy consumption
and transmission distance change when turning on or off the
encryption and using various key lengths [22].

Fotovvat, Rahman, Vedaei, and Wahid [2] focused on the
evaluation of the lightweight cryptography (LWC) on more
powerful IoT microcomputers, such as Raspberry Pi, and
found that it is a good way of reducing the energy and
computing cost of the encryption in communication between
the sensor node and receiver in the IoT applications. It was
also noted that the consumption of the power depends on
the configuration of the platform, e.g. RPI-ZW and RPI-3B
consume 420 mW and 2200 mW. With ADED algorithm exe-
cution, the power consumption jumps to nearly 700 mW and
2,700 mW, respectively. Therefore, the cost of the actual en-
cryption will depend on the platform the methods are running
on. Undoubted, there is a strong push towards development of
the lightweight encryption and communication protocols and
some of the authors [23] performed expensive evaluation on
both IoT nodes and gateways, while others [24] looked at the
differences between using MQTT (Message Queuing Teleme-
try Transport) and CoAP (Constrained Application Protocol)
with corresponding encryption mechanisms available for the
protocols. Despite the fact that MQTT has known applications
in IoT with low energy overhead [25] and minimal packet size
being only 2 Bytes, the main issue with the main problem
with the protocol is that it can be vulnerable to eavesdrop-
ping. Therefore, Gupta, Garg, Gupta, Alnumay, Ghosh, and
Sharma [26] proposed to utilise the homomorphic encryption
and selective data transfer for preserving the battery on the
IoT nodes. We also can see other examples where the greener
IoT solutions are suggested to applications like e-health [27]
to reduce the power footprint.

Ill. METHODOLOGY
To obtain the data for classification we use four IoT/SoC (Sys-
tem on a chip) devices: Raspberry Pi 3B, Nvidia Jetson Nano,
Nvidia Jetson TX2, and Nvidia Jetson AGX Xavier. These
devices demonstrate the full range of performance available
in this field, with the Raspberry Pi demonstrating the bare
minimum for local processing and the Nvidia Jetson AGX
Xavier demonstrating the most powerful processing at the
time of writing this article. The hardware configuration of the
devices used is detailed in Table 1.

Additionally, Jetson devices support multiple power modes
in addition to the standard CPU frequency scaling, making
them more suitable in terms of energy efficiency and thus
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TABLE 1. Devices’ Hardware Characteristics and Configurations

Device CPU BogoMIPS  Memory
Raspberry Pi 3B Quad Core 1.2GHz Broadcom BCM2837 64bit 38.40 1GB DDR3
Jetson Nano Quad-core ARM Cortex-A57 MPCore 38.40 4 GB 64-bit LPDDR4, 1600MHz 25.6 GB/s
Jetson TX2 Dual-core NVIDIA Denver2 + quad-core ARM Cortex-A57 62.50 8GB LPDDR4, 128-bit interface
Jetson AGX Xavier Octal-core NVIDIA Carmel ARMvS8.2 CPU @ 2.26GHz 62.50 32GB 256-bit LPDDR4x, 2133MHz (137GB/s)
TABLE 2. Devices’' Power Modes and Characteristics
Platform Acronym Mode CPU Cores Max CPU Freq. Max Watts (declared)
(MHz)
Raspberry Pi 3B RPI N/A 4 1200 5
NANOO 0 4 1479 10
Jetson Nano
NANOI1 1 2 921.6 5
Jetson TX2 TX2 0 6 2000 n/a
. AGX0 0 8 2265.6 30+
Jetson AGX Xavier
AGX1 1 2 1200 10
Jetson AGX Xavier CPU power consumption on Jetson TX2 (sending)
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FIGURE 1. Physical network topology with VPN channels.

applicable to a broader range of scenarios. We also evaluate
the Nano and AGX Xavier devices in their most powerful
(mode 0) and most energy-efficient mode (mode 1). The
Table 2 lists the device modes and configurations used.

We connected the devices via a wired, 1 Gb/s Ethernet
network (Fig. 1). Selecting this technology is not a realis-
tic assumption, since these devices, especially when used in
battery-powered scenarios, will most likely use some wireless
technology for communication with their environment. How-
ever, the reason why we used an Ethernet network in these
experiments is to maximize throughput while minimizing the
energy consumption directly related to it. This way, we can
focus on encryption-related power consumption. Energy con-
sumption related to wireless data transfer depends on many
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FIGURE 2. Only the difference between idle CPU power consumption and
consumption during the transfer was measured, for each protocol
independently.

factors, is well-covered in many research, and is out of the
scope of this research. On the other hand, wireless communi-
cations are usually already encrypted at the technology level,
but the OS/application-level encryption can increase the se-
curity level in some scenarios. Eventually, selecting 1 Gb/s
communication turned out to be a good decision also because
the results show that using faster data transfers results in better
mW/MB efficiency.

All devices used in the experiment have integrated 1 Gb/s
Ethernet interfaces, except the Raspberry Pi 3B, where only
a FastEthernet (100 Mb/s) interface was available. Also, the
lack of USB 3.0 support on this device makes it impossible
to add a gigabit network interface. Therefore, we can say
that the device is dimensioned so that the supported network
communication speeds do not exceed the capabilities of the
CPU in this aspect. On the other hand, we were not able to
determine at which data transfer speeds the CPU becomes a
bottleneck of the system by using the methodology.
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FIGURE 3. Average transfer speed for different devices and transfer protocols.

We measured power consumption during the transfer of
10 GB of data via different protocols and encryption solutions.
The data was generated before the experiment, by using the
(pseudo)random generator, and was stored as a 1 GB large file
(the file was transferred 10 times within each measurement).
The random data was used to prevent accidental compression
effects, while the transfer size was selected to last long enough
for the CPU to scale its frequency. The file was stored on
a ram drive, to prevent external memory-related delays and
power consumption. The only exception was the Raspberry Pi
device, where we used a 100 MB large file, and 1 GB transfers
(since the device doesn’t have enough memory and has only a
100 Mb/s network interface).

The data was transferred using different transfer/encryption
solutions: plain FTP, OpenSSL, and WireGuard. Jetson AGX
Xavier, as the most powerful device used in the experiment,
played the server role, while other devices were acting as
clients. All data transfers were initiated on the client-side.
For FTP protocol, VSFTP 3.0.3-9 was installed on the Jet-
son AGX Xavier, and other devices were using FTP client
software (version 0.17-34). Also, the same protocol and tools
were used for transfers protected by the WireGuard protocol,
where VPN channels (secured by the 256-bit long keys) were
created between each ‘client’ device and the AGX Xavier.
Linux kernel implementation of WireGuard was used on all
systems. For OpenSSL encryption, we used 2048-bit RSA
keys, and the SCP tool (from the OpenSSH package) was
used. All devices were running the Linux operating system,
where Nvidia devices were running GNU/Linux 4.9.253-tegra
aarch64, and Raspberry Pi was running Linux raspberrypi
5.10.63-v7+ armv7l. The firewall and all not necessary ser-
vices were disabled on all systems.
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The power consumption was measured by using the inte-
grated 12C current and bus voltage monitor (INA3221) and
via the platform-specific tegrastats utility. We measured power
consumption on SoC and CPU power rails, although only the
CPU is relevant for our research. We already confirmed the
accuracy of the built-in power consumption measurements in
our paper [Micro]. In parallel, we measured CPU frequency
and utilization. Raspberry Pi device doesn’t have support for
reliable and detailed power consumption, so we didn’t include
it in the results (we can assume maximum power consumption
of 15 W, but that would be too imprecise and unfair).

First, before each transfer, we determined the idle CPU
power consumption. This was done by measuring a 10 sec-
onds average consumption after one minute of the device
being completely idle. Then, the client-side initiated the trans-
fer and the power consumption was measured during the
transfer, and 10 seconds after it was finished. All transfers
lasted between 89 and 395 seconds.

Since there were no other processes (with significant
CPU utilization) on the systems running, we measured
power consumption by calculating and summing the dif-
ference between the consumption at the idle state and the
consumption during the data transfer (Fig. 2). Since we
analyzed only the consumption on the CPU power rail,
the power needed to send/receive the data on the hard-
ware level (e.g. for the network interface card) was not
included (since it is irrelevant for this study). However, mea-
sured power consumption included both kernel level and
user-space level activities. Plain FTP and OpenSSL-based
transfers are expected to cause mostly user-space level con-
sumption, while WireGuard related processing is expected
to happen at the kernel level. Eventually, we measured
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FIGURE 4. Power consumption, expressed in consumed milliwatts per megabyte (mW/MB), for the different devices and encryptions solutions, both with
sending and receiving data roles. The legend format is the following: [Protocol]: [Device where power consumption is measured] - [Peer device].

power consumption during the transfers with both OpenSSL
and WireGuard protection enabled, to maximize power
load.

IV. RESULTS AND ANALYSIS

The graph in Fig. 3 shows the average transfer speeds achieved
during the experiment Table 4. This graph is not significant
in terms of energy efficiency, but it is important to illustrate
what maximum speeds different communication protocols, in
combination with different devices, can provide. Also, any

204

value that is significantly lower than the theoretical maximum
(118 MB/s) implies the existence of a bottleneck at some
level. Since all values related to the plain transfer with FTP
protocol, are close to that value (except with the Raspberry
Pi device, which is using 100 Mb/s Ethernet connection), we
can infer that the tested devices and network infrastructure are
capable of transferring data at 1 Gb/s rate. On the other hand,
the rest of the diagram shows that the use of encryption in
most cases creates a bottleneck, a CPU-related one as we’ll
show later. It is, also, important to notice the difference, in
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TABLE 3. Numerical Data Presented on Chart in Fig. 4 Power Consumption, Expressed in Consumed Milliwatts Per Megabyte (mW/MB), for the Different
Devices and Encryptions Solutions, Both With Sending and Receiving Data Roles

Transfer Send  Receive  Transfer Send  Receive
Plain (FTP): AGX1 - RPI 13.56 13.56  Plain (FTP): AGX1 - NANOO 1.42 2.83
WireGuard: AGX1 - RPI 14.47 28.18  WireGuard: AGX1 - NANOO 5.77 443
OpenSSL: AGX1 - RPI 15.54 15.84  OpenSSL: AGX1 - NANOO 5.56 6.43
OpenSSL + WireGuard: AGX1 - RPI 17.21 29.25  OpenSSL + WireGuard: AGX1 - NANOO  10.54 9.83
Plain (FTP): AGX1 - TX2 1.42 3.29  Plain (FTP): AGX0 - NANOI 0.98 8.56
WireGuard: AGX1 - TX2 3.90 445  WireGuard: AGX0 - NANO1 16.70 37.97
OpenSSL: AGX1 - TX2 5.73 5.73  OpenSSL: AGXO0 - NANO1 6.95 11.36
OpenSSL + WireGuard: AGX1 - TX2 10.45 9.55  OpenSSL + WireGuard: AGX0 - NANO1  12.49 21.66
Plain (FTP): AGXO0 - TX2 1.40 8.29  Plain (FTP): NANOI - AGXO0 1.82 4.32
WireGuard: AGXO0 - TX2 16.98 35.65  WireGuard: NANOI1 - AGX0 13.04 11.15
OpenSSL: AGXO0 - TX2 14.83 18.08  OpenSSL: NANOLI - AGX0 9.63 10.40
OpenSSL + WireGuard: AGX0 - TX2 29.85 41.86  OpenSSL + WireGuard: NANOI - AGX0  19.18 19.82
Plain (FTP): NANOO - AGX1 1.87 6.26  Plain (FTP): TX2 - AGX1 4.95 7.88
WireGuard: NANOO - AGX1 12.78 21.37  WireGuard: TX2 - AGX1 16.45 21.75
OpenSSL: NANOO - AGX1 13.08 16.01  OpenSSL: TX2 - AGX1 11.39 13.90
OpenSSL + WireGuard: NANOO - AGX1  25.82 31.81  OpenSSL + WireGuard: TX2 - AGX1 29.49 38.95
Plain (FTP): TX2 - AGX0 5.08 8.28

WireGuard: TX2 - AGX0 20.44 21.72

OpenSSL: TX2 - AGX0 12.30 12.79

OpenSSL + WireGuard: TX2 - AGX0 28.61 31.65

The legend format is the following: [protocol]: [device where power consumption is measured] - [peer device].

some cases very significant, between sending and receiving
transfer speeds, caused by the different needs of CPU time of
sending/receiving functions.

The summarized results are presented in Fig. 4 (Table 3).
The figure displays power consumed (in milliwatts) per
transferred megabyte of data, for the devices and protocols an-
alyzed in this study. As it is explained in the methodology part,
this excludes idle CPU power consumption and consumption
not related to software functions of the transfers (e.g. network
interface power consumption). The first column in the legend
presents the data protection protocol used (Plain FTP, Wire-
Guard, OpenSSL, and OpenSSL and WireGuard combined.
The second column represents the name of the device where
measurement is performed. The third column represents the
peer device name. Both communication directions (sending
and receiving data) are included.

The main information we can get from the results is that,
as expected and obvious, the use of encryption increases the
use of CPU cycles, thus increasing the power consumption.
This increase ranges from 6.74% (0.91 mW/MB on Jetson
AGX M1 and RPI) to 2029.76% (28.45 mW/MB on Jetson
AGX MO and TX2) when sending data, and from 16.85%
(1.16 mW/MB on Jetson AGX M1 and RPI) to 408.61%
(33.57 mW/MB on Jetson Nano MO and AGX M1) when
receiving data. This non-linearity implies inefficient CPU use
and will be analyzed further in the rest of the document. In
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most cases, as expected, power consumption when receiving
is higher than when sending data. However, this difference
is not proportional and depends on the protocol and devices
used in the transfer. Power consumption on Jetson AGX in
power mode 1, is (slightly) lower when using WireGuard than
when using OpenSSL. We expected this result since Wire-
Guard functions are implemented at the kernel level, while
OpenSSL functions execute in userspace. However, this is not
the case with any other combination of devices and power
modes, where the power consumption of WireGuard is sig-
nificantly higher than that of OpenSSL - on average 150%
or 4.7 mW/MB when sending and 183% or 11.18 mW/MB,
and up to 240% or 9.75 mW/MB when sending and 334% or
26.61 mW/MB when receiving data (case AGXO0 - Nano 1).
This difference is not directly correlated with any individual
systems’ characteristics and needs to be investigated further.
As previously mentioned, the expected reason for lower
transfer speed when using encryption is a CPU-related bot-
tleneck. Time diagrams in Fig. 5. show CPU frequency and
utilization on the Jetson Nano device (mode 1) while receiv-
ing data from Jetson AGX (mode() by using Plain FTP and
WireGuard protocols. In both cases, CPU utilization during
the transfer is high enough for the CPU to scale to maximum
frequency. However, in the first case, with plain FTP transfer,
the average CPU utilization is 63% (45% for core 0 and 80%
for core 1). On the other hand, the average CPU utilization
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FIGURE 6. CPU power consumption on Jetson Nano (mode 1) while
receiving data from Jetson AGX (mode 0) via plain FTP and WireGuard.

during the WireGuard-protected transfer is 78% (94% for
core 0 and 63% for core 1). Since WireGuard doesn’t support
the utilization of multiple CPU cores, the close-to-maximum
utilization for core O indicates that the CPU is a bottleneck
in this transfer. (Actually, the average utilization of core 0
during the transfer is 100%, but there are nine short delays
while reinitiating the transfer of a 1 GB file.)

Fig. 6 shows the CPU power consumption on Jetson Nano
(mode 1) while receiving data from Jetson AGX (mode 0)
via plain FTP and WireGuard protocols. As we can see, the
power consumption is not dramatically different - about 24%
higher when using WireGuard (680 mW) than when using
plain FTP (545 mW). However, since the transfer with Wire-
Guard lasts exactly two times longer (192 seconds, compared
to 96 seconds with plain FTP), the majority of the power
consumption difference originates from the second half of the
transfer. So, the difference in power consumption can be seen
as the difference between areas bordered by WireGuard and
plain FTP lines on the chart.

Another interesting result to investigate is the different
power consumption for Jetson AGX in power mode 1 when
sending data to low-end devices, Raspberry Pie (Fig. 8) and
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Jetson Nano (mode 0) by using the plain FTP protocol.
The diagram in Fig. 3 shows that maximum communication
channel capacity (1 Gb/s in case of communication with Jet-
son Nano, and 100 Mb/s in case of Raspberry Pi device)
was reached, which implies that receiving devices’ CPUs
were not bottlenecks. This is confirmed by the diagrams in
Fig. 7, where we can see that CPU usage is not at its
maximum. The CPU utilization was about two times higher
when sending data to the Nano device. Both transfers lasted
almost identically, 90 and 94 seconds. So, during the whole
transfer CPU power consumption was identical - 468 mW.
However, due to the network interface limitation on the Rasp-
berry Pi device (100 Mb/s), the total amount of transferred
data was 1 GB, while the total amount of data transferred
to the Jetson Nano device was 10 GB. This results in the
lower energy efficiency of AGX1 when sending data to RPI
(13.56 mW/MB) than when using a faster network channel to
NANOO (1.42 mW/MB). A conclusion we can draw from this
is that the devices have the highest energy efficiency when the
communication channel is not a bottleneck.

Fig. 9 shows the difference between OpenSSL and Wire-
Guard based protection in terms of where the encryp-
tion/decryption process is happening - in kernel space or
userspace. The left diagram shows the CPU time distribution
when using OpenSSL, while the right diagram shows the same
information but for WireGuard. As expected, OpenSSL-based
transfer consumes more CPU time in userspace, since encryp-
tion/decryption functions are executing in the userspace. On
the other hand, encryption/decryption functions at WireGuard
are executing in the kernel space, so more CPU time is con-
sumed by system processes.

Another anomaly worth further investigation is the big dif-
ference in energy efficiency between sending (16.70 mW/MB)
and receiving (37.97 mW/MB) data from Jetson AGX in
power mode O to/from Jetson Nano in power mode 1. The
power consumption chart in Fig. 10. shows that the average
CPU power consumption during the sending was 1374 mW,
while during the receiving it was 2308 mW. CPU frequency
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FIGURE 8. CPU power consumption on Jetson AGX (power mode 1) while
sending data to Raspberry Pi and Jetson Nano (power mode 0).

chart on the same figure shows that the average CPU fre-
quency during sending was 2089 MHz and 2202 MHz during
the receiving. Also, CPU frequency change was much more
frequent during the sending process. The CPU transition la-
tency parameter in the kernel was set to the default value of
300 microseconds in both cases.

In order to further investigate this power consumption dif-
ference, we checked CPU utilization. Charts in Figs. 11 and
12 present the utilization of each CPU core during the sending
and receiving.

The average utilization is summarized in the chart in
Fig. 11. Since the WireGuard doesn’t support multithreading,
encryption/decryption was performed on Core0 both during
the sending and receiving. The average utilization is slightly
lower during the sending (52% vs 55%). Also, all other cores
were utilized less during the sending process (6% vs 14%).
Additionally, cores 1,3-7 were on average utilized at <5%
during the sending, while the average utilization was >10%
during the receiving. We suspect that these values overcame
the threshold for activating higher CPU power consumption.
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TABLE 4. Numerical Data Presented on Chart in Fig. 3 Average Transfer
Speed for Different Devices and Transfer Protocols, Expressed in
Megabytes per Second (MB/s)

Transfer Send  Receive
Plain (FTP): Nano MO - AGX M1 108.94 106.67
Plain (FTP): Nano M1 - AGX MO 108.94 105.57
Plain (FTP): TX2 - AGX M1 92.25 108.94
Plain (FTP): RPi (100Mb/s) - AGX M1 10.99 10.99
WireGuard: Nano MO - AGX M1 102.40 54.47
WireGuard: Nano M1 - AGX MO 46.55 53.06
WireGuard: TX2 - AGX M1 101.39 78.77
WireGuard: RPi (100Mb/s) - AGX M1 10.42 10.53
OpenSSL: Nano MO - AGX M1 68.72 60.95
OpenSSL: Nano M1 - AGX MO 42.67 40.00
OpenSSL: TX2 - AGX M1 77.58 67.81
OpenSSL: RPi (100Mb/s) - AGX M1 10.10 10.53
OpenSSL-WG: Nano MO - AGX M1 45.71 35.19
OpenSSL-WG: Nano M1 - AGX M0 25.92 25.47
OpenSSL-WG: TX2 - AGX M1 46.76 40.00
OpenSSL-WG: RPi (100Mb/s) - AGX M1 9.80 10.00

V. CONCLUSION AND FUTURE WORK

In this article, we present the results of an energy effi-
ciency analysis of various protocols used for secure data
transfers with various IoT/EdgeAl devices. We measured the
energy consumption of devices during 10 GB data transfers
in both sending and receiving directions. The energy effi-
ciency of the system was calculated in milliwatts consumed
per megabyte of data transferred. We emphasize once more
that we measured only the CPU power consumption caused
by the transfer protocols. The results can be summarized as
following.

The amount of additional power consumed for data en-
cryption/decryption, in the case of low-speed data transfers,
greatly depends on how efficiently the device consumes power
in general (more precisely, how efficiently the device con-
sumes power for plain data transmissions). For example, when
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sending data from AGX1 to RPI by using secure protocols,
the increase in energy consumption was almost insignificant
(6.74% or 0.91 mW/MB with WireGuard and 14.61% or
1.98 mW/MB with OpenSSL). On the other hand, the in-
crease in energy consumption in high-speed data transfers was
1111.30% or 15.58 mW/MB with WireGuard and 958.21% or
13.43 mW/MB with OpenSSL.

As expected, almost all tested devices consume more power
when receiving data than when sending, and it is true for
both plain and encrypted transfers. The increase ranges from
57% (2.53 mW/MB) to 778% (7.59 mW/MB) with plain
1 Gb/s transfers, and from 2% (0.3 mW/MB) to 127%
(21.28 mW/MB) with the encrypted ones.

WireGuard showed better performance than OpenSSL, in
terms of transfer speed (MB/s). This was expected, since
WireGuard operates at the kernel level, while OpenSSL
operates in userspace. However, OpenSSL in almost all com-
binations showed better energy efficiency.

The overall conclusion is that the energy efficiency can’t
be determined for a device or protocol itself, since it greatly
depends on factors like communication speed and direction.
For example, NANOO and TX2 showed almost identical effi-
ciency (21.37 mW/MB and 21.75 mW/MB) when receiving
data from AGXI1 at very different speeds (54 MB/s and
79 MB/s), while the efficiency on AGX during those trans-
fers was 5.77 mW/MB and 3.9 mW/MB, respectively. Also,
the devices in high power modes (e.g. Nano/AGX in power
mode 1, compared to mode 0) show significantly worse en-
ergy efficiency (on AGX: increase of 335% for WireGuard
and 159% for OpenSSL when sending data, and 701% for
WireGuard and 216% for OpenSSL when receiving data). The
only general rule is that faster data transfers are more likely to
result in better energy efficiency (e.g. AGX1 energy efficiency
was about two times better in 1 Gb/s communications, com-
pared to 100 Mb/s ones), as well as transfers where the CPU
is maximally utilized (or, in other words, when the channel
bandwidth is not a bottleneck).

Certain issues remain to be investigated further and in
greater detail. For instance, the impact of using less reli-
able and slower communication technologies (such as WiFi)
should be analyzed. Additionally, some discrepancies in
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power consumption/CPU utilization should be investigated
further, as described in the Results and Analysis section.
All of the above, whether or not presented in this article
or anticipated in future work, may point toward the optimal
configuration of IoT/EdgeAl networks for maximizing energy
efficiency.
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