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ABSTRACT With the rise of 5G networks and the ongoing evolution toward 6G, the proliferation of
private networks has accelerated. While standalone deployments are possible, more efficient private network
deployments often involve sharing parts of the private network with public operator’s infrastructure,
through approaches such as public network integration, hybrid private networks, and network slicing.
However, these configurations introduce privacy concerns, particularly regarding the privacy and ownership
of private network data that may need to be collected by the public network operator for analytics and
joint optimization across private and public networks. This paper explores data usage control mechanisms
to safeguard private network data when performing management data analytics. Specifically, we propose a
framework for privacy-enhanced data analytics (PEDA) consisting of components that can complement the
standard 5G analytics framework. Additionally, we provide a blueprint for privacy-enhanced orchestration
of analytics services across public and private 5G networks utilizing NFV-MANO as the orchestration
framework. To this end, we demonstrate orchestration of analytics services across distributed infrastructures
belonging to private and public 5G networks, according to the data usage policies set by data owners.

INDEX TERMS 3GPP, private networks, non-public 5G networks, control plane, Data Usage Control,
Management Data Analytics, mobile core, NFV, Standards, MDAF, NWDAF

I. INTRODUCTION

THE maturity in the Fifth Generation (5G) telecom-
munication technology and specifications is leading to

various private 5G network deployments in the industry.
Private 5G, also termed as non-public 5G, offers benefits

such as deterministic performance, service customization,
data sovereignty, and enhanced security to different indus-
try verticals like manufacturing, healthcare, airports, etc
[1]. Manufacturing use cases (e.g., production line flexibil-
ity, machine-to-machine communication, connected workers)
can be realized using private 5G network deployments, either
via ‘on-premises’ networks or via public mobile networks.
Similarly, airports can have their own private 5G network
deployments to offer better services with dedicated resources
to the hundreds and thousands of travelers using the facility
[2]. Moreover, enhanced quality of service (QoS) offered
by private 5G networks can be an enabler for advanced use
cases such as AI-assisted computer vision for security and
pandemic control in large airports [1], [2].

There are different deployment scenarios for private 5G
networks identified by 5G Alliance for Connected Industries
and Automation (5G-ACIA): (a) a standalone non-public net-
work (NPN) which is isolated from the public network and
where all network functions are hosted on the premises of the
private organization such as an enterprise or a manufacturing
plant; (b) an NPN with shared radio access network (RAN),
where the RAN domain is shared with a public network
but other core network functions remain inside the private
organization; (c) an NPN with shared RAN and control
plane (CP) functions where user plane traffic remains in the
isolated premises but control functions are performed by the
public network in addition to RAN sharing; and (d) an NPN
hosted completely by the public network, a scenario where
network slicing and network functions virtualization (NFV)
can be utilized to ensure logical private network slices within
the operator’s public 5G network [3].

The private industries and enterprises can choose among
the different above-mentioned deployment scenarios (or any
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combination of them) for their private 5G networks, based on
their specific requirements and evaluation of capital and op-
erational expenditures (CAPEX and OPEX). In most cases, it
may be more expensive to host a completely standalone 5G
network on premises due to increased CAPEX and OPEX.
Therefore, NPN owners may opt for the sharing scenarios
owing to their cost benefits. However, it is still of paramount
importance that the characteristics of private 5G networks,
e.g., high QoS, isolation, security, privacy and accountability,
are ensured in hybrid or public network deployments.

One of the major advancements in 5G and beyond 5G
(B5G) networks over their 4G counterparts is the increasing
use of AI/ML based analytics and automation. AI/ML based
analytics are used for optimizing resource allocation, guaran-
teeing service level agreements (SLAs), proactively avoiding
failures and performance degradation, performing root cause
analysis, predicting traffic patterns and other purposes. The
3rd Generation Partnership Project (3GPP) specifies the
data analytics framework for mobile networks in detail in
[4]. Different services and functions, such as network data
analytics function (NWDAF) and management data analytics
function (MDAF) are defined in 3GPP specifications. These
functions process and analyze various kinds of data related
to 5G networks. Examples of such data include, but are
not limited to, performance measurements, trace data, user
equipment (UE) location data, quality of experience (QoE)
and service experience data, and data associated to different
5G network functions (NFs) [4]. Enhancements proposed
in 3GPP’s MDAF framework cover more advanced use
cases like slice coverage optimization, cross-slice resource
optimization, and network slice traffic projection [5]. These
use cases require different kinds of current and historical data
from the 5G network slices serving private organizations and
enterprises.

Database Control Plane Gateway Analytics Network services 

NPN A NPN B

PLMN operator’s 
Control Plane

Analytics data path 

FIGURE 1. Two private networks NPN-A and NPN-B sharing the PLMN
operator’s Control Plane for management data analytics.

Sharing and processing of data belonging to private 5G
networks - that are either sharing control plane with the
public landline mobile network (PLMN) or being hosted
completely by the PLMN in the form of a network slice

- outside their respective trust zones can have serious impli-
cations. A PLMN may be serving two private 5G network
deployments as network slices for two enterprises and may
need to perform analytics based on operational data from the
two slices to optimize resource allocation in the respective
network slices. The example scenario shown in Figure 1
illustrates two manufacturing plants of market competitors,
who have deployed their own in-house private 5G networks,
NPN-A and NPN-B, with the control plane being offered by
a common PLMN operator. This means that different kinds
of analytics - provided by NWDAF and/or MDAF - for the
two private networks are performed in the shared operator’s
network. These analytics may require different kind of data
(trace, location, performance, etc.) to be transported out of
the respective private premises of private network owners and
be processed in the operator’s domain. In such a scenario -
where potential competitors are sharing the same network
for 5G analytics - data owners would likely wish to keep
their performance metrics and the information related to the
end entities private. Furthermore, potential leak of fault, per-
formance, and UE related data (number of registered users,
location, etc.) to competitors or even the public network
operator itself can be potentially damaging to the company’s
interests [6].

According to privacy and security attributes defined in [3],
NPN owners can control the flow and processing of their
private data. In addition to deciding what information goes
where, owners can have several policies related to data
privacy associated with their operational data. The operator
serving the private 5G networks should enforce these policies
by providing necessary techniques and frameworks to safe-
guard the privacy of operational data associated to private 5G
networks while performing different kinds of analytics. Thus,
there is a need for a privacy layer on top of the analytics
framework provided by 5G that can perform data usage
control, modeling and enforcement of policies related to data
belonging to private 5G network owners before and during
the life-cycle of analytics tasks and services performed in
the public operator’s domain. Such privacy use case is not
limited to 5G analytics tasks and services and can extend to
other use cases, for instance to operate distributed AI models
over different networks while preserving the models’ privacy
(e.g., for Federated Learning). However, this aspect is out of
scope of this paper.

In this paper, we consider the problem of privacy of data
belonging to private 5G networks and its use in AI/ML based
5G data analytics. To this end, we propose a framework
to ensure that data usage policies of data owners (i.e.,
NPNs) are enforced while performing analytics services
in 5G networks. The main contributions of this paper are
summarized below:

1) A comprehensive framework to ensure data usage
control based on policies specified by data owners,
enabling modifications to analytics service descriptions
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as per the data usage policies and orchestrating these
services in a distributed fashion.

2) A blueprint and workflow for privacy-enhanced data
analytics (PEDA), featuring distributed orchestration
of analytics services across public and private 5G net-
works using NFV-MANO as the orchestration system.

3) A PoC demonstration of the above-mentioned work-
flow and solution on a multi-cluster environment and
on a single-cluster multi-node environment deployed
in different zones of a public cloud, to showcase the
efficacy of our framework in enforcing ‘fenced data’
usage control policies specified by private network
owners.

4) An analytical evaluation of the configuration complex-
ity and scalability of our solution showcasing how our
PEDA solution performs better as compared to similar
approaches applied to the use case considered in this
paper.

The rest of the paper is structured as follows. Sections II
and III provide relevant background information: the first on
private networks in 5G/6G and their possible deployments,
while the latter on data usage control (DUC) approaches
applied to private networks, as well as examples of existing
data usage control solutions. Section IV introduces reference
use cases for private networks in which data usage con-
trol becomes relevant and the kind of policies that private
networks owners may want to enforce on their network
data. Section V presents the system architecture of the
solution we propose, while Section VI provides a blueprint
of how a privacy-enhanced orchestration of analytics services
would work through our solution across public and private
5G networks, plus a concrete workflow example based on
the previously introduced reference use cases. Section VII
provides experimental evaluation and analytical comparison
of our solution against relevant existing approaches. Finally,
Section VIII concludes the paper and provides insights into
our planned future activities.

II. PRIVATE NETWORKS IN 5G/6G
Starting from Release 16 [7], 3GPP specified the concept
of a 5G private network using the term non-public network
(NPN) and defining it as a network intended for non-
public use [8]. The terms ’private networks’ and ’non-
public networks’ (or the abbreviated form NPN) are used
interchangeably in the rest of this paper, even when referring
to 3GPP framework or use cases.

Reasons for the use of a private network could be var-
ious, ranging from security (i.e., keeping data within the
boundaries of the organization) to improving performances
due to the improved radio coverage (e.g., the organization
has in general more control over the radio infrastructure
parameters) or reduced latency in accessing services in the
core network (i.e., edge-computing deployments) [9]. For
instance, a private network could be a perfect deployment

for a smart factory [10] [11], employed to connect sensors,
robots, and control systems without exposing the network
to public internet. The capabilities of 5G would allow
the creation of such private network for a smart factory
[12], resulting in enhanced security, as well as reliability
and control over data flow, which is critical for sensitive
operations such as real-time monitoring, automation, and
system control.

A. Possible deployments for private networks
Private 5G networks can be deployed in various ways to
cater to the specific needs of industrial applications, each
with distinct characteristics, benefits, and challenges. The
main difference between those deployments lies in the quota
of network infrastructure and resources that are totally
dedicated to the private network (i.e., owned and managed
by the private network owner), ranging from the case of a
totally private and isolated network to the other extreme of a
private slice provided by a public network operator. Table 1
summarizes four different deployment options as described
in 5G-ACIA [13]. While the first one is the standalone
deployment, the other three differ in the degree of interaction
and infrastructure sharing with the public network [11], [13].

The standalone non-public network (NPN) [13] consists
of a fully private infrastructure where the enterprise owns
and controls all elements, including the core network (CN)
and radio access network (RAN). This setup is particularly
suitable for industries that require full control over their
network operations. This model allows for a full isolation of
the infrastructure and therefore high security, as well as low-
latency due to the on-premises data processing. However, the
complexity and high costs associated with deploying and
maintaining such a network can be significant, as the private
owner needs to take care of all the management aspects.

The public network integrated (PNI) model [13] refers to
integrating a private network with a public mobile operator’s
infrastructure. The enterprise maintains its own RAN but
uses parts of the public operator’s core network. This hybrid
approach allows industries to benefit from some private
network features while reducing costs and complexity. The
major benefits include lower setup costs, easier management,
and access to the capabilities of the public network. One
of the main concerns is data secrecy and privacy as some
components of the private network are shared with the public
network. In that deployment scenario, it can be difficult to
control access to the data that belongs to the private network.
Furthermore, the statistics and information about the network
itself are partially managed by the public network operator,
restricting enterprise owners to exert full control over their
network data.

Finally, hybrid private networks and network slicing rep-
resent two additional flexible models that combine private
and public network elements [13]. In the first, some parts
of the network are managed by the enterprise, while others
are handled by the public operator. In the latter, the private
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network is made up of a network slice in the operator’s
public network. The network slice is customized to meet
the specific requirements of the enterprise, offering a quasi-
private experience without the full responsibility of main-
taining a standalone infrastructure. In both models, secrecy
and privacy concerns stand regarding data belonging to the
private networks, as the private enterprises by default do not
have full control over their data.

While the considerations regarding data usage control
in this paper apply similarly to all three non-standalone
deployments listed in Table 1, we focus on the the PNI case
when discussing the various examples and use cases for sake
of simplicity.

TABLE 1. Deployment scenarios for private 5G networks as defined by 5G-

ACIA [13]

Deployment
Scenario

Description Pros Cons

Standalone Pri-
vate Network

Fully private
dedicated
infrastructure.

Security;
isolation;
low-latency.

Setup costs;
Complexity;

Public
Network
Integrated
(PNI) Private
Network

Private
network
integrated in a
PLMN.

Setup costs;
simpler
management;
public net
access.

Less control
over access;
security.

Hybrid Private
Networks

Some (not all)
parts managed
privately.

Flexibility;
cost-effective
scaling.

Complex man-
agement; secu-
rity and data
access.

Campus
Networks with
Slicing

Dedicated
network slice
running on
public operator
network.

Cost-effective,
simple.

Less
control over
security and
performance.

III. DATA USAGE CONTROL FOR PRIVATE NETWORKS
The previous section summarizes the advantages of the
private network and the different possible deployments. Pub-
lic network integrated (PNI) deployments enable utilization
of different resources and functions of the public network
infrastructure, with obvious benefits in term of costs and
flexibility. However, the drawback comes in terms of secu-
rity and privacy, with a totally standalone private network
deployment having intuitively higher security and privacy
due to its isolation [14]. On the contrary, shared sections of
a private network that are managed by the public network
need particular attention in terms of privacy and data usage
control.

The 5G alliance [3] calls for the need for privacy and
security in NPNs, with the first being able to decide “which

information goes where” [3], i.e., that NPN owners are able
to control the flow and processing of their data. The 5G
alliance [3] also mentions the use of isolation as a mean
to ensure data privacy, ranging from a physical isolation
of deployments scenario in which the control plane of the
NPN is totally independent, to a more logical isolation in
which the control plane information flows are only logically
separated (and protected) from each other.

A. Data usage in 5G Analytics
In 5G networks, a huge amount of data is produced and
made available during network operations. Some information
refers to users of the network (e.g., mobility patterns),
while others to radio access components (e.g., radio channel
parameters and configuration), and some more to teleme-
try data, such as real-time data from network equipment,
sensors, and management systems (including alarms and
operational states) [15]. Moreover, historical data may be
collected to train AI models that are used for analytics in the
network [16]. Such data plays a critical role in optimizing
the overall performance of a 5G network. For example,
mobility patterns and user location data can be used to
predict user movement and optimize handover procedures,
providing edge-to-edge service continuity to users [17].
Similarly, telemetry data from network equipment is valuable
for fault detection and predictive maintenance [18], whereas
energy consumption data can be used to improve energy
efficiency, e.g., transitioning base stations in low-traffic areas
to energy-saving modes without compromising connectivity
[19].

Data collected by the 5G system can in some cases be
exposed to external users of the network [20] or is typically
consumed by two components, namely the network data
analytics function (NWDAF) [15] and the management data
analytics function (MDAF) [4]. The first provides analytics
based on data collected from specific 5G network functions,
while the latter is designed to provide data-driven insights
and analytics for the overall 5G network [21]. Despite the
similarities among the two components, NWDAF focuses
on real-time, core network related analytics to optimize
operational performance and user experience, while MDAF
focuses on management plane analytics, addressing long-
term planning of the network infrastructure mainly through
telemetry and historical data analysis. Later in this paper,
Section IV and particularly Table 3 describe some analytics
use cases from 3GPP that are performed by NWDAF and
MDAF using different types of data in a 5G network.

With the continuous evolution of mobile core networks
and their increasing deployment in the cloud as virtual
network functions, the management plane components and
analytics services are expected to be deployed in the cloud
infrastructure as well. For instance, the popular Telco Cloud
technology, NFV, enables not only the orchestration of
virtualized network functions but also any other kind of
applications that can be hosted on the Telco Cloud (NFV)
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infrastructure, including analytics applications. The associ-
ated standards organization ETSI ISG also foresees the use
of Kubernetes as the default orchestration framework for
managing containerized VNFs. Given the convergence of
telecommunication network functions and applications on
the same cloud infrastructure - a trend already started from
4G, continuing in 5G and foreseen also in the 6G networks
- MDAF and NWDAF related applications are expected to
be orchestrated in the same way as network functions and
other control plane applications. Furthermore, the scopes
of MDAF and NWDAF analytics are expected to become
more and more interconnected with each other going forward
for more complicated, end-to-end analytics use cases. For
example, an overlap in the types of data required for both
NWDAF and MDAF analytics use cases can already be
seen in more complex analytics use cases spanning both
management and data planes of the 5G mobile core network
[22]. In this paper, we design our solution to be generic and
agnostic of data analytics services and tasks that may be
performed by either the MDAF or the NWDAF.

B. Data analytics across private and public networks
For the considerations made in the previous sections, stan-
dalone private networks are totally isolated 5G networks that
therefore have their own NWDAF and MDAF components
collecting network data and providing a set of analytics to
improve the private network. In the case of standalone net-
works, there is total isolation of data and network informa-
tion from a data secrecy and privacy perspective. However,
data privacy and secrecy become significant challenges when
the private network is not standalone, such as in the case of
an integrated Public Network Integrated (PNI) described in
Section II.

The example scenario described in Section I and depicted
in Figure 1 can be prone to exploitation. NPN-A and NPN-
B have their own radio and core infrastructure, but share
a common control plane in the operator’s network domain.
This means that NWDAF and MDAF components are shared
among the two NPNs. The operator’s control plane collects
and processes data coming from the two private networks to
perform data analytics. This makes sense from an operator’s
point of view, since the operator’s network needs to have
some information of the private network in order to perform
a joint optimization of the overall network and to respect
SLA agreements with owners of both private networks.
However, this poses significant problems from a data privacy
point of view, as enterprises owning their private networks
may not be, for competitiveness and privacy motivations,
leaning towards sharing information about their networks.
The collected data from the private networks can include
subscription information about the users of the networks,
data about the type of sessions that are active in the private
network, as well as information about network devices that
are operative in the private networks. All of which is infor-

mation that is often classified as sensitive in an enterprise
domain.

Therefore, a trade-off needs to be made between the need
of privacy and security for the private network data, and the
need to share some information to allow for a joint optimiza-
tion of overall network performance. One robust way to do
so is through the use of a data usage control approach, in
which data from a private network are associated with access
policies before being shared (if they can be shared) with the
public infrastructure. The public owner will therefore have
a limited or restricted access to the private network data,
preserving the enterprise privacy, while still being able to use
the data to perform some overall optimization. This approach
is described in more detail in the next sub-sections, which
also summarize different kind of data usage policies that can
be specified by the data owners.

C. Data Usage Control for 5G Data Analytics
In data information systems, the data privacy and security is
usually enforced on its provisioning, namely access control,
with various types of policies and granularity. However, once
the data is shared there is no further control on how the
data is used. Data usage control (DUC) [23] is an evolution
of access control. For instance, digital rights management
(DRM) is a class of usage control systems aimed at protect-
ing digital information shared in an open environment [24].
These systems pertain typically to specific scenarios and
not to the data processing realm. Nowadays data exchange
for data processing among different parties is regulated
through agreements which can lead to legal action in case
of misuse. However, detection of misuse and enforcement
of regulations can be slow and cumbersome. Furthermore,
data consumer might misuse the data unwittingly and, thus,
creating harm without intention. Because of these challenges,
data exchange across stakeholders is often hindered by high
costs (on the clearance control and on the legal enforcement
of the agreements) and slow processes.

The International Data Spaces Association (IDSA)1 spec-
ifies a system aiming at technically enforcing data exchange
in a trusted and secure manner through usage control [25].
A data space is a distributed network of data endpoints
held by different stakeholders that enable the exchange of
data. Whereas IDSA hosts a significant activity from many
stakeholders on the trusted data sharing aspects, it has still
not considered any specific application to 5G networks.

There can be multiple approaches on the data usage
control enforcement depending on the usage scenarios. The
network monitoring data of a private network is a stream of
data record observed at different time steps. Therefore the
data messages are passed to an analytics task incrementally
and periodically. Controlling how a consumer uses every
exchanged message, especially if the exchange frequency
is high, can be cumbersome and resource-intensive. Fur-
thermore, the control of the data usage can happen before

1https://internationaldataspaces.org/
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(proactive) or after (reactive) the data usage takes place.
Controlling after the data has been processed could still
permit illegitimate processing although reaction to misuse
might be enforced (such as dropping the invalid processed
data [26]).

Considering the perspective of the data consumer, estab-
lishing a data processing flow that respects all the policies
without unintentionally breaking some of them is not a
trivial task. IntentKeeper [27] is a system based on a data
processing orchestration approach that includes the policies
into the orchestration decision. On the one side, the data
provider specifies the policy at high level. On the other side,
a data consumer designs its data analytics service describing
input, output and used analytics operators in a topology.
The system automatically and dynamically orchestrates the
data processing pipeline and establishes the data flows in a
manner that avoids any policy break and enabling the correct
data analytics. The data processing and data exchange are
assumed to happen within certified processing nodes that
cannot be tampered or accessed. Once the flow is started,
there is no additional check to be executed because the data
usage control enforcement is proactively enforced by design,
thus avoiding unnecessary overhead. Table 2 shows a list of
policies that can be enforced with the IntentKeeper solution
[27].

The IntentKeeper is an intent-based solution in which the
data owner provides general policies for its data and then
the usage control tool takes care of checking enforcement
of these polices. Other existing solutions operate on a per-
service (or per-flow) level of granularity, meaning that a
policy needs generally to be defined per each new service
or flow defined to utilize data of the data owner, resulting in
a more complex and less automated configuration process.
This is the case for instance of LUCON [28], a policy
framework designed to govern data usage, which defines
policies for each new flow of data. Another existing solution
working with a similar approach to LUCON is the Datas-
pace Connector (DSC) [29] developed to implement data
sovereignty rules when sharing telemetry data in an optical
network.

The privacy-enhanced data analytics (PEDA) solution pro-
posed in this paper adapts the same approach as the Intent-
Keeper and integrates it with the 5G network’s MDAF and
NWDAF elements to minimize the number of configurations
while enforcing data usage polices summarized in Table 2.

IV. ANALYTICS USE CASE
This section describes a scenario involving different 5G
analytics services that can be performed using the private
data belonging to owners of private 5G networks, NPN-
A and NPN-B, as shown in Figure 1. We consider some
example data usage policies set forth by both data owners
on their respective data. Analytics services involving both
NWDAF and MDAF are studied in this scenario to illustrate

TABLE 2. Data usage control policies in the data space of private networks

and public network

Policy Definition Example application for
Private Network

Secrecy Classified data may not be
forwarded to nodes that
do not have the respective
clearance

Network monitoring infor-
mation is shared only if
there are APIs to enforce
data usage control

Time to
live (TTL)

The persistence of data is
limited to a given period
of time

The private network owner
might decide if the mon-
itoring data may be used
only for short-term net-
work management or also
for long-term management
based on profiling.

Anonymize
by aggre-
gation

Personal data may only
be used in an aggre-
gated form by external
parties. A sufficient num-
ber of distinct records
must be aggregated to pre-
vent deanonymization of
individual records.

The private network owner
might allow the public net-
work to use its data with-
out disclosing information
that would allow profiling
of the private network

Separation
of duties

Two data sets from com-
petitive entities must never
be aggregated or pro-
cessed by the same service

A private network owner
might decide not to al-
low market analysis en-
compassing its data

Fenced
data

Original data may be only
processed by nodes within
certain premises bound-
aries.

A private network owner
might allow the processing
of the data only within its
own server (i.e. processing
task is sent to the data
owner)

a comprehensive privacy-preserving analytics framework.
The orchestration blueprint described in section VI describes
how to orchestrate the analytics services considered in our
example scenario while ensuring data privacy and enforce-
ment of data usage policies set by the data owners.

3GPP TS 28.288 [15] specifies architectural enhancements
to support network data analytics including the interactions
between NWDAF and other entities, the type of data to be
collected for different kinds of analytics services and the
procedures for performing these analytics. Few examples of
analytics services that can be performed by the NWDAF
are slice load level related network data analytics, NF
load analytics, network performance analytics, UE related
analytics etc. Type of data collected for these different kinds
of analytics services and its sources are also specified for
each analytics service in [15]. Similarly, 3GPP TS 28.104 [4]
specifies capabilities and analytics services that an MDAF
can perform in a 5G network. Examples of such analytics
services are coverage related analytics, service experience
analysis, energy saving related analytics etc. Data required
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for these MDAF analytics services and their respective
analytics outputs are also specified in [4].

Figure 1 shows two separate private 5G deployments,
NPN-A and NPN-B. Owners of both private 5G network
have their own set of policies associated with their data that
should be enforced by the PLMN’s control plane analytics
services (i.e., NWDAF, MDAF) while performing data an-
alytics. Table 3 summarizes the data usage policies set by
data owners, types of data and desired analytics services to
be performed on that data.

Suppose an application in the private 5G network NPN-
A, wishes to use the PLMN’s NWDAF services for NF load
analytics of one or multiple NFs deployed in the private
network. The analytics consumer – an application in NPN-
A in this case - can request the ‘NF load analytics’ service
from the NWDAF for concerned NF(s) and use the analytics
output for its own purposes. For the analytics operations,
the NF-related data is collected by the NWDAF for further
processing to be done in the PLMN domain. However, the
data owner – NPN-A – has set up data usage policies to
anonymize the data as well as put a time-to-live (TTL)
constraint on the data collected by the PLMN’s control plane
for respective analytics. Therefore, some pre-processing will
be required as part of data usage control on the data collected
from the NFs as well as monitoring the TTL constraints for
the data to be kept by NWDAF for any future processing.

Another example of data usage policy can be a ‘fenced
data’ policy, meaning the data cannot be process or taken
out of the trust domain of data owner. In our use case, we
assume that the data belonging to the private 5G network
NPN-B, as shown in Figure 1 has the ‘fenced data’ policy.
This means additional considerations should be taken if
any analytics were to be performed on NPN-B data. We
consider a scenario where either the owner of the private
5G network NPN-B or the PLMN operator on behalf of
NPN-B needs to perform MDAF analytics related to energy
saving in the network. To perform the energy saving analytics
service, MDAF requires performance and minimization of
drive test (MDT) related measurements as input. As per
the ‘fenced data’ usage policy of NPN-B, measurements
related to NF performance and data related to its private
RAN should not be processed outside of the trust domain of
NPN-B. In that case, MDAF related analytics services may
need to be orchestrated inside NPN-B domain or in specific
infrastructure zones that are considered ‘trusted’ by the data
owner, i.e., owner of NPN-B. Existing network management
and orchestration frameworks, such as Network Functions
Virtualization – Management and Orchestrations Framework
(NFV-MANO) [30] can be leveraged for such flexible and
dynamic orchestration and distributed deployment of analyt-
ics services that can fulfill data owners’ privacy requirements
while performing 5G analytics services.

Orchestrator

Analytics 
service 

descriptions

Data Usage 
Controller

Analytics 
component 
repository

Control Plane Management 
Data Analytics 
Components

Policy 
registry

MDAF

NWDAF
Domain 

Specific MDAF

Analytics 
service 

descriptions

FIGURE 2. Privacy-enhanced management data analytics framework with
Data Usage Control

V. SYSTEM ARCHITECTURE
To ensure that the privacy of data belonging to private
5G network owners is not compromised, additional entities
and functions are considered in conjunction with the 3GPP
specified data analytics framework. Together, these functions
can ensure proactive data usage control and distributed
policy enforcement as desired by the participating private
5G networks being served by a common public network.
A high-level system architecture of the privacy framework
introduced in this paper and its interplay with the data analyt-
ics components inside the operator network are illustrated in
Figure 2. The system components of this privacy-enhanced
data analytics (PEDA) framework are described below.

A. Policy Registry
The policy registry keeps track of all the data usage policies
specified by data owners, i.e., NPN or private 5G network
owners in this case. A high-level policy model, introduced
in [27] can be used to describe characteristics of data itself,
e.g., data owner, type of data, data consumer, purpose etc.,
as well as data usage constraints associated with said data,
such as control actions that need to be taken for processing
of the data. Examples of such control actions can be data
anonymity, encryption, TTL constraints for the data after
processing, fencing constraints etc. Fencing requires that the
data does not leave the owners premises. In the case of
private 5G networks, PLMN operators have to ensure private
network data does not leave the premises of the network
owner and analytics related tasks are instantiated inside the
data owner’s premises, if needed.

B. Analytics service descriptions
Analytics service descriptions refer to the different analytics
process within the scope of 3GPP functions, NWDAF and
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TABLE 3. Data analytics services and data usage policies of private 5G networks

Data owner Analytics services and their
scope

Types and sources of data Data usage policies

NPN-A
Scope: NWDAF
Analytics service: NF load an-
alytics
Analytics Consumer: another
NF or an OAM service

• NF related data (e.g., load, status) from Network repository
function (NRF)

• NF resource usage and configuration data from operations and
maintenance (OAM) services

• Other kinds and sources of data as specified in [15]

• Anonymize
• TTL

NPN-B

Scope: MDAF
Analytics service: Energy sav-
ing analysis
Analytics service consumer:
private 5G owner, and/or
PLMN operator

• Performance measurements (e.g., power consumption of net-
work functions, UE throughput, traffic load variation, data
volume of UPF, virtual resource usage of the NF, etc.)

• MDT reports (e.g., RSRP and RSRQ measurements of UEs, UE
location information, etc.)

• Network analytics output from NWDAF (e.g., UE communica-
tion analysis, NF load analysis, etc.)

• Other kinds and sources of data specified in [4]

• Fenced data

MDAF, that can be performed on data collected from private
5G networks. The framework defined in this paper assumes
that a service is formed of one or multiple atomic processing
tasks. A service might compose multiple tasks in a pipeline
or in a more complex topology. Each task can be packaged
and run in containers or VMs. In that case, the analytics ap-
plications are packaged as software images (either container
or VM image), which are contained in the analytics com-
ponent repository. This kind of modular approach can help
the network operators in implementing data usage policies
specified by the NPN owners on a granular level and offer
flexibility in terms of deploying instances of analytics service
according to the constraints. The description of analytics
service also identifies the topology of the tasks and the input
data for each task of the topology. The description might
also contain additional metadata and directives on the service
execution.

C. Data Usage controller
Data usage controller plays an important role in enforcing
data usage policies described in the policy registry. It can
implement pre- and post-processing actions on data sources
according to the policies. For example, an NPN owner may
have a policy to ‘anonymize’ their trace data collected from
UEs inside their private 5G network. If the data or a subset of
it belonging to that owner is required in the processing of an
analytics task performed by the management data analytics
layer of operator’s public network, the data usage controller
triggers necessary steps to ensure anonymity. For this pur-
pose, the data usage controller alters the original analytics
service description (as defined by the data consumer) to
include such pre-processing and post-processing functions.

D. Analytics Components Repository
This repository stores analytics components that are avail-
able in the form of images. Orchestration layer can fetch
these images for instantiating and deployment based on the
requested (altered) description of the analytics service.

E. Orchestrator
The orchestrator is responsible for deploying the end-to-
end data analytics service according to the analytics service
descriptions. The descriptions interpreted by the orchestrator
are already policy compliant due to the actions taken by
the data usage controller. The composition of data ana-
lytics service depends to the kind of analytics requested
from the operator’s management data analytics functions,
MDAF and/or NWDAF. Analytics components available in
the repository are used as building blocks for orchestrating
the end-to-end analytics service.

VI. PRIVACY-ENHANCED ORCHESTRATION OF
ANALYTICS SERVICES
This section describes a blueprint for privacy-enhanced or-
chestration of analytics services across public and private
5G networks using NFV-MANO as the orchestration system.
Respecting the data usage policies of data owners, i.e.,
enterprises using private 5G networks, described in section
IV, the NFV-MANO system orchestrates analytics services
in distributed cloud sites, belonging to private and public 5G
networks.

The NFV-MANO framework specified by Industrial Spec-
ifications Group (ISG) of European Telecommunication
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Standards Institute (ETSI) on Network Functions Virtual-
ization (NFV) provides a comprehensive approach to or-
chestrating and managing the lifecycle of Network Services
(NSs) and Virtual Network Functions (VNFs) in the form
of virtualized or containerized workloads on the underlying
cloud infrastructure, i.e., Network Functions Virtualization
Infrastructure (NFVI). An NS can comprise of one or more
VNFs, which are further comprised of VNF components
(VNFCs). In the context of NFV, VNFCs form parts of the
virtual network function and are deployed as either Virtual
Machines (VMs) or Operating System (OS) containers, e.g.,
a Docker® container, in the NFVI.

To facilitate automated orchestration of NSs and VNFs,
NFV-MANO uses descriptors. Both NS and VNF descriptors
contain the requisite information required by the NFV-
MANO components to orchestrate and instantiate NSs and
VNFs. The NFV-MANO performs these tasks with the help
of different management entities, e.g., NFV orchestrator
(NFVO), VNF manager (VNFM), virtualization infrastruc-
ture manager (VIM), container infrastructure service man-
ager (CISM) and CIS cluster manager (CCM) [31]. For
example, to orchestrate a network service, NFVO can use the
NS descriptor (NSD) which can further contain or reference
VNF descriptors (VNFDs) to fetch required information
necessary to instantiate the corresponding VNFCs. Informa-
tion such as software images, required compute, network
and storage resources, VM or OS container descriptions,
deployment constraints, internal and external topology of
VNFs etc. is part of the VNFD. The VNFDs are part of the
VNF Package and are used by corresponding entities, e.g.,
NFVO and VNFM to instantiate VNF instances in the NFVI.
The CISM function of NFV-MANO offers functionality to
orchestrate workloads as managed container infrastructure
objects (MCIOs) on container infrastructure service (CIS)
clusters, e.g., Kubernetes clusters. Kubernetes resources such
as Pods, DaemonSet, Deployment, Job, ReplicaSet are ex-
amples of compute related MCIOs in the context of NFV
(full list is available in [32]).

NPN B

NFV-MANO

Distributed workload 
orchestration

NFVI-PoP 3

PLMN Domain

NFVI-PoP 1

NPN A
CIS Cluster Nodes

NFVI-PoP 2
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Other 
artifacts

VNFM

VIM CCM
Control Plane Management 
Data Analytics 
Components MDAF

NWDAF
Domain 

Specific MDAF
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FIGURE 3. NFV-MANO based orchestration and management of analytics
functions and services over distributed NFVI-PoPs

The descriptor-based orchestration of network services
and functions performed by NFV-MANO can be utilized
to orchestrate data analytics services provided by NWDAF
and MDAF in the 3GPP framework. The analytics services
can be composed as network services to be deployed on
distributed NFV infrastructure (NFVI). In our use case, we
consider two types of NFVI Points of Presence (NFVI-
PoPs), on-premise NFVI-PoPs and off-premise NFVI-PoPs,
belonging to infrastructure domains of private 5G networks
and the PLMN respectively. The NFV-MANO system being
used as the ‘orchestrator’ as described in section V of this
paper, is used to orchestrate and schedule analytics services
among different infrastructure domains while ensuring data
usage control requirements for each data owner.

In this paper, we consider the case where analytics services
are designed to be deployed as OS containers, e.g., Docker
containers, in Kubernetes Pods over distributed Kubernetes
clusters. Furthermore, we assume that the NFV-MANO is
being used as the high-level orchestrator managing network
functions and services deployed over different sites, i.e.,
NFVI-PoPs, belonging to public and private networks. To
realize the analytics use case described in section IV, we
consider the network topology as shown in Figure 3. Figure
3 illustrates a centralized NFV-MANO system comprising of
NS/VNF orchestration and lifecycle management capabilities
as well as infrastructure management capabilities managing
distributed sites, i.e., NFVI-PoPs. The cloud deployment
sites of the PLMN, NPN-A and NPN-B are denoted as
NFVI-PoP 1, NFVI-PoP 2 and NFVI-PoP 3 respectively.
Each NFVI-PoP comprises of one or more Kubernetes-based
CIS clusters with one or more nodes in each CIS cluster. A
CISM-like functionality including, e.g., Kubernetes control
plane, API server and relevant Kubernetes resources, is
managing the OS-container based VNFCs making up VNFs
and NSs deployed in the NFVI.

FIGURE 4. Generic process pipeline for orchestration of analytics
services using NFV-MANO system as orchestrator

In addition to managing network functions deployed in the
public and private 5G networks, the NFV-MANO system can
also be utilized to orchestrate analytics related applications
and services in the same cloud infrastructure. To meet
privacy related requirements for the analytics services, the
relevant components from our system architecture interact
with the NFV-MANO system to enable ‘customized’ or-
chestration of analytics services as special network functions
and/or network services (VNFs/NSs) in the NFVI. In that
regard, the NFV-MANO system works as the ‘orchestrator’
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component in the system architecture described in section
3 of this paper. The relevant analytics service descriptions
are fetched by the Data Usage Controller (DUC), which
then alters these descriptions based on policies in the Policy
Register. The DUC can make use of pre-existing components
available in the analytics components repository, e.g., data
pre-processing related functions like anonymizer, etc.

As described in Section IV of this paper, the NF load
analytics service for the NPN-A needs to fulfill two privacy-
related requirements, i.e., anonymity and TTL constraints.
The analytics service related to NF load analytics need to be
altered to offer some pre-processing functions to anonymize
the data. Additionally, the orchestrator needs to fulfill the
TTL requirements by destroying the relevant instances of
analytics services and purging associated data, and re-
instantiating them after a specific time interval has passed. In
this case, the NF load analytics service of NWDAF is altered
by the DUC to fulfill the data anonymity policy of NPN-A.
We assume that this NWDAF service is packaged in the form
of one or more containers, and the Kubernetes manifests for
this service including container images are made available
to the DUC for privacy-enabling alterations. During the
service description alteration stage, the DUC attaches the
pre-processing anonymizer functions to the analytics service
descriptions, e.g., in the form of ‘init containers’ that per-
form anonymity on NF related data collected from NPN-A
network. Furthermore, the DUC alters the service manifests
to schedule (re)execution of analytics functions as per the
TTL requirement using relevant Kubernetes resources, e.g.,
CronJobs. The altered descriptions in the form of Kubernetes
manifests, e.g., Helm Charts, are provided to the orchestrator
(NFV-MANO) to execute the analytics services. The updated
Kubernetes manifests for the analytics services also contain
deployment constraints for pods, e.g., affinity/anti-affinity
constraints.

The Kubernetes control plane via the Kubernetes API
supports specifying Pod scheduling constraints within a
Kubernetes cluster [33]. However, in the case of multiple
Kubernetes clusters, cluster-level isolation can be provided
by the Kubernetes cluster API [34] by provisioning sepa-
rate Kubernetes clusters per tenant for deploying tenants’
workloads [35]. Within NFV, this multi-cluster setup and
management is covered by the CIS cluster management
(CCM) function. The NFVO can support cluster-level selec-
tion during instantiation of containerized VNFs by selecting
the right existing CIS cluster or creating a new CIS cluster
via the CCM function for each tenant to isolate workload
deployments for multiple tenants [36]. Furthermore, NFV-
MANO system supports specifying affinity/anti-affinity con-
straints per NFVI-PoP [37]. We extend this same concept
and NFV-MANO feature to fulfill the ‘fenced data’ privacy
requirement of NPN-B for performing data analytics. Ac-
cording to the analytics use case considered in section IV,
critical data related to NPN-B network functions must not
be taken outside of the trust zone of NPN-B. In this case,

the DUC updates the manifests of relevant analytics service
descriptions with the right affinity/anti-affinity constraints.
In NFV-MANO, these constraints can be set for each MCIO
(e.g., Pod) on multiple levels e.g., NFVI-PoP level, NFVI
resource zone level, CIS cluster level, CIS node level etc
[37]. Using the constraints specified in the VNFD, the NFV-
MANO system orchestrates the ‘Energy saving analysis’
analytics service in the Kubernetes cluster that is deployed
in NPN-B’s NFVI-PoP 2.

For both NPN-A and NPN-B, the process pipeline for or-
chestrating the analytics services as per data privacy policies
for each private 5G network can be generalized in the flow
shown in 4.

A. Orchestration workflow for privacy-enhanced
analytics services
This section discusses the workflow for privacy enhanced
orchestration of 5G analytics services, including the interac-
tions that take place between NFV-MANO components and
those of 3GPP data analytics framework. The workflow is
not to be considered as a standardized way of interaction
between the two frameworks. It’s only purpose is give an
example of how the proposed data usage control approach
can be implemented for orchestrating data analytics using
NFV-MANO. For the scope of this workflow, we refer to
the use cases introduced in Section IV and in particular
the second example in Table 3. In this example, the PLMN
operator needs to perform MDAF analytics on data coming
from the NPN-B private network, data on which the NPN-
B private owner has a ‘fenced data’ usage policy, i.e., the
data owner mandates its data to be processed only within
its administrative and/or trust domain. Figure 5 illustrates
the step-by-step workflow for the interactions between the
relevant components in such a scenario. The steps that take
place in this flow are described below:

1) The request for analytics arrives at the MDAF or
NWDAF within the PLMN domain, requesting desired
analytics for the NPN-B network. The way such re-
quest can arrive according to 3GPP specifications (e.g.,
Subscription-based or Request-based [38]) is out of the
scope of this paper.

2) The MDAF/NWDAF determines which data are
needed from the NPN-B network. The requested ana-
lytics service is packaged and described in the form of
NSD, that further contains VNFDs for each analytics
application deployed as a VNFC (e.g., a VM or a
Pod). Through the PLMN control plane, orchestration
of the Network Service (NS) to perform the analytics is
requested from the NFV-MANO. NSD and VNFD(s)
are used for the NS on-boarding and instantiation as
per NFV-MANO procedures, the exact details of those
are outside the scope of this paper.

3) The Data Usage Controller (as described in Section
V and depicted in Figure 2) examines the descriptors
to check for the compliance of deployment constraints
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FIGURE 5. Workflow example of a privacy-enhanced analytics network service deployed in NPN-B

with NPN-B data usage policies. At this step, the Data
Usage Controller interacts with the Policy Registry to
retrieve data usage policies.

4) The Data Usage Controller updates the descriptors
to align with the data usage polices. In our specific
example, the Data Usage Controller adds necessary
deployment constraints in the descriptors for the com-
ponents of the analytics service (packaged as NS)
to deployed in the NPN-B’s NFVI-PoP. The adjusted
descriptor NSD* is forwarded to the NFVO.

5) The NFVO takes the updated descriptor NSD* and
starts orchestrating the NS deployment. The NFVO an-
alyzes the NSD, and identifies that the NPN-B’s NFVI-
PoP has the necessary resources to deploy the re-
quested service. The NFVO in turn interacts with other
NFV-MANO functions, e.g., the VIM, the CCM and
other relevant NFV-MANO components. The detailed
interactions among the NFV-MANO components are
out of scope of this example.

VII. Experimental Evaluation and Comparative Analysis
This section provides evaluation of the PEDA framework
as well as comparative analysis with some existing rele-
vant solutions. We demonstrate the performance of privacy-
enhanced orchestration for one of the scenarios highlighted
in our analytics use case described in section IV. We focus on
NPN-B’s data usage policy of ‘fenced data’ that it mandates
to be respected when PLMN performs any kind of data
analytics, whether in the scope of NWDAF or MDAF, on
data that belongs to NPN-B. In that regard, we create two

experimental setups based on minikube and Google Cloud
and demonstrate our orchestration approach. Furthermore,
we evaluate the ‘scalability aspects’ of configurations and
their automation as the number of private 5G networks and
their data usage policies increase. To this end, we perform an
analytical comparison of PEDA framework with two existing
alternative solutions.

A. Demonstration of Proof of Concept
This section demonstrates a proof of concept, which is
described in section VI in the form of blueprint and work-
flow for privacy-enhanced orchestration of data analytics
services. Two experimental setups are laid out to replicate
cloud infrastructure sites of PLMN, NPN-A and NPN-B on
which data analytics services can be orchestrated according
to data usage policies specified by data owners. Figure 6
provides a simplified view of privacy-enhanced orchestration
blueprint depicted in Figure 3 tailored to our experimental
setup. For simplicity, in Figure 6 data usage control (DUC)
components, e.g., policy registry, service descriptions, DUC
controller, have all been contained within a single DUC
block.

Following the standard orchestration process of NFV-
MANO for containerized VNFs - composing the NWDAF
and MDAF analytics services in our case - the NFVO
interacts with the CISM components in different CIS Clus-
ters that are under its scope of management. As previously
mentioned, a CIS cluster is essentially a Kubernetes cluster,
whereas CISM refers to Kubernetes control plane (CP).
In our experimental setup, we deploy separate Kubernetes
clusters for PLMN, NPN-A and NPN-B, each indicating
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FIGURE 6. Demonstration setup for privacy enhanced distributed
orchestration

the respective domains or trust zones of corresponding
public and private networks. These clusters are set up using
minikube2 on a single host machine. To demonstrate privacy-
enhanced orchestration, we emulate the role of NFVO or-
chestrating analytics services as network services on multiple
Kubernetes clusters in a distributed fashion. We implement
the functionality of DUC components that update the Kuber-
netes manifests of analytics services as per the data usage
policies specified by each data owner in the policy registry.
NFVO takes the updated, privacy-enhanced manifests from
DUC and selects the right Kubernetes cluster for deploying
analytics services by interacting with the Kubernetes CP,
i.e., Kubernetes API server, of that cluster. This combined
‘DUC + NFVO’ functionality is implemented in the form of
a Python application.

We focus on the data usage policy of ‘fenced data’ in
our experimental evaluations to observe if the policy is be-
ing enforced by DUC-enabled, privacy-enhanced distributed
orchestration. To this end, we orchestrate a number of
different analytics services aimed to perform different kinds
of NWDAF and MDAF analytics related to PLMN, NPN-A
and NPN-B. These services are submitted to the combined
‘DUC + NFVO’ component in the form of Kubernetes
deployment manifests, as shown in Figure 6. The component
orchestrates necessary service components, i.e., Kubernetes
pods, as per specified ‘fenced data’ policy. In case there
is no ‘fenced data’ policy specified, the combined ‘DUC
+ NFVO’ component orchestrates services either within the
PLMN domain or in the domain of corresponding private
5G network. Further details of the multi-cluster experimental
setup are provided in Table 4.

Manifests for 15 distinct analytics services are created
for the experiment, five services for each network domain.
These services are assumed to be used for performing
various kinds of MDAF and NWDAF related analytics as

2https://minikube.sigs.k8s.io/

TABLE 4. Details and configurational parameters for multi-cluster experi-

ment

Components Details and description

Kubernetes Platform minikube version v1.34.0

Host Machine OS: Ubuntu 20.04.6 LTS, Kernel: Linux
5.4.0-200-generic, Architecture: x86-64

minikube VM Driver Docker

Container Runtime docker://27.2.0

Kubernetes Clusters 3 (one per domain)

Cluster Details Single node containing control plane,
workload scheduling enabled

Node properties CPUs = 2, Memory = 32100 MB

Kubernetes Version v1.31.0

Fenced Data Policies PLMN (fenced), NPN-A (non-fenced),
NPN-B (fenced)

Analytics Services 15 Kubernetes Deployments (5 for each
network)

Pods per deployment 2

per different analytics use cases in 5G and B5G networks.
Three policies are specified in the policy registry, one for
each network’s domain. We specify the ‘fenced data’ policy
for NPN-B as per our analytics use case described in section
IV. Furthermore, we also specify the ‘fenced data’ policy
for PLMN to avoid orchestration of PLMN’s management
domain analytics on NFVI-PoPs belonging to NPN-A and
NPN-B.

FIGURE 7. Deployment of analytics services on across different minikube
clusters as per DUC ‘fenced data’ policy
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FIGURE 8. GKE setup for privacy enhanced orchestration of analytics
services

Figure 7 demonstrates the efficacy of our DUC component
when scheduling analytics services as per the specified
‘fenced data’ policies. Each plotted point on the graph
represents all instances (i.e., pods) of the corresponding
analytics service that are running on one of the cluster
nodes. Analytics services targeted for NPN-B are only
scheduled for execution on the NPN-B cluster, presumably
residing in NPN-B’s own infrastructure domain. Similarly,
the fenced data policy of PLMN is respected by orchestrating
its analytics services in the PLMN’s domain. Since NPN-
A has no ‘fenced data’ policy, its analytics services are
distributed among its own cluster and that of the operator,
i.e., PLMN. Our ‘DUC + NFVO’ orchestrator component is
capable of orchestrating analytics services across multiple
clusters as per the privacy constraints that are applicable
to corresponding data. There are some existing frameworks
for orchestration of workloads across multiple Kubernetes
clusters, one such example being the mck8s framework [39].
However, mck8s distributes workloads across geographically
distributed clusters with the objective of optimal resource
allocation. Privacy preservation or data usage control aspects
are not considered in the mck8s orchestration platform.

The analytics services used for this proof of concept
(PoC) demonstration are not actual NWDAF or MDAF
analytics services, rather ‘dummy’ analytics services made
up of generic containerized applications in the form of
Kubernetes deployments inline with cloud-native and micro-
services architecture. Complex analytics services, composed
of multiple micro-services, can be set up using service
meshes. There are various tools for available for this, Istio3

being one of them. However, the actual nature of analytics
services, their implementation and complex compositions are
all those aspects that lie outside the scope of this paper.
Moreover, we chose to work on the granularity level of
Kubernetes deployments for ensuring privacy so that the
concept can be extended to complex analytics services that
are made up of micro-services in the form of service meshes.
Further evaluation of our framework on an even finer grained

3https://istio.io/latest/

granularity is part of future work, where we can evaluate
enforcement of other data usage policies like anonymity,
TTL constraints, etc., on the actual data being used by some
analytics services running in the cloud.

In a different experimental setup, we evaluate our PEDA
framework by demonstrating privacy-enhanced distributed
orchestration using public cloud. Google Cloud Platform
(GCP) is used to create a single Google Kubernetes Engine
(GKE) cluster distributed over different geographical loca-
tions, referred to as zones hereinafter. Each zone represents
a different geographical location offered by the GCP, and
node pools are created for each network domain, i.e., PLMN,
NPN-A and NPN-B, in different zones. In this way, we
try to replicate our reference scenario of different public
and private 5G networks that we consider for the PEDA
framework in this paper. Figure 8 illustrates this particular
deployment setup, containing a single Kubernetes cluster
comprising of Kubernetes CP (managed by Google) and
worker nodes belonging to node pools in different zones,
each zone representing a distinct network’s domain. For the
sake of simplicity, we have assigned one node for each
network domain. Further details about the GKE setup are
provided in Table 5.

The single cluster setup shown in Figure 8 also covers
the scenario when the PLMN may host private 5G networks
as network slices as described in Section II. These network
slices can potentially be deployed, either partially or fully,
in the public cloud by the PLMN for some use cases [40]
[41]. From data privacy, secrecy and regulatory point of
view, public cloud clusters can be configured appropriately to
schedule workloads in certain geographical zones. Further-
more, specific node pools can be set up comprising of custom
nodes with specialized hardware like trusted execution envi-
ronments (TEEs) for offering privacy and confidentiality in
the underlying hardware layer as well.

FIGURE 9. Deployment of analytics services on GKE nodes with and
without DUC
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TABLE 5. Details and configurational parameters for the GKE setup

Components Details and description

Kubernetes Platform Google Kubernetes Engine (GKE)

GKE Cluster Type Zonal

Control plane zone europe-west1-b

Default node zones europe-west1-b, europe-west1-c, europe-
west1-d

Nodes 3

Kubernetes Version 1.30.5-gke.1443001

Container Runtime containerd://1.7.22

Operating System OS: Ubuntu 22.04.5 LTS, Kernel: 5.15.0-
1067-gke

Nodes per domain PLMN (1 node in zone europe-west1-b),
NPN-A (1 node in zone europe-west1-c),
NPN-B (1 node in zone europe-west1-d)

Node properties Machine type = e2-medium, Allocatable
CPUs = 940 mCPU, Allocatable Mem-
ory= 2.92 GB

Fenced Data Policies PLMN(fenced), NPN-A(non-fenced),
NPN-B(fenced)

Analytics Services 15 Kubernetes Deployments (5 for each
network)

Pods per deployment 2

The results from the GKE experiment are shown in
Figure 9, showcasing the scheduling of different analytics
services across the cluster nodes. There are two pods for
each analytics service and each plotted point on the graph
represents a pod of corresponding analytics service that
is running on one of the cluster nodes. We chose the
deployment granularity on the x-axis instead of pods to
avoid the figure being too cluttered. This may result in
multiple pods (maximum two in our case) being represented
by a single point, especially in the case when DUC is
enabled and pods of PLMN and NPN-B analytics services
are running on the right nodes dedicated to those networks.
It is evident from the figure that When DUC is enabled to
enforce the ‘fenced data’ policies of NPN-B and PLMN,
pods belonging to the analytics services concerning those
network domains are only scheduled on the nodes that are
dedicated to the corresponding domains. In the absence of
DUC, default Kubernetes scheduling takes place across the
cluster, resulting in orchestration of some NPN-B analytics
services pods on nodes assigned to PLMN and NPN-A.
Similarly, the ‘fenced data’ policy of PLMN is also not
respected by the normal Kubernetes scheduler as pods of

PLMN analytics services can be seen running on NPN-A
and NPN-B nodes.

KubeFlower [42] is another framework that considers
privacy of data when it is used for federated learning in
single cluster environments with geo-distributed sites (nodes)
across the IoT-edge-cloud continuum. According to our
understanding, the kubFlower framework focuses strictly on
federated learning applications, including in the telecom-
munication networks. In this paper, we aim to introduce a
framework that is generic and can be applied on varying
kinds of analytics applications in 5G and future 6G mobile
networks. For our future works, we aim to further enhance
the interplay between Kubernetes cluster components and the
DUC components with the introduction of custom Kuber-
netes resources and specialized Kubernetes operators. This
kind of Kubernetes-native approach would be necessary to
implement fine-grained data usage policies like anonymity,
TTL constrains, data isolation in the compute, networking
and storage layers of the data plane, going beyond the
scheduling aspects of control plane that we have considered
so far in our PoC demonstration. Authors in [42] have
also followed a similar Kubernetes-native approach for the
kubeFlower framework.

B. Evaluation of configuration automation
We evaluate our proposed privacy-enhanced data analytics
(PEDA) framework in terms of its configuration automation
capabilities. Automation of configuration is a key KPI in
mobile networks, as it significantly reduces operational ex-
penditures (OPEX) for operators by minimizing the need for
continuous network configuration adjustments. Specifically,
we compare our solution with two existing solution, namely
LUCON [28] and Dataspace Connector (DSC)[29]. The
first is a flow-oriented approach, meaning that it specifies
policies for individual data flows based on protocol, source,
destination, and other parameters. Similarly, the second one
defines a set of policies on data from a specific data owner
and enforces them through an ad-hoc connector for every
telemetry data exchange. Both solutions are described in
Section III-C. In contrast, the proposed PEDA framework
follows an intent-based approach, therefore reducing the
complexity in terms of configuration due to choice of ap-
propriate granularity.

Figure 10 depicts the reference scenario we consider for
our comparison. Two private networks are considered (NPN-
A and NPN-B) and one analytics service is assumed to
be deployed in the PLMN domain. Assuming the private
networks have a ‘fenced data’ policy as described in Table 2
(i.e., each private network limits the processing of its own
data within its local domain), then the corresponding service
needs to be allocated locally in each of the private networks’
domains. With our solution, applying the ‘fenced data’
policies translates in modifying the descriptors related to the
NS instantiation to be compliant with the policies from the
Policy Registry, as described in Section VI-A.
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FIGURE 10. Two NPNs reference setup for solution evaluation

In such a scenario, we compare the number of configura-
tions needed by the PEDA solution and alternate solutions,
LUCON and DSC. Table 6 shows the results in terms of
number of policies and function descriptors that need to be
configured for each of the solutions while the number of
private networks increases.

Both PEDA and DSC always require one policy for each
private network. Therefore, in the general case (last column
of the table) of n private networks, they will require n
policies to be configured. Differently, LUCON is a flow-
based approach that requires policies to be configured for
each service instance. Therefore, if there is only one service
as in Figure 10, the number of policies needed will be
equivalent to PEDA and DSC cases. However, for s number
of services, the number of policy configuration will be s∗n,
where again n is the number of private networks.

Similarly, when it comes to the number of function de-
scriptors needed to deploy a service instance, PEDA requires
one function descriptor for all the service instances to be
deployed. In the case of s services it will always require
s function configurations independently from the number
of private networks n. Differently, both LUCON and DSC
require one different function descriptor to be configured for
each of the private networks domain in which the service
need to be deployed due to the ‘fenced data’ policy. This
results in s ∗ n configurations when considering s services
and n private networks.

TABLE 6. Operational configurations comparison between PEDA, LUCON

[28], and DSC [29]

private networks (n) 1 2 3 ... n

PEDA 1 2 3 .. n
policies LUCON s 2*s 3*s .. n*s

DSC 1 2 3 .. n

PEDA s s s .. s
functions LUCON s 2*s 3*s .. n*s

DSC s 2*s 3*s .. n*s

n is the number of private networks, s is the number of services.

The results described in Table 6 can also be observed
in Figure 11. As the number of private networks increases,
the LUCON (for both policies and function descriptors) and
DSC (only for function descriptors) solutions need a higher
number of configuration to be set, implying difficulty in
implementing automation of these solution over larger scale.
For example, in the case of 3 private networks (n = 3) and
5 analytics services (s = 5), LUCON will require five times
the number of configurations as required by PEDA.

FIGURE 11. Number of policy (a) and function descriptors (b)
configuration needed with PEDA, LUCON [28] and DSC [29], for n = 1,
n = 2 and n = 3 private networks

VIII. CONCLUSION
In this paper, we highlight the data privacy and secrecy issues
that may arise for 5G data analytics, especially when the
private 5G networks are either hosted completely by the
public network (e.g., in the form of network slices) or are
sharing the operator’s management and control plane and its
associated analytics services. In that regard, we consider the
data usage control approach enabling data owners to specify
data usage policies that must be fulfilled by the operator
while performing data analytics. Furthermore, we provide
a detailed analytics use case describing different analytics
services, kinds of data required for those analytics and the
data usage policies that can be set by the data owners.

Additionally, we propose a novel framework for privacy-
enhanced data analytics (PEDA) consisting of components
that can complement the standard 5G data analytics frame-
work specified by 3GPP. The PEDA framework makes use
of existing orchestration systems like NFV-MANO, specified
by ETSI ISG NFV, to perform data usage control for the
data exchange between private and public 5G networks. To
this end, a detailed blueprint for distributed orchestration
of analytics services in the cloud infrastructure of both
public and private 5G networks is introduced in this paper.
Privacy-enhanced orchestration of analytics services enables
enforcement of data usage policies set by private 5G network
owners for the analyses that are performed on their data
by the public network’s control plane. Detailed workflow of
this orchestration blueprint covering step-by-step interactions
between all the components is also provided.
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We have also demonstrated a PoC of privacy-enhanced
orchestration approach proposed in this paper. Private and
public 5G networks are replicated in the form of distributed
cloud infrastructure clusters, on which the orchestrator de-
ploys analytics services in a distributed manner while taking
necessary data usage control measures for data privacy.
We evaluated the efficacy of privacy-enhanced orchestration
of analytics services while considering the ‘fenced data’
policies of data owners. To this end, experiments have
been performed on multi-cluster and single cluster setups.
In our evaluation, we focused on Kubernetes deployment
granularity to ensure privacy, enabling extension to complex
analytics services built as micro-service meshes. Our future
work includes exploring finer-grained enforcement of data
usage policies, such as anonymity and TTL constraints, on
data used by cloud-based analytics services. Furthermore,
we plan to enhance the integration of Kubernetes and DUC
components using custom resources and operators. This
Kubernetes-native approach will enable fine-grained data
usage policies, such as anonymity, TTL constraints, and data
isolation across compute, networking, and storage layers,
extending beyond the control plane focus of our current PoC.
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