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ABSTRACT Generative Al is revolutionizing Software Engineering (SE), as both engineers and academics
embrace this technology in their work. To better leverage this technology for software generation, it is
essential to propose effective IoT software defect prediction methods. However, this task is challenging
due to the unclear high-order correlation underlying the data. Moreover, in real-world IoT software defect
prediction applications, different types of misclassifications generally lead to distinct losses and associated
costs. However, accurately determining these specific costs is often not feasible. Under such circumstances,
we propose a cost-sensitive hypergraph learning method with structure quality preservation (csHL?) to
optimize the cost information and preserve the graph quality in a principled way. Due to the representational
ability on high-order relationship exploring, we employ hypergraph structure instead of graph structure to
model the complex correlations among the datasets. We note that if a cost-sensitive hypergraph has a high
quality, its classification results may exhibit a large margin separation. Thus, csHL? exploits the large
margin cost-sensitive hypergraph while avoiding using of a cost-sensitive hypergraph with a small margin.
To measure the performance of our proposed method, we performed experiments on three distinct groups
of datasets, i.e., the NASA Metrics Data Program (NASA) dataset, CK metric dataset and UCI Machine
Learning Repository (UCI) dataset. Experimental results and comparisons with state-of-the-art methods
demonstrate the superiority of our method.

INDEX TERMS Cost-sensitive hypergraph learning, Hypergraph structure optimization, IoT software defect
prediction.

I. INTRODUCTION

ISCUSSIONS on the use of generative Al range from

claims of it marking the “end of programming” [1],
[2] to perspectives on its potential to enhance software engi-
neering [3], [4]. With the application of GAI in the field of
software generation [5]-[7] and the rising frequency of soft-
ware attacks [8], [9], the development of IoT software defect
prediction techniques has gained increasing attention from

researchers. Targeting the identification of software modules
as defect-prone or not, IoT software defect prediction [10]—
[12] has become one important research topic in the IoT
software engineering field. Effective IoT software defect
prediction methods can reduce the cost during the software
development phase and help maintain the quality of software
systems. Before releasing a reliable software system, it is
essential to identify as many defects as possible. It is worth
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noting that the conventional IoT software defect prediction
process requires much human effort and is challenging to
cover all possible conditions, as software defects may appear
in varied ways. Therefore, how to predict software defects
has attracted significant research attention [13]—[15] in recent
decades.

In data-driven IoT software defect prediction, a software
module is the smallest unit of functionality [16], which
is represented by a group of software metric values. IoT
Software defect prediction task can be viewed as a binary
classification task, where a testing software module is cate-
gorized as either defect-prone or defect-free.

In recent years, many machine learning methods have
been applied to this task [11], [17], [18]. Despite extensive
research on IoT software defect prediction, this task con-
tinues to pose significant challenges. Firstly, the relation-
ships between software metrics and their associated labels
remain ambiguous [19]. Many methods designed to capture
the complex relationships within datasets, such as graph-
based approaches, fail to leverage the high-order correlations
present in the data [20]. For example, in a traditional graph
structure, each edge can only connect two vertices at a
time, which limits the model’s ability to capture high-order
relationships within data [21]. To build a robust classifier,
it is crucial to utilize a more effective data formulation that
captures the intricate relationships within the data. Second,
the misclassification of a defective module incurs a far
greater cost than that of a non-defective sample, potentially
causing the software to crash. Therefore, in the field of
prediction, minimizing the total cost is more significant.
However, increasing IoT software defect prediction works
mainly focus on minimizing the number of errors rather than
the total cost.

Therefore, to solve the above challenges, we propose
a cost-sensitive hypergraph learning method with structure
quality preservation for IoT software defect prediction. This
method simultaneously optimizes cost information and pre-
serves the quality of the hypergraph structure. The frame-
work of our method is illustrated in Figure 1. By leveraging
the hypergraph structure, we incorporate misclassification
costs and perform cost-sensitive hypergraph learning to
minimize the overall total cost. Unlike conventional software
defect prediction methods that rely on simple graphs, where
each edge represents a pairwise connection between two
vertices, a hypergraph structure allows for the representa-
tion of high-order correlations among vertices. This enables
the exploration of complex relationships between software
modules, as hyperedges provide a flexible, degree-free con-
nection among data points. Moreover, considering that the
quality of hypergraph structure may affect the robustness
of the hypergraph-based classifier, we employ large-margin
criterion to evaluate the quality of the hypergraph structure
[22]. More specifically, since the predictive results of a high-
quality graph have a large margin separation (small hinge
loss) [23] and the large margin separation has the ability
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to evaluate the quality of the graph structure, we set the
predictive labels of multiple cost-sensitive hypergraphs as
new features and construct a large margin classifier based
on these features to preserve the quality of cost-sensitive
hypergraph structure. Experimental results and comparisons
with state-of-the-art methods show the superiority of the
proposed csHL® method.

The remainder of this paper is organized as follows.
Section II briefly reviews related work. Section III presents
the cost-sensitive hypergraph learning method with structure
quality preservation. Experimental results and comparisons
with state-of-the-art methods are provided in Section IV. We
conclude this paper in Section V.

Il. Related Works

We’re at a stage where generative Al in IoT software
development is expected to accelerate progress by enabling
large-scale changes with less effort [24]-[26]. However,
as the initial enthusiasm has faded, there’s an increasing
recognition of the various risks and challenges involved, such
as security concerns, unexpected failures, and trust issues.
Thus, many researchers are focusing on the field of IoT
software defect prediction.

A. GAlI for Software Generation

Generative Al (GAI) has made significant strides in a variety
of domains, including natural language processing [27],
image generation [28], and software engineering [29]. In the
context of software generation, GAI techniques are gaining
attention for their potential to automate and accelerate the de-
velopment process [30], [31]. For instance, Sauvola et al. [5]
proposed four scenarios, outlined model trajectories to rep-
resent transitions between them, and examined them in the
context of relevant software development activities. Russo
et al. [6] developed a theoretical model for Al adoption in
software engineering, termed the Human-AlI Collaboration
and Adaptation Framework. This model was subsequently
validated through Partial Least Squares—Structural Equation
Modeling, using data collected from 183 software engineers.
Ebert et al. [7] provided guidance for both creating GAI
software and developing software with the help of GAIL
Practical insights are provided based on experiences in in-
dustrial environments. By employing scenario-based design
and question-driven XAI design methodologies, Jiao et al.
[32] examined users’ explainability requirements for GenAl
across three software engineering use cases: natural language
to code, code translation, and code auto-completion. Despite
the existence of several approaches that focus on using GAI
for software generation, many challenges remain in this area.
One of the key research hotspots is how to effectively predict
software errors in GAIl-generated software to improve its
robustness [33]. In this paper, we investigate software defect
prediction for GAl-generated software.
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FIGURE 1. The framework of our proposed method.

B. Software Defect Prediction

The task of data-driven IoT software defect prediction can
be formulated as a binary classification problem, and thus
many machine learning methods have been investigated, such
as parametric and non-parametric approaches. To establish
the connection between software metric values and the oc-
currence of faults, neural network [34], contrastive learning
[17], and ensemble learning [13], [35] have been integrated
into this field.

To develop more effective methods, many researchers
have adapted traditional machine learning techniques to
address the unique challenges in IoT software defect pre-
diction. Liapis et al. [13] focused on the application of
active learning methods in code defect prediction and em-
phasizing the efficacy of combining active learning with
ensemble methods, leveraging the dynamic selection and
labeling of training instances to increase model performance.
Chen et al. [36] proposed a deep hierarchical convolutional
neural network (DH-CNN) based on multiple source code
representations. Tong et al. [10] proposed a multi-source
transfer weighted ensemble learning (MASTER) method
for software defect prediction, which measured the weight
of each source dataset based on feature importance and
distribution difference and then extracted the transferable
knowledge based on the proposed feature-weighted transfer
learning algorithm. Yang et al. [37] proposed a learning-
to-rank algorithm for software defect prediction by directly
optimizing ranking performance. Although these methods
advance the field of software defect prediction, the complex
relationships among software modules and the markedly
different misclassification costs for defect-free and defect-
prone classes necessitate the development of more robust
classifier learning algorithms.
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Recognizing that the misclassification consequences for
defect-free and defect-prone classes differ, many software
defect prediction methods focus on cost-sensitive learning
[38]-[41], which incorporates misclassification costs for dif-
ferent categories into the learning process. For instance, Ali
et al. [39] introduced a cost-sensitive logistic regression and
decision tree ensemble model aimed at accurately predicting
defects in software components. Siers et al. [40] developed
a framework that generates cost-sensitive predictions while
addressing class imbalance, utilizing a decision forest classi-
fier from which knowledge can be extracted through manual
inspection of the individual decision trees. Liu et al. [42]
suggested a two-phase cost-sensitive classification approach
that integrated cost data during both feature selection and
classification process. Wang et al. [43] proposed a multiple
kernel ensemble learning (MKEL) method utilizing a sample
weight vector updating strategy. During the training process,
the weights of defect-prone samples can be increased and the
weights of defect-free samples can be reduced based on the
classification results. Accordingly, in this paper, we examine
the high-order interactions among software modules and
integrate misclassification costs into the detection process,
resulting in the development of an efficient software error
prediction approach.

C. Graph-based Semi-supervised Learning Method

In order to exploit the information from abundant unlabeled
samples, many graph-based semi-supervised methods have
been proposed [11], [44]. Zhang et al. [45] proposed a
graph-based method, which employed the label propagation
algorithm to iteratively label the testing samples. Zhang
et al. [46] addressed the computational challenge of tradi-
tional semi-supervised methods through graph sparsification.
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Jiang et al. [47] extended the Bayesian method, which
constructed a graph-based sparseness-generating prior to
exploiting the data manifold. In order to further improve
the effectiveness of graph-based methods, many research
works have been proposed to improve the performance of
graph-based methods both in the graph construction process
and the label propagation process [48], [49]. Considering
that the construction of graphs has a critical impact on the
performance of the graph-based classifier, Jebara er al. [50]
employed a maximum weight b-matching method for graph
construction to ensure the graph is exactly regular. Xu et
al. [20] introduced a defect prediction method based on
an Augmented-Code Property Graph(CPG), which utilizes
a unique graph encoding format.

To evaluate the effectiveness of graph structure, li et
al. [23] utilized margin separation to assess graph quality,
enhancing the impact of graphs with large margins while
seldom employing those with small margins. Since each
connection of graph structure can only link two vertices
at once, the pairwise connections may limit the models to
investigate the high-order relationships within the datasets.
A more robust framework is required to establish the re-
lationships within the dataset. Due to its strong capacity
to represent high-order relationships, hypergraph structures
have become widely utilized in the field of semi-supervised
learning [51], [52]. For example, Zhou et al. [53] employed
a hypergraph structure to represent the complex relation-
ship among datasets and extended the spectral hypergraph
clustering method to hypergraph embedding and transductive
classification. Zhao et al. [54] proposed a multi-hypergraph
joint learning method to find the relevance among mul-
tiple features. Luo et al. [55] proposed a feature learn-
ing method named spatial-spectral hypergraph discriminant
analysis (SSHGDA) to extract the spatial-spectral features
of hyperspectral images. While the hypergraph structure is
capable of investigating high-order relationships among data
by representing complex interdependencies between multiple
entities simultaneously, the quality of the hypergraph itself
plays a crucial role in determining the effectiveness of
hypergraph-based methods. Thus, in this paper, we focus on
the characteristics of software defect prediction and perform
a detailed evaluation of hypergraph detection structures.
Based on this analysis, we propose an effective software
defect prediction model.

lll. Cost-sensitive Hypergraph Learning with Quality
Preservation

A. Introduction of Hypergraph Learning

In this section, we briefly outline the key definitions of
hypergraphs, the learning methods related to them, and their
applications. Given a hypergraph structure G = (V,£, W),
it generally has three components, i.e., the vertices set V,
the hyperedges set £ and the weights of hyperedges W.
We regard each sample as a vertex in a hypergraph, and
the relationship among different samples is represented by

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

hyperedges. A hypergraph structure can be defined as a
[V| x |€] incidence matrix H based on the vertices set and
hyperedges set, and the entry of H is defined as

h(v,e) = {(1)

which indicates whether vertex v is connected by hyperedge
€ or not.

The degrees of different vertices and hyperedges are
calculated by

ifvee

ifvge’ %

d(w) = W (e)h(v,e) 2)

ecé
and

d(e) = Zvev h(v,e). 3)

According to the degrees of vertices and hyperedges, two
diagonal matrices Dy, and D, are employed to represent the
degrees of vertices and hyperedges, respectively.

Hypergraphs have been widely employed in learning
methods, e.g., classification, embedding, and ranking. Semi-
supervised hypergraph learning method [53] is based on
the assumption that the two stronger connected vertices on
hypergraph structure are more likely to have similar labels.
Thus, the objective formulation is defined as

arg mI%n {QL) + ARemp(L) } S

In this function, (L) is the structure regularization term
that controls the connections among vertices. Rey, (L) is the
empirical loss and A is the trade-off parameter to balance
the influences of (L) and R, (L). More specifically, in
order to smooth the relationships among samples on the
hypergraph, the regularizer (L) can be defined as

_1 < w(e)H(u,e)H(v,e) (L(u,k) L(v,k) ) ?
P=2 Zom @ \Viw v
= tr(LTAL).
®)
Mqreover, A s deﬁn?d as A =1 -0 =1 -
D, :HWD, 'HTD, 2, which is the hypergraph Lapla-
cian. Matrix L denotes the to-be-estimated labels for total
samples. C' is the number of classes in the classification
tasks. In this definition, the more hyperedges connect be-
tween two vertices, the more similar their labels are.
The empirical loss R, (L) is usually defined as

Remp(L) = ||IL = Y|I5, (©)

where Y represents the label matrix derived from the labeled
samples.
Thus, the objective function can be expressed as

argHEn {tr (LT AL) +)\||L—Y||§,}, @)
which can be addressed directly using L = (I + %A)AY.
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Due to its strengths in modeling intricate relationships,
hypergraphs are frequently applied across a range of fields,
such as multi-object tracking [56], image retrieval [57],
anomaly detection [58], [59], and so on.

B. Cost-Sensitive Hypergraph Learning

In this section, we include cost information into hypergraph
learning to minimize the total cost for IoT software defect
prediction. Given a set of training samples {A;,y;}._, and
testing samples {A;}7_,, |, We create connections between
these samples using a hypergraph structure and integrate cost
information into the learning process to capture the features
of the test samples {A;}7_,,, to labels {y;}7_,,,. In this
section, in order to describe the proposed method more
clearly, we employ boldface upper-case letters to represent
matrices, boldface lower-case letters to represent vectors and
normal italic letters to represent scalar.

In a hypergraph G = (V, £, W), each vertex from V) de-
notes one sample from {Aq,...,A;,Aj4q1...,A,}. Thus,
we have n vertices in total. The entries of the diagonal matrix
‘W denote the weights of hyperedges. The set of hyperedges
& connects vertices according to the distances among sam-
ples, which are generated by the common-used distance-
based hyperedges generation method. Distance-based hy-
pergraph generation methods leverage the relationships be-
tween vertices by utilizing the distance in the feature space,
such as Euclidean distance. More specifically, we select
one vertex from {Aq,...,A;,A;41...,A,} as centroid
vertex, and calculate the distance between the centroid vertex
with the other vertices. According to the distances, the K
nearest neighbors are selected to construct the hyperedge
for this centroid vertex. Then a hyperedge can associate
with itself and its nearest neighbors in the feature space.
This process is repeated n times until all the vertices from
{Ay,...,A;;A;41...,A,} have been chosen as centroid
vertices. Ultimately, this results in a total of n hyperedges.

In this method, in order to take the distances between each
pair of samples into consideration, we utilize a probabilistic
incidence matrix H to represent the relationship between
hyperedges and vertices. More specifically, the (p, ¢)-th entry
of the matrix H represents the connection between vertex vy,
and hyperedge e, and is defined as follows

d(vp7vcent'r'oid)2 .
I if Up S €q

exp :
H(v,,e,) = ( ad
(vp: ¢q) { 0 if v, ¢ e

Here, vcentroid denotes the centroid vertex of hyperedge
€4, while d represents the average distance between all pairs
of vertices in the hypergraph. Moreover, d(vp, Ucentroid) 18
the distance between v, and Veentroid-

The definitions of degrees for vertices and hyper-
edges are similar to the traditional hypergraph, i.e.,
d(vp) = > .ce W(e)h(vp,e) for vertex v, and d(e,) =
> wey h(v,eq) for hyperedge e,. Then, we can get two
diagonal matrices D, and D, for the vertices degrees and
hyperedges degrees, respectively.

®)
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In order to minimize the total cost instead of accuracy
in the learning process, misclassification costs have been
introduced into the hypergraph learning process. The reg-
ularization formulation of cost-sensitive hypergraph learn-
ing includes three components, i.e., the hypergraph Lapla-
cian regularization term §2(w), the empirical loss function
Remp(w), and the optimal regularization for hypergraph
structure Q(W). Here, w is the mapping vector that needs
to be learned, which embeds the features of samples to the
labels.

The hypergraph Laplacian regularization term Q(w) is
similar to the traditional hypergraph structure, which is
defined as follows

Qw)=3% X

e€f vi,v; €V

W (e)H(v;,e)H(v;,e) wA;,  wA;
(e) V) +/d(vy)

— 2 (wx; )H(vi,e)W(e)H(v;,e)(wx;)
%v (wx;) egg vigev V(w2 d(v;)5(e)

(Xw) " (I - D;l/gHWDngTDU_l/Q) (Xw)
= (Aw) ' A(Aw).

9
As for the empirical loss R, (w), it incorporates the cost
information and is defined as

Remp(@) = [T (Aw —y)[3 = X0y (Tii(Aiw —yi))*.
(10)

Here, the diagonal matrix Y represents the misclassifica-
tion cost and Y'; ; denotes the cost associated with the i-th
sample. Aw is the classification result.

Although hypergraph has been employed to exploit high-
order relationship among datasets, some hyperedges may
not effectively model these correlations and the weights of
different hyperedges need to be optimized in the learning
process. To address this, the optimal hypergraph structure
regularization Q(W) is employed to re-weight the influences
of hyperedges and improve the effectiveness of hypergraphs,
which is defined as Q(W) = ||[W||2..

Then the objective framework of cost-sensitive hypergraph
learning is summarized as follows.

argmin {(Aw)T A(Aw) + [ C(Aw) = I3 + AW |
s.t. Zwi’i = 1, A4 Wi}i Z 0.
i=1 (11)

Here, A\ and g are trade-off parameters to adjust the
influences of the above three components.

The optimization task in Eq.(11) is convex. Then we
can optimize Eq.(11) by an alternating optimization scheme.
First, we fix W and compute the value of w. The partial
derivative of the objective function with respect to w is
expressed as follows:

0

i 12)

{lc(aw) -y} + u(aw) A(Aw) } =0,
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and the solution of w is as follows
-1
w:<ATC?A+HATAA) (ATCy). (13)

Then we fixed w and calculate W. The partial derivative
of the objective function with respect to W is as follows

N
af,V{MAwM(Aw AW + (> W, — 1)} ~o.

i=1
(14)
and the solution of W is as follows
T -1 _
W — ud ' ®(D.) ol (15)
2
and
18T _
o= #2(D.)” @ 2)\. (16)

Ne

Here, ® = (Aw) ' (D,)"2H and I is an identity matrix.
According to the mapping vector w, we can calculate the
predictive labels with the feature of testing samples as L =
Aw.

C. Quality Evaluation on Hypergraph Structure

In order to optimize the hypergraph structure, we evaluate the
quality of the hypergraph structure in the learning process.
Inspired by the effectiveness of the large margin criterion in
graph-based quality evaluation [22], [23], we use the large
margin criterion to maintain the integrity of the cost-sensitive
hypergraph structure. More specifically, the predictive results
with a small margin may cause a higher risk of the cost-
sensitive hypergraph classifier. Thus, in the learning process,
we emphasize cost-sensitive hypergraph with a large margin
and avoid utilizing cost-sensitive hypergraph with a small
margin. Here, we denote the category with a higher mis-
classification cost Cp,s as positive class, and the category
with a lower misclassification cost C., as negative class.
We fix Chey as 1, and we only consider the cost of the
more important class. In the above section, cost-sensitive
hypergraph learning method assumes that the precise cost
value, i.e., Cpo, is known in advance. However, it is crucial
to recognize that establishing a fixed, exact cost value is
not feasible, which renders the direct use of cost-sensitive
hypergraphs ineffective. In this section, we optimize the
cost value Cp,s and hyperparameters A and p according
to the relationships among testing samples in the learning
process automatically. With the candidate cost information
and trade-off parameters, we construct a set of cost-sensitive
hypergraphs and obtain a set of predictive labels for the
testing samples. Then we treat the predictive results as new
features for the testing samples and further judge the quality
of the set of cost-sensitive hypergraphs.

More specifically, after constructing cost-sensitive hy-
pergraphs with different cost information and trade-off
parameters, we obtain a set of cost-sensitive hypergra];)h
classifiers { HG;}]_,. Then let L() = {lgt),lét), 1y
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represents the predictive results of m testing samples
from t-th cost-sensitive hypergraph classifier and we get
the predictive results of all hypergraph classifiers L
(LM LA ... L™} Although we obtain the experimental
results of these cost-sensitive hypergraphs, it is still chal-
lenging to identify the quality of these solutions. Thus, we
employ the large margin principle to evaluate the qual-
ity of these cost-sensitive hypergraphs. According to the
predictive labels, we generate a new feature dataset for
training and testing samples, denoted as {X;,y;}? , and
the new feature vector of i-th sample is denoted as X; =
{151), 152), ce lET)}, where each entry represents the result
of corresponding hypergraph. With the new feature dataset,
we employ the large margin principle to evaluate the quality
of the corresponding cost-sensitive hypergraph.

According to [23], we construct a large margin linear
classifier to distinguish the predictive results with a small
margin. The basic principle for labeling is to increase the
utilization of cost-sensitive hypergraphs with a large margin
and decrease the utilization of those with a small margin.
Then unstable and ineffective performance can be reduced.
In order to find the classifier with a large margin, we need
to find a linear classifier f(X) a’X + b and get a
label assignment of unlabeled data § = {y;%1, yik2,- -+, Un}s
which can be achieved by minimizing the following function

l n
min & a3+ 6> 1 (X)) + 62 D2 1055(X))
’ i=1

j=l+1

s.t. yi e {-1,+1},j=1+1,...,n;
n - 1
|Zj:l+1 Yi it yi| <3
n—1 l -

a7
Here, 1(z) = max(0,1 — z) means the hinge loss in large
margin separation. ¢; and ¢- are trade-off parameters that
are used to balance the losses on the training and testing
dataset. Considering that the objective function is similar
to the traditional semi-supervised SVM (S3VM) [60], we
employ the solution of S3VM to optimize the objective
function. However, the solution of classical S3VM may not
be able to meet the demand for cost-sensitive hypergraph
structure optimization. For instance, classical S3VM usually
utilizes the non-linear kernel while we need the linear kernel
to achieve the optimization. Under these circumstances, we
utilize alternating optimization [23] to address this problem.
First, we fix ¢ and optimize a. when g is fixed, Eq.17 is
similar to the traditional linear SVM which can be solved
by a linear SVM package. Then we fix a and optimize g.
When a is fixed, we note that the rank of y depends on
the prediction a’X + b or the testing dataset [61]. Thus,
according to [23], the predictive results on the testing dataset
can be calculated as

VOLUME ,



This article has been accepted for publication in IEEE Open Journal of the Communications Society. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/0JCOMS.2024.3514774

—IEEE IEEE Open Journal of the

ComSoc communications Society

41 ifrjg(%—ﬁ)(n—l)

&
|

sign(a’X; + b) otherwise
(18)
Here, {r1,72,...,7,—;} represents the ranks of predictive
results on the testing dataset. In order to further optimize
the performance, we generally increase the importance of
unlabeled samples in the learning process [60]. Finally, if the
margins of some testing samples are still risky, we label them
with a supervised learning method to ensure the robustness
of the classifier. The procedure of the proposed method is

shown in Algorithm 1.

Algorithm 1 The workflow of the proposed cost-sensitive
hypergraph learning method focuses on preserving structural
quality.

Input: The training samples {A;,y;}._; and the testing
samples {A;}7_, ;.

Parameter: The parameters of hypergraph {A1,..., Ay}
and {p1, ..., fm , regularization parameters {¢1, @2}, a
set of cost values for positive category

{Cposl ) Cposw ceey Cposq}

Output: The inferred label information for the test samples
g = {yl:i-lv yl;—?; ceey Zjn}

1: For each trade-off parameters {\} and {u} and cost
values {Cpos}, construct a cost-sensitive hypergraph.
Then we have a set of hypergraph classifiers
{HG}.

2: Obtain a set of mapping vectors {w;}7_; by
minimizing the total cost.

3: Calculate the labels by Aw and record the results of
HGyas LO = {9180 0y,

4: Construct the new feature space as {X;, y; }7 ;.

5. while ¢» > ¢ do

6:  while the result of Eq.17 does not decrease do

7: Fix ¢ and optimize w utilize a public linear SVM
package.

8: Fix w and optimize y by using Eq.18.

9 P2 = 202

10.  end while
11: end while
12: if the margin of testing samples are still risky to use
then
13:  Employ the supervised learning method to label
uncertain samples.
14: end if

15: return § = {y 1, yit2, -5 Yn}t
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-1 if rj > (72257”“ +6) (n—1) -

IV. Experiments

In this section, we briefly introduce the testing datasets,
the commonly used evaluation criteria, compared methods,
experimental results and discussion.

A. The Testing Dataset

To evaluate the effectiveness of our method, we conduct
experiments using widely recognized IoT software defect
prediction datasets, i.e., specifically the CM1, KC3, MC2,
MW1, PC1, PC3, PC4, and PC5 datasets from NASA [62],
as well as the ant, ivy, jedit, lucene, synapse, velocity, and
xalan datasets from the CK metrics dataset [62]. Moreover,
we also conduct experiment on UCI dataset from other defect
detection fields, i.e., haberman, heartstatlog, LiverDisorders,
sonar, SPECT, SPECTF, wpbc, australian data [63].

B. Evaluation Criteria
To assess the performance of the proposed method, we utilize
the following widely accepted criteria.

1) Accuracy refers to the percentage of samples that
are correctly classified relative to the total num-

ber of samples, which is calculated as Accuracy=
TP+TN
TPIFP+TNIFN"

2) AUC: AUC quantifies the area under the ROC curve,
which graphs the false positive rate (FPR) on the x-
axis and the true positive rate (TPR) on the y-axis.

3) Precision: Precision is the proportion of defective
samples that are correctly identified as defective out
of the total samples classified as defective, which is

.. o TP
calculated as Precision= TP+FP ‘

4) Fq-measure: Fi-measure considers both PD and Preci-

sion, and it is defined as the harmonic mean of these

two metrics, and calculated by F} = %%.

Accuracy, AUC, Precision, Fj-measure range in [0, 1], and
a higher value represents a better performance.

C. Compared Methods

To measure the efficacy of our method, we benchmark it
against various state-of-the-art techniques. The parameters
for these comparison methods are configured to the appro-
priate values outlined in their publications. The details of
compared methods are described as follows:

1) Cost-sensitive feature selection (CSFS) [64]. In CSFS,
the authors optimized the cost information with F-
measure information and employed cost information
to solve the imbalance data classification issue.

2) Non-negative Sparse Graph Based Label Propagation
(NGSLP) [45]. In NGSLP, the authors utilized the
Laplacian score sampling strategy to construct a class-
balance dataspace. The relationships between samples
are evaluated through a non-negative sparse algorithm
and represented as a graph structure. Then, label prop-
agation is utilized based on this non-negative sparse
graph.



This article has been accepted for publication in IEEE Open Journal of the Communications Society. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/0JCOMS.2024.3514774

Nan Wang et al.: Preparation of Papers for [IEEE OPEN JOURNALS

3) Large margin graph quality judgment (LEAD) [23]. In
LEAD, the authors presented a method for optimiz-
ing structure that is based on the conventional graph
framework.

Additionally, we compare our method with traditional hy-
pergraph learning techniques (HL) [53] and cost-sensitive
hypergraph learning method (csHL) without structure opti-
mization.

D. Experimental Settings

In the experiments, we randomly divided the dataset into
training and testing sets, using 10%, 20%, and 30% for
training, while the rest were designated for testing. This pro-
cess is repeated 10 times, and the average results along with
the standard deviation are reported. Moreover, in hypergraph
construction process, we set the value of A as [0.1, 1, 10], the
value of p as [0.1,1,10] and the value of cost for positive
category as [5, 10, 15]. Then we construct 27 candidate cost-
sensitive hypergraphs in total. In the hypergraph structure
optimization process, the parameters ¢q, ¢, and 3 are set
as 1, 0.01, and 0.02, respectively.

Experiment results of all compared state-of-the-art meth-
ods on the UCI machine learning dataset, NASA dataset
and CK metrics dataset are shown in Figure 2 and Figure
3. In these result figures, the bars indicate the average
outcomes of various methods, while the lines denote the
standard deviations for each corresponding method. Based
on the experimental results, we observe that our method
outperforms all the compared approaches. More specifically,
we have the following observations.

E. On Comparison with State-of-the-Art Methods
Experimental results on these three datasets are shown in the
Figure2. These results indicate that our method achieves su-
perior performance compared to state-of-the-art approaches.
The detailed comparison results are shown as follows:

1) Compared with the cost-sensitive classification
method, i.e., CSFS, our proposed method demonstrates
superior performance across all evaluation criteria.
For instance, our method achieves improvements of
21.0%, 23.4%, and 15.6% in accuracy and 22.4%,
27.1%, and 31.9% in F;- measure with 10%, 20%,
and 30% training data on the overall CK dataset.
On NASA dataset, our method achieves gains of
16.7%, 30.8%, and 28.3% in AUC and 20.9%,
25.3%, and 29.1% in precision with 10%, 20%, and
30% training data. On the UCI dataset, our method
shows improvements of 14.1%, 18.9%, and 20.9%
in Fi-measure, and 8.6%, 12.1%, and 10.2% in
precision with 10%, 20%, and 30% of the training
data, respectively.

2) Compared with graph-based structure optimization
method, i.e., LEAD, the proposed method achieves
gains of 29.6%, 24.1%, and 33.3% in AUC and 13.9%,
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18.4%, and 12.9% in precision with 10%, 20%, and
30% training data. on the UCI dataset. On the CK
dataset, the proposed method shows enhancements
of 13.7%, 15.4%, and 9.4% in accuracy, along with
improvements of 20.2%, 25.3%, and 34.2% in F;-
measure with 10%, 20%, and 30% of the training
data. These results demonstrate the superiority of the
hypergraph structure. Additionally, we observe that
LEAD outperforms the graph-based method without
structure optimization, i.e., NGSLP. For instance, on
the NASA dataset, LEAD achieves improvements of
1.3%, 2.0%, and 5.6% in terms of accuracy and 14.8%,
7.5%, and 2.7% in AUC with 10%, 20%, and 30%
training data, respectively. The superior performance
of LEAD demonstrates that the preservation of graph
quality is necessary in the learning process.

3) Compared with graph-based method, i.e., NGSLP, the
proposed method achieves gains of 40.6%, 31.7%, and
25.9% in terms of accuracy and 20.4%, 21.1%, and
15.1% in precision on UCI dataset. Similar compared
results can be found with other evaluation criteria on
other datasets. Furthermore, we find that the traditional
hypergraph learning method, i.e., HL, also outper-
forms the graph-based method, i.e., NGSLP. More
specifically, HL achieves gains of 12.6%, 10.3%, and
12.5% in terms of accuracy and 11.9%, 10.9%, and
11.0% in terms of F;-measure on UCI dataset. These
results demonstrate that the use of hypergraphs offers
advantages in effectively leveraging data representation
compared to traditional graph-based methods, and that
preserving the quality of graph structure is essential
for graph-based approaches.

Compared with state-of-the-art methods, i.e., CSFS,
NGSLP, LEAD, the superior performance of csHL? can
be attributed to two main advantages. First, the proposed
method utilizes a hypergraph structure to leverage high-order
relationships within the dataset, contributing to the enhanced
performance of all hypergraph-based approaches. The hyper-
graph structure can establish complex relationships through
flexible hyperedges, allowing for the connection of vertices
without any constraints. As shown in the experimental re-
sults, when compared with traditional graph structure i.e.,
NGSLP, LEAD, which models the correlations among mul-
tiple samples by pairwise connection, the superiority of the
hypergraph-based method is obvious. The second advantage
lies in our optimization of cost information during the cost-
sensitive hypergraph learning process while simultaneously
preserving the quality of the hypergraph structure. Con-
sidering that the cost-sensitive hypergraph structure which
constructed with uncertain cost values seriously affects the
performance of cost-sensitive hypergraph learning method,
preservation of the hypergraph structure quality is desirable.
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F. Comparison with the Hypergraph Structure

Optimization without Cost-Sensitive Learning

To further evaluate the performance of our method, we
compare it with other hypergraph-based approaches, i.e.,
traditional hypergraph (HL), hypergraph learning with qual-
ity preservation (HL®?), cost-sensitive hypergraph learning
(csHL), and cost-sensitive hypergraph learning with quality
preservation(csHL?). As shown in Figure 3, we demon-
strate the comparison results of all the compared methods.
Based on the experimental results, our method demonstrates
superior performance compared to other hypergraph-based
approaches. For instance, compared with HL, our method
achieves accuracy gains of 15.8%, 11.8%, and 18.9%, and
AUC improvements of 20.2%, 25.3%, and 34.2%, when
using 10%, 20%, and 30% of the training data from the
CK dataset. On the UCI dataset, the proposed method
attains improvements of 19.2%, 17.5%, and 20.2% in F;-
measure, as well as increases of 13.9%, 18.4%, and 12.9%
in precision, utilizing 10%, 20%, and 30% of the training
data. These observations can demonstrate the effectiveness
of cost-sensitive learning process and hypergraph structure
quality preservation process on the cost-sensitive hypergraph
learning. We then investigate the performance of these two
processes separately, specifically focusing on cost-sensitive
learning and the maintenance of hypergraph structure quality.
To assess the impact of cost-sensitive learning on hyper-
graph structure, we compare our method with conventional
hypergraph learning that includes quality preservation, i.e.,
HL®, the proposed method demonstrates improvements of
37.8%, 31.6%, and 32.2% in F;-measure, along with gains
of 20.4%, 21.1%, and 15.1% in precision on the UCI dataset
using 10%, 20%, and 30% of the training data. On the
NASA dataset, it achieves increases of 17.3%, 17.9%, and
19.7% in accuracy, as well as 47.3%, 32.8%, and 32.1%
in AUC with the same proportions of training data. Addi-
tionally, we observe that csHL also performs better than
the traditional hypergraph learning method, i.e., HL. For
instance, csHL achieves gains of 3.1%, 3.9%, and 2.8% in
terms of accuracy and 8.0%, 10.2%, and 12.4% in terms
of AUC on UCI dataset with 10%, 20%, and 30% training
data. These results demonstrate the effectiveness of cost-
sensitive learning process on the hypergraph structure. To
further show the necessity of the hypergraph structure quality
preservation process, we compare our method with cost-
sensitive hypergraph learning without quality preservation,
i.e., csHL. On the CK dataset, our method achieves gains
of 27.6%, 15.5%, and 23.5% in terms of AUC and 29.5%,
31.5%, and 36.7% in terms of precision with 10%, 20%, and
30% training data. Moreover, we further observe HL¥ per-
forms better than HL. For example, on the UCI dataset, HL®
achieves gains of 40.5%, 31.7%, and 25.9% in accuracy and
14.1%, 18.9%, and 20.9% in F;-measure using 10%, 20%,
and 30% of training data. These experimental results indicate
that the quality of the hypergraph can impact classification
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performance, highlighting the importance of preserving the
quality of the hypergraph structure.

V. Conclusion

IoT software defect prediction focuses on identifying defect-
prone software modules, which is crucial for maintaining
high-quality software systems. In this paper, we present
a cost-sensitive hypergraph learning method that pre-
serves structural quality for IoT software defect prediction.
Hypergraph-based methods have been widely applied in
various real-world applications due to their effectiveness in
modeling high-order relationships. However, the quality of
the hypergraph structure can significantly impact the effec-
tiveness of the proposed method. Moreover, in various real-
world scenarios, the dataset inherently involves cost sensitiv-
ity, as misclassification costs often vary significantly across
categories. But for most cost-sensitive learning methods, it
is impractical to ascertain the exact unique cost information.
These limitations make hypergraph-based methods and cost-
sensitive learning methods do not always have stable per-
formance in many applications. Thus, the proposed method
aims to tackle these challenging issues simultaneously. More
specifically, the proposed method combines the cost infor-
mation into hypergraph learning to solve the cost-sensitive
issue in the dataset. In order to determine the precise cost
value and preserve the quality of hypergraph structure, the
proposed method constructs a set of cost-sensitive hyper-
graphs with uncertain cost information and hyperparameters.
Utilizing the classification results of these hypergraphs, the
proposed method also applies the large margin assump-
tion to assess the quality of the hypergraphs and maintain
the performance of the cost-sensitive hypergraph classifier.
We conducted experiments using well-known IoT software
defect prediction datasets, i.e. NASA and CK datasets and
anomaly detection dataset UCI, and the results demonstrate
the superiority of our proposed method.

Although the proposed method shows its advantage in
defect prediction, there are still several limitations. One
important limitation is the computational challenge, hyper-
graph learning methods require matrix operation which may
limit the performance of the classifier when processing
substantial datasets. To address this limitation, we will utilize
an inductive learning approach instead of a transductive one
to enhance the speed of our method.
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