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ABSTRACT Ensuring network security, particularly within the Industrial Internet of Things (IIoT), has 

become paramount with the escalating reliance on Internet applications across diverse sectors, emphasizing 

the critical need for robust feature selection techniques in IIoT Intrusion Detection Systems (IDS). This paper 

introduces the Improved Binary Spider Wasp Optimizer (IBSWO) algorithm to address this pressing need. 

By merging the Spider Wasp Optimizer (SWO) with Genetic Algorithms (GAs) and leveraging flat crossover, 

the algorithm aims to enhance feature selection efficacy. Validation of the methodological framework was 

conducted using publicly available real-world datasets, including UNSW-NB15, TON_IoT, and NCTUKM-

IIOT. The results demonstrate the superior classification accuracy, precision, recall, and F1-measure of 

IBSWO compared to established Metaheuristic (MH) algorithms and machine learning techniques. 

Furthermore, the incorporation of flat crossover and transfer functions presents promising advancements in 

feature selection methodologies for IIoT IDS, offering implications for enhancing network security, and 

effectively detecting and mitigating evolving cyber threats. 

INDEX TERMS Spider Wasp Optimizer, Flat crossover, Industrial Internet of Things, Intrusion Detection 

System, TON_IoT, UNSW-NB15, NCTUKM-IIOT, IBSWO. 

 

I. INTRODUCTION 

 

Network security and privacy, particularly in the context of the 

IIoT, have become paramount due to the widespread use of 

Internet applications and services in fields such as 

management and e-commerce, smart cities, and healthcare [1] 

[2]. The increasing deployment of advanced technologies 

across these sectors has led to the emergence of various 

malware and cyberattacks aimed at compromising data, 

evading access controls, and disrupting software systems or 

IIoT networks. To combat these threats, a range of protective 

measures such as encryption, firewalls, and anti-malware tools 

are employed [3]. These methods are particularly effective in 

identifying cyberattacks and zero-day attacks. 

An IDS is a security tool available as software or hardware 

that monitors network traffic to identify suspicious and 

malicious activities, generating alerts and reports as necessary 

[4]. IDSs can be categorized based on various criteria, 

including data sources and detection methods. The two main 

types of IDSs based on data sources are host-based and 

network-based systems. For detection methods, IDSs 

primarily use either anomaly-based or signature-based 

techniques. Signature-based IDSs detect threats by comparing 

observed activities with known patterns stored in a database, 

which requires regular updates to recognize new attacks. 

Anomaly-based IDSs, on the other hand, identify unusual 

activities by comparing them to established profiles of normal 

behavior [5]. IDSs handle large amounts of network data, 

often containing redundant, noisy, or irrelevant information, 

which can impact performance and resource efficiency. 

Therefore, feature selection is a critical task to improve the 

effectiveness and efficiency of IDSs [6].  

This article has been accepted for publication in IEEE Open Journal of the Communications Society. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/OJCOMS.2024.3421647

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



 

VOLUME XX, XXXX 1 

Feature Selection (FS) is a crucial step in the preprocessing 

stage of constructing effective machine learning models [7]. It 

involves identifying the most pertinent features that 

adequately represent the entire dataset, which is vital for data 

mining tasks. The performance of IDS is greatly influenced by 

the selected features [8]. FS techniques can be divided into two 

main categories: filter-based and wrapper-based methods. The 

filter-based approach assesses the relationship between 

features and their associated class labels independently of the 

learning algorithm. In contrast, the wrapper-based approach 

incorporates the learning algorithm to evaluate feature subsets 

during the optimization process. While the wrapper-based 

method is generally more effective, it is also more 

computationally intensive [9]–[11]. 

In the realm of IDSs, meta-heuristic (MH) algorithms are 

frequently harnessed within the wrapper-based approach for 

FS, primarily owing to their efficacy in enhancing model 

accuracy [12], [13]. Since the FS is conceptualized as an 

optimization task operating within a binary search space, 

researchers commonly leverage binary-based operators 

alongside various transfer functions. Moreover, additional 

operators such as crossover and mutation are integrated at the 

MH algorithm level to fortify the optimization process and 

circumvent potential entrapment in local optima. The selection 

of an optimal initial population technique is pivotal, as it 

directly impacts the convergence rate and the ability to attain 

optimal fitness levels in the initial iterations. Diverse MH 

algorithms are deployed to augment the learning process of the 

wrapper-based FS approach in IDSs, encompassing 

methodologies such as the Grey Wolf Optimizer (GWO), 

Reptile Search Algorithm (RSA), hybrid GWO coupled with 

Particle Swarm Optimizer (PSO), and others highlighted in 

prior studies [14]–[19]. 

The Spider Wasp Optimizer (SWO) is a recently developed 

metaheuristic (MH) algorithm introduced in 2023 by Abdel-

Basset et al [20]. It mimics the behavior of female spider 

wasps in seeking, constructing nests, and mating. This 

algorithm employs a population of "virtual wasps" to 

systematically explore optimal solutions within a specified 

search space. These virtual wasps execute actions such as 

Levy flights (exploratory jumps), tracking fitter individuals 

(exploitation), and laying eggs (generating new solutions) to 

efficiently traverse the search space and converge toward 

promising positions. One notable advantage of this algorithm 

is its adaptable control parameters, rendering it applicable to a 

diverse range of optimization problems with varying 

requirements. Despite its novelty, SWO has thus far found 

application primarily in the field of photovoltaic cells and 

modules [21]. Efforts have also been made to improve this 

algorithm further [22]. 

Since SWO is primarily designed for continuous domains, 

adjustments are necessary to enable its application in FS, 

which operates within a binary search space. Indeed, FS poses 

a formidable NP-hard challenge, as highlighted in [23]. The 

quest to identify the optimal (minimal) feature subset becomes 

particularly daunting in high-dimensional data scenarios. For 

instance, exploring all possible subsets in datasets with N 

features entails evaluating 2N subsets to ascertain the most 

suitable feature subset for data differentiation [24]. The 

exhaustive nature of this approach quickly renders it 

impractical and computationally burdensome, particularly 

when dealing with high-dimensional datasets. To enhance the 

efficiency of FS methods, various search strategies can be 

employed, including the adoption of diverse transfer 

functions, the implementation of alternative crossover and 

mutation operators, and the integration of intelligent initial 

population mechanisms. 

In this paper, an improved Binary SWO (IBSWO) algorithm 

is proposed to select the most appropriate features for IDS in 

the IIoT domain. The improvements include these 

contributions: 

 

1. A transfer function is embedded in the SWO 

optimization framework to map the continuous 

solutions of the binary domain. This yields to the 

binary SWO (BSWO). 

2. BSWO is merged with the Genetic algorithm (GA) 

using its original crossover operator and mutation to 

improve the evaluation process of BSWO. 

3. Flat crossover operator is utilized instead of the 

original crossover of GA for more improvement of 

the evaluation process of BSWO. This yields the 

IBSWO. 

The proposed iterations of IBSWO undergo evaluation using 

three publicly accessible real-world datasets related to IDSs 

and IIoT. Comparative assessments against established MH 

algorithms are carried out, demonstrating IBSWO's 

effectiveness in terms of classification accuracy, precision, 

recall, and F1 measurements. Additionally, comparative 

evaluations against various machine learning (ML) methods 

are conducted, favoring the proposed approach. Furthermore, 

to validate its efficacy, IBSWO's performance is compared 

with that of BSWO in both binary and multiclass classification 

scenarios. 

This paper is structured as follows: Section II presents a 

review of related work, discussing previous methods 

employed in the domains of IDS and optimization techniques 

in the IIoT. The Background Section (Section III) delves into 

the original version of the Spider Wasp Optimizer. The 

proposed method, involving modifications to the SWO, is 

outlined in Section IV. Section V presents the experimental 

results and subsequent discussion. Finally, Section VI 

concludes with a summary of the main findings and 

suggestions for future directions. 
The flowchart of the full methodology is illustrated in Figure 

1. 
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FIGURE 1. Proposed methodology 

II.  RELATED WORK 

In recent years, the evolution of network infrastructures has 

spurred the development of sophisticated intrusion detection 

systems (IDS) tailored to specific industry contexts. One 

such domain experiencing notable advancements is 

Agriculture 4.0, where network security assumes a pivotal 

role in ensuring the efficiency and sustainability of farming 

practices. The advent of optimization algorithms has also 

emerged as a viable solution in intrusion detection for 

Industrial Internet of Things (IIoT) environments. A plethora 

of optimization algorithms, including the Grey Wolf 

Optimizer (GWO), Salp Swarm Algorithm (SSA), Particle 

Swarm Optimization (PSO), and Whale Optimization 

Algorithm (WOA), have been deployed in IDSs to enhance 

their effectiveness and efficiency. In the subsequent sections, 

we will delve into further details regarding the state-of-the-

art solutions in intrusion detection, elucidating the intricacies 

of these optimization algorithms and their applications in 

securing network infrastructures across various industry 

domains. 

Shaik et al. (2023)proposes an Enhanced SVM (EMSVM) 

model with Orthogonal Learning Chaotic Grey Wolf 

Optimization (OLCGWO) for intrusion detection in 

Agriculture 4.0 networks. The authors claim that EMSVM 

with OLCGWO achieved superior performance compared to 

other methods like SVM, GWO-SVM, and a hybrid 

approach, using the TON_IoT dataset for evaluation. They 

report that for binary classification, EMSVM with 

OLCGWO achieved a precision of 0.963, recall of 0.9414, 

and F1 score of 0.9519. For multiclass classification, the 

reported performance metrics are: precision of 0.9624, recall 

of 0.9871, and F1 score of 0.9746 [25]. 

However, study's reliance on a limited dataset raises 

concerns about generalizability. Additionally, the article 

doesn't compare the proposed approach with established 

intrusion detection techniques specifically designed for 

Agriculture 4.0, making it difficult to assess its unique value. 

Finally, the computational complexity of OLCGWO might 

be a drawback in resource-constrained agricultural 

environments. noting a potential avenue for future 

improvements. 

Lilhore et al. (2023) presents a novel "HIDM" model tailored 

specifically for intrusion detection within Industry 4.0 

networks. This model integrates an optimized Convolutional 

Neural Network (CNN) with a Long Short-Term Memory 

(LSTM) network and leverages transfer learning to enhance 

its efficacy. Specifically, the optimized CNN utilizes a Grey 

Wolf Optimizer for parameter fine-tuning, while pre-trained 

weights from a substantial image dataset are incorporated to 

expedite training and enhance initial performance. The 

authors highlight promising outcomes on the ToN-IoT and 

UNSW-NB15 datasets. In binary classification, the HIDM 

model achieved an accuracy of 0.97 with a precision of 0.96 

and recall of 0.74, along with an F1 score of 0.76 on the ToN-

IoT dataset. For multiclass classification, the model attained 

an accuracy of 0.944, with precision, recall, and F1 scores of 

0.927, 0.5239, and 0.566, respectively [26]. 

Similarly, on the UNSW-NB15 dataset, the HIDM model 

demonstrated robust performance, achieving an accuracy of 

0.97 in binary classification, with a precision of 0.96, recall 

of 0.72, and an F1 score of 0.74. In multiclass classification, 

it achieved an accuracy of 0.95, with precision, recall, and 

F1 scores of 0.92, 0.51, and 0.54, respectively. However, the 

article may lack explicit discussions on other crucial metrics 

such as true negative rate and detailed comparisons with 

existing intrusion detection methods within the Industry 4.0 

context. This limitation makes it challenging to 

comprehensively evaluate the unique value proposition of 

HIDM. 

Gad et al. (2021b) proposes a machine learning-based 

intrusion detection system (IDS) for securing vehicular ad 

hoc networks (VANETs). The system leverages the ToN-IoT 

dataset, known for its realistic and diverse nature, to train and 

evaluate its attack detection capabilities. The authors 

employed various techniques, including data preprocessing, 

feature selection, and machine learning algorithm 

evaluation. XGBoost emerged as the most effective 
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algorithm for this specific dataset and task. The resulting IDS 

achieved impressive performance in both binary and 

multiclass classification, reaching an accuracy of 0.982 and 

0.979, respectively. Additionally, precision, recall, and F1-

score metrics also remained high, indicating the model's 

ability to accurately identify different attack types with low 

false positives and negatives [27]. 

However, the evaluation solely relied on the ToN-IoT 

dataset, raising concerns about the generalizability of these 

findings to real-world VANET scenarios with diverse 

network configurations and attack types. Furthermore, the 

article might not delve into the interpretability of the model, 

making it difficult to understand which features are most 

crucial for accurate attack detection. 

Ahmad et al. (2022) introduces a novel intrusion detection 

system (IDS) for Industrial Internet of Things (IIoT) 

networks. It leverages a Deep Random Neural Network 

(DRaNN) for robust traffic analysis and combines it with 

Particle Swarm Optimization (PSO) to optimize the 

DRaNN's performance. DRaNN offers advantages like 

distributed learning and improved generalization, making it 

suitable for complex IIoT data. PSO, inspired by swarm 

intelligence, helps fine-tune the DRaNN's internal settings 

for optimal attack detection [28]. 

The researchers evaluated the DRaNN-PSO system using the 

TON-IoT dataset, known for its realistic and diverse nature. 

The system achieved impressive results, demonstrating 

strong performance in both binary and multi-class 

classification tasks. For binary classification on the TON-

IoT dataset, the accuracy, precision, recall, and F1-score 

reached 0.9957, 0.9966, 0.9959, and 0.9962, respectively. 

Multi-class classification performance was also high, with 

0.989 accuracy, 0.991 precision, 0.990 recall, and 0.990 F1-

score. The system was also evaluated using the UNSW-

NB15 dataset, achieving similar results. Binary classification 

on UNSW-NB15 yielded an accuracy of 0.9912, precision of 

0.9927, recall of 0.9908, and F1-score of 0.9917. Multi-class 

classification on UNSW-NB15 resulted in an accuracy of 

0.987, precision of 0.989, recall of 0.987, and F1-score of 

0.988. 

Some limitations require further exploration. Firstly, the 

generalizability of these findings to various real-world 

scenarios with diverse attack types and network 

configurations needs verification using a wider range of 

datasets. Secondly, while the article reports high-

performance metrics, it might not delve into the 

interpretability of the model's decisions. Understanding 

which features are most influential for attack detection could 

be valuable. Finally, the computational complexity of the 

DRaNN-PSO approach might limit its use on resource-

constrained IoT devices. 

Awadallah, et al. proposed Binary Enhanced RSO with 

Crossover Operators (BERSOC). An S-shaped transfer 

function is used in this method to translate RSO solutions 

into binary representation. BERSOC also incorporates the 

local search method from PSO within the RSO loop to 

enhance its convergence characteristics. To further increase 

diversity in the population, BERSOC applies three crossover 

techniques: one-point, two-point, and uniform crossover 

[29]. 

Mafarja  et al. proposed a Whale Optimization Algorithm 

(WOA) enhanced with feature-selection for detecting IoT 

attacks. This enhanced WOA can handle binary data since it 

has several V- and S-shaped transfer functions. Results from 

experiments using the N-BaIoT dataset showed that the 

Augmented WOA with S-shaped functions performed better 

than the ones with V-shaped functions, indicating that S-

shaped functions are more useful in IoT intrusion detection 

systems [30]. 

The Reptile Swarm Algorithm (RSA) is a metaheuristic that 

imitates the hunting behavior of crocodiles. [31] suggested 

leveraging data from Internet of Things environments to 

tackle the feature selection (FS) issue in intrusion detection 

systems by fusing RSA with deep learning. To assess the 

performance of RSA with deep learning, they used datasets 

designed for IoT applications, including KDDCup-99, 

NSLKDD, CICIDS 2017, and BoT-IoT. Comparisons with 

other established algorithms, like Grey Wolf Optimization 

(GWO) and the Bat Algorithm (BAT), revealed that RSA 

with deep learning yielded competitive outcomes in these 

evaluations. 

In another research to solve the FS problem, [32] developed 

the Improved Sticky Binary Particle Swarm Optimization 

(ISBPSO) technique. An initialization method that considers 

feature weighting data produced from mutual information is 

incorporated into ISBPSO. Furthermore, ISBPSO employs a 

technique based on a dynamic bit-masking strategy to 

gradually reduce the search space during the optimization 

process. Experiments conducted using twelve datasets from 

the UCI repository demonstrated that ISBPSO outperforms 

other PSO variations in terms of performance. 

Multi-population-based Particle Swarm Optimization 

(MPPSO) is a contemporary variant of PSO designed for 

addressing the FS problem [33]. Multiple populations are 

produced with MPPSO, and PSO is applied to each of them 

concurrently. The performance of MPPSO was assessed 

using 26 UCI and 3 Arizona State University (ASU) datasets, 

comparing it with other algorithms like traditional PSO. The 

results indicated that MPPSO demonstrated higher accuracy 

compared to these other algorithms. 

A new hybrid algorithm called SCHHO was created by 

combining the Sine Cosine Algorithm (SCA) with the Harris 

Hawks Optimization (HHO) method [34]. Within SCHHO, 

SCA functions as an exploration technique to expand HHO's 

search capabilities. To enhance exploitation, SCHHO 

dynamically adjusts candidate solutions to help the HHO 

algorithm avoid becoming trapped in local optima. 

[35] proposed a hybrid optimization algorithm that merges 

the Salp Swarm Algorithm (SSA) with the Grey Wolf 

Optimization (GWO) algorithm, abbreviated as SSA-

FGWO. This technique was created to handle FS difficulties 

as well as ongoing optimization issues. In SSA-FGWO, the 

GWO's update mechanism is used to adjust the follower 

candidate solutions, while the SSA's update method is used 

for updating the leader candidate solutions. Using eighteen 

real-world datasets, SSA-FGWO was compared against 

popular optimization methods such as GWO and SSA. The 
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simulation results showed that SSA-FGWO is a viable 

method. 

Improved HHO (IHHO) is the improved version of the 

Harris Hawks Optimization (HHO) method created by 

Hussien and Amin  [36] to address the early convergence 

issue. To increase the quality of the result, this updated 

algorithm combines Chaotic Local Search, Opposition-

Based Learning (OBL), and a self-adaptive strategy. IHHO 

was tested on seven datasets from the UCI library in feature 

selection tasks. IHHO outperformed industry-leading 

algorithms including HHO, Crow Search Algorithm (CSA), 

Particle Swarm Optimization (PSO), and Whale 

Optimization Algorithm (WOA) in terms of both 

performance and solution quality, according to a 

comparative analysis. 

The Multi-objective Binary Genetic Algorithm with an 

Adaptive Operator Selection mechanism, or MOBGA-AOS, 

was proposed by [37]. This algorithm makes use of five 

distinct crossover operators, each designed to handle a 

different optimization challenge: uniform crossover, shuffle 

crossover, reduced surrogate crossover, two-point crossover, 

and single-point crossover. Using a roulette wheel 

mechanism, MOBGA-AOS chooses a crossover operator at 

each iteration based on predetermined probabilities, 

producing new candidate solutions for later iterations. 

MOBGA-AOS produced the best accurate results among the 

studied algorithms, as evidenced by evaluation against five 

other multi-objective binary algorithms utilizing ten UCI 

datasets. 

Gad et al. tested various ML methods for both binary and 

multi-class classification problems, incorporating the Chi-

square (Chi2) technique for feature selection and the 

Synthetic Minority Over-sampling Technique (SMOTE) for 

class balancing. The experimental results showed that the 

XGBoost method outperformed other ML methods. This 

work proposed adopting the ToN-IoT dataset to better 

represent contemporary attack patterns and recommended 

using the XGBoost method for enhanced security in 

VANETs [38]. 

Shtayat et al. proposed an explainable ensemble deep 

learning (DL)-based Intrusion Detection System (IDS) to 

enhance the security of Industrial Internet of Things (IIoT) 

systems. This model addresses common issues in IDSs, such 

as high false-positive rates and opaque decision-making. By 

incorporating Shapley additive explanations (SHAP) and 

Local Interpretable Model-agnostic Explanations (LIME), 

the framework provides valuable insights into the decision-

making process of DL-based IDSs, aiding cybersecurity 

professionals in improving system effectiveness. The 

proposed system, evaluated using the ToN_IoT dataset, 

combines CNN models with an ensemble strategy, achieving 

accuracy rates over 99%. This approach improves 

transparency, fosters trust, and supports continuous 

improvement of the system. However, a limitation of this 

research is the reliance on a single dataset (ToN-IoT), which 

may not fully capture the variety of real-world IIoT 

scenarios. Future work will focus on refining model 

architecture, exploring diverse CNN setups, and 

incorporating advanced techniques like autoencoders and 

real-time monitoring. Enhanced interpretability and 

continuous updates will be crucial for maintaining 

effectiveness against sophisticated attacks [1]. 

To enhance IDS performance, Aziza, et al. performed three 

machine learning algorithms—decision jungle (DJ), random 

forest (RF), and support vector machine (SVM)—were 

evaluated based on their accuracy, precision, and recall using 

the CIC-IDS2017 dataset and KDD methodology. The SVM 

achieved the highest average accuracy (98.18%) and 

precision (98.74%), while RF had the highest recall 

(97.62%). Overall, SVM was found to be the most effective 

algorithm for detecting intrusions. However, the 

performance of these algorithms is lower compared to other 

contemporary solutions. Additionally, the KDD dataset used 

is one of the oldest for IoT, which limits the relevance and 

effectiveness of the results [39] 

III.  BACKGROUND INFORMATION 

In this section, we elaborate on the procedural aspects of the 

binarization strategy proposed for utilization in conjunction 

with the SWO algorithm. Following the generation of the 

search space, we will expound upon the methodology 

employed to establish its binary representation. 

Subsequently, we will proceed to develop the binary variant 

of the SWO algorithm and incorporate it into the binary 

search matrix. 

A. Inspiration of the Spider Wasp Optimizer 

Define The new optimization technique known as Spider 

Wasp Optimizer (SWO) is inspired by the hunting and 

nesting habits of some wasp species, especially those that 

engage in obligatory brood parasitism, in which females lay 

a single egg in each spider's abdomen[20]. First, female 

wasps search their environment for suitable spiders, 

immobilizing and carrying them to nests that have already 

been set up. The suggested algorithm, SWO, is primarily 

inspired by this behavior. The female wasp deposits an egg 

on the spider's abdomen before closing the nest after finding 

a suitable victim and nest and bringing the prey to the nest. 

A group of female wasps is randomly distributed around the 

search space in their suggested SWO technique. Then, using 

the hunting and tracking strategies unique to their species, 

each wasp moves continually around the area in search of a 

spider that corresponds to the sex of its progeny, as 

determined by the haplodiploid sex-determination system 

common to hymenopterans [40], [41]. When the female 

wasps locate a suitable spider, they begin to forage around 

the spider's web and repeatedly search the ground for any 

fallen spiders. They then paralyze the meal and carry it to the 

ready-made nest, where they seal it and deposit an egg within 

the spider's abdomen.  

To summarize, the simulated behaviors of the wasps in our 

algorithm include: 

• Searching behavior: Initiates the optimization 

process by seeking suitable prey for larval growth. 

• Tracking and evading behavior: Once prey/spiders 

are located, they may attempt to flee, prompting the 
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female wasp to pursue, immobilize, and transport 

the most suitable candidate. 

• Nesting behavior: Simulates the process of 

transporting prey to appropriately sized nests for 

egg deposition. 

• Mating behavior: Represents the properties of 

offspring produced through hatching, using the 

crossover rate (CR), which is a uniform crossover 

operator between male and female wasps with a 

given probability. 

In the subsequent subsection, we will present a 

mathematical model detailing these behaviors along with a 

more comprehensive description. 

B. The Mathematical models of SWO 

Based on the behavioral patterns observed in Spider Wasps, 

this section begins by addressing the setup procedure for the 

Spider Wasp Optimizer (SWO). It then proceeds to detail the 

mechanisms involved in continuously updating the position 

of the waterwheel during both the exploration and 

exploitation phases of the optimization process. Algorithm 1 

explains the Pseudo-code of SWO. 

 
1) Generation of the Initial Population in SWO 

Within the current generation, each female spider-wasp is a 

solution in the suggested algorithm and may be encoded 

into a D-dimensional vector using the following 

expressions: 

𝑀𝑖
→ =  [𝑥1, 𝑥2, 𝑥3, . . . , 𝑥𝐷]     (1) 

 

Using the following procedure, a set of N vectors can be 

randomly produced inside the upper initial parameter bound 

𝐻→ and the lower initial parameter bound 𝐿→. 

 

𝑀𝑃𝑜𝑝 =  [
𝑀1.1 ⋯ 𝑀1.𝐷

⋮ ⋱ ⋮
𝑀𝑁.1 ⋯ 𝑀𝑁.𝐷

]   (2) 

 

where 𝑀𝑃𝑜𝑝 represents the initial population of spider wasps. 

The subsequent equation can be utilized to randomly 

generate any solution within the search space: 

 

𝑀𝑖
→𝑡 =  𝐿→ + 𝑟→ ∗ ( 𝐻→ −  𝐿→ )   (3) 

 

where i is the population index (i = 1, 2, ..., N); t is the 

generation index; and 𝑟→ is a vector of D-dimension 

randomly initialized values between 0 and 1. The behaviors 

of the spider wasps will then be mathematically recreated in 

order to present a unique metaheuristic algorithm for solving 

optimization issues. The following is an outline of the 

behaviors: 

• The habits of hunting and nesting 

• Behavior in mating 

 

2) The habits of hunting and nesting 

The female spider wasp initiates its activity with an initial 

exploration phase aimed at identifying potential prey, 

followed by transitioning to an exploitation stage to 

approach and attack the target upon its discovery. The 

mathematical intricacies of these two phases are outlined 

below. 

 

a) Search stage (Exploration) 

As previously mentioned, the female spider wasp activates 

this operator at the onset of the search process to locate its 

desired prey. This behavior can be represented 

mathematically by the following expression: 

 

𝑀𝑖
→𝑡+1 = 𝑀𝑖

→𝑡 +  𝜇1 ∗ ( 𝑀𝑎
→𝑡 −  𝑀𝑏

→𝑡  )  (4) 

 

Where 𝑀𝑎
→𝑡  and 𝑀𝑏

→𝑡  represent two randomly selected 

solutions from the current population. The consistent 

forward velocity of the female wasp is computed using an 

adaptive factor termed μ_1, which is defined mathematically 

in the following equation: 

 

𝜇1 = |𝑟𝑛| ∗  𝑟1     (5) 

 

Where r1 represents a random number chosen from a uniform 

distribution between zero and one, while 𝑟𝑛 is a random 

number sampled from a normal distribution. When prey falls 

from the orb, it may be lost if female wasps fail to capture it. 

To retrieve the lost prey, they utilize an alternative 

exploration strategy, which is mathematically described as 

follows: 

 

𝑀𝑖
→𝑡+1 = 𝑀𝑐

→𝑡 +  𝜇2 ∗ ( 𝐿→ + 𝑟2 ∗ ( 𝐻→ −  𝐿→ ) (6) 

𝜇2 = 𝐵 ∗ cos (2𝜋𝑙)    (7) 

𝐵 =
1

1+𝑒𝑙      (8) 

 

Where 𝑀𝑐
→𝑡  denotes a randomly selected solution from the 

current population, representing the position of the dropped 

prey. 𝐿→ denotes the lower bound, while 𝐻→represents the 

upper bound. 𝑟2 is a vector comprising random values 

generated within the interval [0, 1], and l is a random number 

selected from the range 1 to -2. Ultimately, the following 

equation depicts the compromise between equations (4) and 

(6), facilitating the forward movement of the 𝑖𝑡ℎ solution. 

 

𝑀𝑖
→𝑡+1 = {

𝐸𝑞. 4                    𝑟3  <  𝑟4

𝐸𝑞. 6              𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (9) 

 

Where 𝑟3   and 𝑟4 represent two arbitrary numbers selected 

from the range between zero and one. 

 

b) Following and escaping stage  

Spider wasps employ the following formula to compute new 

positions relative to the spiders, enabling them to capture 

their prey effectively. 

 

𝑀𝑖
→𝑡+1 = 𝑀𝑖

→𝑡 + 𝐶 ∗ | 2 ∗  𝑟5
→ ∗  𝑀𝑎

→𝑡 −  𝑀𝑖
→𝑡  | (10) 

𝐶 = ( 2 − 2 ∗ ( 
𝑡

𝑡𝑚𝑎𝑥
 ) ) ∗  𝑟6   (11) 
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Where t and 𝑡𝑚𝑎𝑥   denote the current function evaluation and 

maximum function evaluation, respectively. 𝑟5
→represents a 

vector containing numerical values randomly generated 

between 0 and 1, following a uniform distribution. 𝑟6  is a 

random numerical value generated between 0 and 1, also 

adhering to a uniform distribution. However, there exists a 

chance for the spiders to evade the female wasps, causing the 

distance between them to gradually increase. To simulate 

this behavior in SWO, the following equation is employed: 

 

𝑀𝑖
→𝑡+1 = 𝑀𝑖

→𝑡 ∗  𝑣𝑐→    (12) 

 

Where 𝑣𝑐→ represents a vector containing numerical values 

arbitrarily generated using the normal distribution, with the 

values ranging between 𝑘 and −𝑘. The value of k is derived 

by applying the following formula: 

 

𝑘 = 1 − ( 
𝑡

𝑡𝑚𝑎𝑥
 )     (13) 

 

The following equation can be utilized to achieve a 

satisfactory compromise between equations (10) and (12): 

 

𝑀𝑖
→𝑡+1 = {

𝐸𝑞. 10                    𝑟3  <  𝑟4

𝐸𝑞. 12              𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (14) 

 

In SWO, the following equation is employed to strike a 

balance between (9) and (13): 

 

𝑀𝑖
→𝑡+1 = {

𝐸𝑞. 9                        𝑝 <  𝑘
𝐸𝑞. 13              𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (15) 

 

Where 𝑝 is a randomly selected number from the range [0, 

1], following the characteristics of the uniform distribution. 

c) Nesting behavior (exploitation) 

Female wasps retrieve the incapacitated spider into their 

nest. In addition to using pre-existing nests or cavities, spider 

wasps may dig and create cells in soil and build mud nests in 

leaves or rocks. Given these varied nesting habits, SWO 

employs two equations to model them. The first equation 

involves attracting the spider to the optimal location for nest 

creation, where the immobilized spider and egg are situated 

over its abdomen, as outlined in the following formula: 

 

𝑀𝑖
→𝑡+1 = 𝑀→∗ +  cos (2𝜋𝑙) ∗ ( 𝑀→∗ −  𝑀𝑖

→𝑡  ) (16) 

 

Where 𝑀→∗ represents the optimal solution obtained thus far. 

Building the nest at the site of a female spider chosen at 

random from the population is the second equation. To avoid 

building two nests in the same location, this equation 

additionally includes an extra step size. Mathematically, this 

equation is described as follows: 

 

𝑀𝑖
→𝑡+1 = 𝑀𝑎

→𝑡 + 𝑟3 ∗ |𝛾| ∗ (𝑀𝑎
→𝑡 −  𝑀𝑖

→𝑡) + (1 − 𝑟3) ∗

 𝑈→ ∗ (𝑀𝑏
→𝑡 − 𝑀𝑐

→𝑡)    (17) 

 

Where 𝛾 is a randomly chosen numerical value based on the 

levy flight, and U is a vector containing binary values that 

determine whether the additional step size is employed 

during the updating process. The decision to use the 

additional step size is determined by the following defined 

factor: 

 

𝑈→ = {
1                    𝑟4

→  >  𝑟5
→

0                 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (18) 

 

where 𝑟4
→ and 𝑟5

→ are two random vectors obtained from a 

uniform distribution, each containing numerical values 

ranging from zero to one. To update each solution during 

optimization, equations (16) and (17) are interchanged based 

on the equation below: 

 

𝑀𝑖
→𝑡+1 = {

𝐸𝑞. 16                    𝑟3  <  𝑟4

𝐸𝑞. 17              𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (19) 

 

Ultimately, the balance between hunting and nesting 

behaviors is attained through Eq. (20), wherein all spider 

wasps initiate the optimization process by searching for their 

respective spiders. Subsequently, The wasps take their 

appropriate spiders and carry them to the nests that have 

already been set up. 

 

𝑀𝑖
→𝑡+1 = {

𝐸𝑞. 15                    𝑖 <  𝑁 ∗ 𝑘
𝐸𝑞. 19                  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (20) 

 

3) Mating behavior 

In the SWO, the mating behavior of wasps is considered. The 

capacity to identify gender in spider wasps based on the size 

of the host in which an egg is laid is one of their most 

important characteristics. Wasps are characterized by their 

size; females are greater in size, and males are smaller. A 

possible solution in the current generation is represented by 

each spider wasp, and a newly created potential solution 

within that generation is represented by the spider wasp egg. 

The generation of new solutions/spider wasp eggs follows 

the equation below: 

 

𝑀𝑖
→𝑡+1 = 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 ( 𝑀𝑖

→𝑡 , 𝑀𝑚
→𝑡  , 𝐶𝑟 )  (21) 

 

Where 𝑀𝑚
→𝑡   and 𝑀𝑖

→𝑡   represent two vectors for the female 

and male spider wasps, respectively, and Crossover is the 

uniform crossover operator applied to 𝑀𝑚
→𝑡   and 𝑀𝑖

→𝑡  with 

a probability denoted as Cr. To differentiate male spider 

wasps from females, the following formula is employed in 

SWO: 

 

𝑀𝑚
→𝑡+1 = 𝑀𝑖

→𝑡 + 𝑒𝑙 ∗ |𝛽| ∗  𝑣1
→ + ( 1 − 𝑒𝑙  ) ∗   |𝛽1| ∗

 𝑣2
→      

 (22) 

 

where 𝛽 and 𝛽1 are two randomly selected numbers obtained 

from the normal distribution, and 𝑣1
→ and 𝑣2

→^→  are two 

vectors generated using the following formula: 

 

𝑣1
→ = {

𝑀𝑎
→ −  𝑀𝑖

→                   𝑓 (𝑀𝑎
→) <  𝑓 ( 𝑀𝑖

→)

𝑀𝑖
→  −   𝑀𝑎

→                                   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (23) 
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𝑣2
→ = {

𝑀𝑏
→ − 𝑀𝑐

→                   𝑓 (𝑀𝑏
→) <  𝑓 ( 𝑀𝑐

→)

𝑀𝑐
→  −   𝑀𝑏

→                                   𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (24) 

 

Indexes a, b, and c are three selected solutions from the 

population to ensure their uniqueness as a ≠ i ≠ b ≠ c. 

Through crossover, genetic material from two spider wasp 

parents is combined to produce an offspring inheriting traits 

from both. Hunting and mating behavior balance is 

controlled by a predefined factor called the tradeoff rate 

(TR). 

 

4) Decreased population and preservation of memory 

After laying her eggs, the female spider will seal the nest and 

move to a new location, indicating her optimization role is 

done. Eliminating some wasps in the population can speed 

up convergence time and allow remaining wasps to conduct 

more evaluations. Population size is adjusted dynamically 

during optimization using a specific formula. 

𝑁 = 𝑁𝑚𝑖𝑛 + ( 𝑁 − 𝑁𝑚𝑖𝑛 ) ∗ 𝑘   (25) 

Where N denotes the size of the population and 𝑁𝑚𝑖𝑛 is the 

minimum population size needed to avoid local minima. 

Furthermore, SWO includes a memory retention method 

where the best-ranked wasp is passed on to the next 

generation. Essentially, each wasp's suggested new position 

is compared to its current one, and if the new solution is 

inferior, it is substituted. 

Algorithm 1 Pseudo-code of SWO 

Input: N, 𝑵𝒎𝒊𝒏, CR, TR, 𝒕𝒎𝒂𝒙 

Output: 𝑴→∗ 

1. Initialize N female wasps, 𝑴𝒊
→𝒕(𝒊 = 𝟏, 𝟐, … … , 𝑵), 

using Eq. 3 

2. Evaluate each 𝑴𝒊
→𝒕and finding the one with the 

best fitness in 𝑴→∗ 

3. 𝒕 = 𝟏; //the current function evaluation 

4. while (𝒕 <  𝒕𝒎𝒂𝒙) 

5.       𝒓𝟔: random number between 0 and 1 

6.       if(𝒓𝟔  < 𝑻𝑹)%% Hunting and Nesting Behavior 

7.           for 𝒊 = 𝟏: 𝑵 

8.               Applying Eq. 20 

9.               𝒕 = 𝒕 + 𝟏 

10.           End for 

11.        Else %% Mating Behavior 

12.            for 𝒊 = 𝟏: 𝑵 

13.                  Applying Eq. 21 

14.                  𝒕 = 𝒕 + 𝟏 

15.            End for 

16.       End if 

17.       Applying Memory Saving 

18.       Updating N using Eq. 25 

19. End while 

 

IV.  THE PROPOSED IBSWO ALGORITHM 

In this section, we present the improved Binary Spider Wasp 

Optimizer (IBSWO) to solve the FS then attacks detection 

process in IIoT. IBSWO unfolds in two distinct phases. The 

initial step involves binary improvement, followed by the 

subsequent integration of SWO with the genetic algorithm. 

In the second phase, there is a Flat crossover operator will 

utilized instead of the original crossover operator in the GA. 

Figure 2 shows the flowchart of the proposed IBSWO. 
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FIGURE 2.  Proposed improved Binary Spider Wasp Optimizer  
 

A. Binary improvement 

Since the IBSWO algorithm creates spider wasps with 

continuous values, a two-step transfer function is needed 

to convert continuous spider wasp into binary spider wasp. 

To identify the most effective transfer function for our 

experiment, we evaluated eight options (four S-shaped and 

four V-shaped) using IBSWO simulations (refer to Table 

1 for details). The results indicated that function s1 

achieved the highest accuracy, and consequently, it was 

chosen in the experiments described later in this paper.  

In S1, the decision variable 𝑀𝑖
𝒋 in spider wasp 𝑀𝑖

𝑗 = <
𝑀𝑖

𝟏 , 𝑀𝑖
𝟐, … , 𝑀𝑖

𝒎 > at iteration t to calculate the probability 

of changing 𝑀𝑖
𝒋 to 0 or 1. The probability is calculated using 

the equation below: 

 

T (𝑀𝑖
𝑗(t)) =  1 (1 +  𝑒−2𝑠)⁄    (26) 

 

Then we change 𝑀𝑖
𝑗(𝒕) to 0 or 1 as follows: 
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𝑀𝑖
j(t + 1) = {

1 −  𝑀𝑖
𝑗(t)      𝑟 <  T (𝑀𝑖

𝑗(t))

𝑀𝑖
𝑗(tሰ
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The Offspring's Journey: After the crossover, the newly 

created individual can be evaluated and potentially 

integrated into the population for further genetic 

operations like selection, mutation, or even more 

crossovers. 

 

Algorithm 2 Pseudo-code of Flat Crossover 

1. Select two parents 𝒙(𝒕) and 𝒚(𝒕) from a parent pool 

2. Create one offspring 𝒙(𝒕+𝟏) as follow: 

3. For i = 1 to n do 

4. Choose a uniform random real number 

5. 𝒂 ∈< 𝐦𝐢𝐧(𝒙𝒊
𝒕 , 𝒚𝒊

𝒕) , 𝐦𝐚𝐱(𝒙𝒊
𝒕 , 𝒚𝒊

𝒕) > 

6. 𝒙𝒊
(𝒕+𝟏)

= 𝒂 

7. End do 

 

C. Fitness Function 

By employing Flat crossover techniques, we strive to 

accomplish a two-fold objective: minimizing the number 

of chosen features while simultaneously enhancing the 

accuracy of both classification and detection. 

To realize these objectives, our proposed approach utilizes 

the following fitness function [42]. 

 

𝑭(𝒔) =  𝜶 ∗ 𝑬𝑹𝑹 +  𝜷 ∗ 
|𝑹|

|𝑵|
    (28) 

 

Where: 

- F(s): the fitness function of spider wasp s. 

– ERR: the error rate achieved by a classifier (XGBoost 

classifier) with s as input. 

– |R|: the number of features in s. 

– |N|: the number of features in the dataset. 

– α: the weight of ERR. 

– β=1- α: the weight for the selection ratio (|R|/|N|) 

 

An alternative equation to Eq. 28 is as follow: 

 

𝑭(𝒔) =  𝒎𝒂𝒙𝒊𝒎𝒊𝒛𝒆( 𝑨𝒄𝒄(𝒔) + 𝒔𝒇 ∗ ( 𝟏 − 
𝑳𝒇

𝑳𝒕
)) (29) 

 

Where: 

– F(s): the fitness function of spider wasp s. 

– ERR: the accuracy achieved by XGBoost classifier 

– s_f : a scaling factor between 0 and 1. 

– L_f : the number of attributes in s.  

– L_t: the number of features in the given dataset 

 

Algorithm 3 Pseudo-code of IBSWO 

Input: N, 𝑵𝒎𝒊𝒏, CR, TR, 𝒕𝒎𝒂𝒙 

Output: 𝑴→∗ 

1. Initialize N female wasps, 𝑴𝒊
→𝒕(𝒊 =

𝟏, 𝟐, … … , 𝑵), using Eq. 3 

2. Evaluate each 𝑴𝒊
→𝒕and finding the one with the 

best fitness in 𝑴→∗ 

3. 𝒕 = 𝟏; //the current function evaluation 

4. while (𝒕 <  𝒕𝒎𝒂𝒙) 

5.       𝒓𝟔: random number between 0 and 1 

6.       if(𝒓𝟔  < 𝑻𝑹)%% Hunting and Nesting 

Behavior 

7.           for 𝒊 = 𝟏: 𝑵 

8.               Applying Eq. 20 

9.               𝒕 = 𝒕 + 𝟏 

10.           End for 

11.        Else %% Mating Behavior 

12.            for 𝒊 = 𝟏: 𝑵 

13.                  Applying Eq. 21 

14.                  𝒕 = 𝒕 + 𝟏 

15.            End for 

16.       End if 

17. ---------Transferring solutions to Binary Ones ---- 

18. Apply the transfer function as in Table I to the 

updated candidate solutions. 

19. ----------Crossover operator------------------ 

20.       Select two parents 𝒙(𝒕) and 𝒚(𝒕) from a 

parent pool 

21.       Create one offspring 𝒙(𝒕+𝟏) as follow: 

22.       For 𝒊 = 𝟏: 𝑵 do 

23.           Choose a uniform random real number 

24.           𝒂 ∈< 𝐦𝐢𝐧(𝒙𝒊
𝒕 , 𝒚𝒊

𝒕) , 𝐦𝐚𝐱(𝒙𝒊
𝒕 , 𝒚𝒊

𝒕) > 

25.           𝒙𝒊
(𝒕+𝟏)

= 𝒂 

26.         Mutation operation 

27.         End do 

28. Calculate the fitness function (F) 

29.          𝒕 = 𝒕 + 𝟏 

30.       Applying Memory Saving 

31.       Updating N using Eq. 25 

32. End while 

V.  Experimental Results 

This section details the experiments conducted to evaluate 

the proposed algorithm's performance. We assess its 

efficiency and reliability using various evaluation metrics 

and real-world application data. Section A delves into the 

real-world datasets used as benchmarks, while Section B 

details the evaluation metrics chosen to assess efficiency and 

accuracy.  Section C then analyzes how efficiently IBSWO 

converges on optimal solutions. Next, Section D compares 

IBSWO's performance against leading optimization 

algorithms, highlighting its competitive edge.  

A. Parameter settings 

Table 3 outlines the parameter settings for IBSWO. 

Although these settings are recommended by existing 

research, we determined suitable parameter ranges through 

an analysis of the algorithm’s mathematical properties and 

design principles. We conducted multiple algorithm runs 

with various parameter combinations and compared their 

outcomes. The performance metrics included convergence 

speed, solution quality, robustness, and computational 

efficiency. Additionally, we performed sensitivity analysis 

by systematically varying one parameter at a time while 

keeping others fixed, and then observing the changes in 
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performance metrics. This approach helped us identify 

critical parameters and their impact on the algorithm's 

convergence, exploration-exploitation balance, and overall 

effectiveness. 

To maximize the performance of IBSWO, the right 

parameter settings must be used. While expanding the 

population can enhance the exploration of the search space, 

it will also result in longer calculation times and higher 

memory use. In a similar vein, increasing the number of runs 

can lower the probability of local optima but also increases 

computational costs, and more iterations can improve 

solution accuracy but increase computational costs. To 

narrow the search space and keep people in realistic areas, 

the lower and upper limits (lb and ub) must have the right 

values. TR regulates the possibility of trade-offs between 

hunting and mating activities. The performance of IBSWO 

can be greatly impacted by changing these variables. 

Therefore, in order to find the best values for resolving the 

feature selection issue in IDSs, a sensitivity analysis was 

carried out. 

 

TABLE 2.  Parameters settings 

Parameter Value 

Population size 20 

# of iterations 100 

Dimension # of features 

# of runs 5 

𝒕𝒎𝒂𝒙 20 

Tradeoff Rate (TR). 0.3 

Crossover probability 0.2 

lb -1 

up 1 

β 
1.5 

B. DATASET 

Three real-world IIoT and IDS datasets were used to 

validate our procedure: UNSW-NB15, TON_IoT,a nd 

NCTUKM-IIOT datasets. The research community often 

relies on publicly available datasets like UNSW-NB15 and 

TON_IoT for evaluating Intrusion Detection Systems (IDS). 

These datasets are popular choices due to their recent 

updates reflecting modern attack scenarios and their 

accessibility for researchers.  In my thesis, I've developed a 

new dataset, NCTUKM-IIOT, that caters to real-world 

requirements and is currently under copyright protection. 

This new dataset offers a valuable contribution alongside 

established options like UNSW-NB15 and TON_IoT. 

UNSW-NB15: A widely used benchmark dataset for 

network intrusion detection, offering a comprehensive set of 

labeled network traffic data [43].  

TON_IoT: A dataset specifically designed for anomaly 

detection in IoT environments, containing various attack 

scenarios and network configurations [44]. 

NCTUKM-IIoT: A novel dataset created by the authors, 

capturing real-world IIoT network traffic characteristics, 

further enriching the evaluation process. These datasets are 

described in Table 3 concerning the number of features, 

instances, and classes. 

 

TABLE 3.  Datasets Description 

Dataset # of features # of instances # of classes 

UNSW-NB15 45 257473 9 

TON_IoT 45 461043 9 

NCTUKM-

IIoT 

40 718716 16 

 

Figure 4, 5 and 6 are illustrated the attacks and instances 

details for the three datasets. 

 

The preprocessing steps for dataset preperations are include: 

 Dataset Normalization using min-max 

normalization technique as in the following equation: 

 

𝒏𝒆𝒘 𝒙𝒊𝒋 =  
𝒙𝒊𝒋−𝐦𝐢𝐧 (𝒙𝒊)

𝐦𝐚𝐱(𝒙𝒊)−𝐦𝐢𝐧 (𝒙𝒊)
    (30) 

 

Where 𝒏𝒆𝒘 𝒙𝒊𝒋 the new value of each is is feature, and 𝒙𝒊𝒋 is 

the old value of the feature.  𝐦𝐢𝐧(𝒙𝒊) is the min value of x 

and 𝐦𝐚𝐱(𝒙𝒊) is the max value of x.  

 

 Numerical Encoding using label encoder to 

convert the categorical values to numerical values. 

 

 

 
FIGURE 3.  UNSW-NB15 dataset attacks and records 
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FIGURE 4.  TON_IoT dataset attacks and records 

 

 
FIGURE 5.  NCTUKM-IIOT dataset attacks and records 

 

C. EVALUATION MEASURES 

To assess the effectiveness of the proposed algorithms, 

including IBSWO, we compare their performance using 

various evaluation metrics. Here, we'll focus on how recent 

algorithms stack up against IBSWO based on the following 

criteria: 

 The average classification accuracy for IBSWO. 

Measured by the following equation. 

 

Accuracy=  (TP+TN)/(TP+FP+TN+FN)  (31) 

 

Where TP is the True Positive rate represent the correctly 

identified class, FP is the False Positive rate represents the 

false identified class 

 The proportion of cases identified as positive that 

actually turned out to be positive (Precision). 

 

Precision=TP/(TP+FP)    (32) 

 

 The proportion of actual positive cases that the 

algorithm correctly identified as positive (Recall) 

 

Recall=  TP/(TP+FN)    (33) 

 

 The harmonic mean of Precision and Recall. (F1-

score). 

F1 score=2*  (P*R)/(P+R)    (34) 

D. CONVERGENCE BEHAVIOR OF IBSWO 

The research delves into IBSWO to assess how the 

introduced changes affect the core algorithm. Figures 6 and 

7 compare the convergence behavior of IBSWO, visualizing 

how its fitness values (a measure of solution quality) 

improve over time. This comparison helps to evaluate the 

effectiveness of the proposed IBSWO towards optimal 

solutions compared with the BSWO. 
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FIGURE 6.  The BSWO and IBSWO binary convergence curves over the UNSW-NB15, TON_IoT, and NCTUKM-IIOT 

datasets. 

 

Figures 6 and 7 illustrate IBSWO's impressive convergence 

speed. In Figure 6 (binary classification), IBSWO 

consistently reaches good solutions faster than BSWO 

within a few iterations. Similarly, Figure 7 (multiclass 

classification) demonstrates IBSWO's superior convergence 

trend across various datasets compared to BSWO. This rapid 

convergence suggests that IBSWO effectively balances 

exploration and exploitation throughout the optimization 

process. 

During the initial stages of the simulation, IBSWO excels in 

exploration, likely due to the utilization of the "flat crossover 

operator." This operator effectively expands the search 

space, allowing IBSWO to identify promising areas for 

potential solutions. As the simulation progresses, IBSWO 

seamlessly transitions to a more exploitative phase, focusing 

on refining the solutions within the identified promising 

areas. This shift might be attributed to the "transfer function" 

incorporated into the algorithm. 

Finally, the integration of XGBoost classification plays a 

critical role. XGBoost's high accuracy ensures IBSWO 

converges towards optimal solutions, its regularization 

techniques prevent overfitting to the training data, and its 

scalability allows efficient handling of large datasets – all 

contributing to IBSWO's superior performance. 

 

 

 

D. Comparison between IBSWO and the state of 

the art optimization and Machine Learning (ML) 

algorithms 

This section benchmarks IBSWO against the state-of-the-art 

algorithms and existing IDS for IIoT applications.  

While other algorithms could be compared to IBSWO, 

we've chosen tested ones because they offer a solid basis for 

comparison with our algorithm. Moreover, these algorithms 

have achieved the best results in recent years, making them 

the most suitable benchmarks. 

 

Table 4 presents the average detection and classification 

performance for IBSWO and other state-of-the-art methods 
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on the UNSW-NB15 dataset. The comparison considers 

four key metrics: accuracy, precision, recall, and F1-score. 

IBSWO outperforms all other methods in terms of detection 

and classification performance on this dataset. 

 

Table 5 presents the average classification accuracy 

achieved by IBSWO and other leading methods on the 

TON_IoT dataset. This table again utilizes the same four key 

metrics: accuracy, precision, recall, and F1-score. IBSWO 

continues its impressive performance on the TON_IoT 

dataset. It outperforms all other methods in terms of 

classification accuracy. Table 6 highlights the effectiveness 

of IBSWO on the new NCTUKM-IIOT dataset. It compares 

the performance of IBSWO against two other algorithms: 

the original Binary BSWO and the ensemble CNN IDS 

model we previously published using the TON-IoT dataset 

[1]. The table shows IBSWO's superiority across all four key 

metrics: accuracy, precision, recall, and F1-score. This 

impressive performance on a new dataset further strengthens 

the case for IBSWO as a robust IDS solution. IBSWO stands 

out for its consistently high precision across various IIoT 

and network datasets (compared to other algorithms). 

 

 

FIGURE 7.  The BSWO and IBSWO multiclass convergence curves over the UNSW-NB15, TON_IoT, and NCTUKM-IIOT 

datasets.  

 

 

TABLE 4.  Performance comparison using UNSW-NB15 dataset 
Citation Year Optimization 

technique 

Performance 

   Accuracy Precision Recall F1-score 
[37] 2021 MOBGA-AOS 0.903 0.888 0.887 0.878 

[36] 2022 IHHO 0.941 0.917 0.923 0.911 

[35] 2022 SSA_FGWO 0.883 0.861 0.851 0.842 
[34] 2021 SCHHO 0.916 0.905 0.867 0.865 

[33] 2021 MPPSO 0.926 0.909 0.906 0.917 

[32] 2021 ISBPSO 0.842 0.847 0.821 0.826 
[31] 2022 RSA 0.979 0.953 0.983 0.939 

[30] 2020 WOA_V_ET  53 0.942 0.927 0.929 0.926 
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[29] 2022 BERSOC 34 0.921 0.903 0.904 0.919 

[45] 2022 bGWbPS 16 0.973 0.951 0.952 0.931 

[46] 2023 BIWSO3 0.984 0.987 0.972 0.954 
[26] 2023 OCNN-LSTM 

with GWO 

0.97 0.96 0.72 0.74 

Proposed 2024 BSWO 0.978 0.977 0.975 0.976 
Proposed 2024 IBSWO 0.987 0.9863 0.984 0.985 

 
TABLE 5.  Performance comparison using TON_IoT dataset 

Citation Year Optimization 

technique 

Performance 

   Accuracy Precision Recall F1-score 

[1] 2023 Ensemble CNN 
IDS model 

0.997 1 1 1 

[38] 2021 Chi2-SMOTE 

with XGBoost 

0.982 0.959 0.989 0.974 

[28] 2022 DRaNN_PSO 0.996 0.996 0.996 0.996 

[26] 2023 OCNN-LSTM 

with GWO 

0.97 0.96 0.74 0.76 

[25] 2023 EMSVM-

CGWO 

--- 0.963 0.941 0.952 

Proposed 2024 BSWO 0.997 0.997 0.997 0.997 
Proposed 2024 IBSWO 0.999 1 1 1 

 
TABLE 6.  Performance comparison using NCTUKM-IIOT dataset 

Citation Year Optimization 

technique 

Performance 

   Accuracy Precision Recall F1-score 

[1]  Ensemble CNN 
IDS model 

0.980 0.980 0.980 0.980 

Proposed 2024 BSWO 0.992 0.992 0.993 0.992 

Proposed 2024 IBSWO 0.997 0.997 0.997 0.997 

 
TABLE 7.  Parameter settings for the compared algorithms 

Algorithm Parameter setting 

  

BIWSO3 Population size =30, # of iteration = 200. # of runs = 30, Dimension (D) = number of Features, lb = 0, ub = 1, fmin= 

0.07, fmax = 0.75, pmin = 0.5, pmax = 1.5, tau = 4.125, a0 = 6.25, a1 = 100, a2 = 0.0005, α= 0.99, β= 0.01, crossover = 

0.5 * dimension, 0.3 * dimension, and 0.7 * dimension, unified crossover = 0.5 
MOBGA-
AOS 

# of runs = 30, maxFEs = 300,000, N = 100, Problem dimension (D) = number of Features, M = 2, Q = 5, LP = 5, Pc = 

0.9, Pm = 1/D 

IHHO Population size = 30, # of dimensions = 30, Max iteration = 500 

SSA-FGWO Population size = 20, # of iterations = 1000, Coefficient (c1) = [2/e,2], convergence constant = [0,2] 

SCHHO Population size = 10, # of runs = 30, # of iterations = 100 

Problem dimension = Feature count, a = 2 

MPPSO # of runs = 20, # of search individual = 20, K for cross validation = 10, k for k-NN = 5, k-NN distance metric = 

Euclidean, # of iterations = 100, Search dimension = Feature count, a = 0.99, and b = 0.01, C1 = C2 = 2, V max = 10 

and 6, W = 1, Wmax = 0.9, Wmin = 0.4, Transfer function S, v Shaped,  
ISBPSO Swarm size = 30, # of generations = 100, Step parameter = 50, Number of runs = 250, c ¼ 0:5, and r ¼ 10, l ¼ 0:25, / ¼ 

0:05, Inertia weight = 0.9, thetaMax ¼ 0:05p, thetaMin ¼ 0:0p, LB = 0, UB = 1, CSO(A) = [0,1], CSO(b) = [0,1] 

RSA # of crocodiles = 30, # of iterations = 100, a = 0.9, and b = 0.1, rnd is random number between [0,1] 

WOA_V_ET # of iterations = 50, # of runs = 30, KNN with K = 5 

BERSOC Population size = 30, # of iterations = 200, # of runs = 30, a = 0.99, and b = 0.01train an test samples = 0.8, 0.2 

bGWbPS # of wolves = 12, # of iterations = 20, Initial weight = 0.9, Final weight = 0.4, Weighting factor = 0.5, Uniformly 

distributed random number = 0-1 , Lower bound = 0, Upper bound = 1, # of runs = 10, 20, 30, 40, 50 

 

IBSWO achieved the highest detection and classification 

accuracy across all datasets. Its exceptional performance is 

due to a robust preprocessing stage that thoroughly cleans 

and filters the input data. By eliminating noise, redundant 

information, and irrelevant features, the algorithm focuses 

on the most crucial aspects of the data, which boosts 

detection and classification accuracy. Furthermore, IBSWO 

uses advanced techniques for model selection and 

hyperparameter optimization. By systematically testing 
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different model configurations and choosing the best ones, 

the algorithm enhances its performance, leading to superior 

detection and classification accuracy. 

IBSWO is more effective than other algorithms at reliably 

detecting intrusions in a variety of network environments 

because it consistently achieves higher average precision 

values across all IDS datasets. The algorithm's capacity to 

reduce false positives and reliably identify intrusions is 

demonstrated by this improved precision performance. Its 

sophisticated search techniques, which carefully comb 

through the solution space to identify the best intrusion 

detection patterns and enable accurate network traffic 

classification, are important contributors to IBSWO's 

increased precision. Furthermore, to guarantee that only 

the most pertinent and instructive features are used during 

detection, IBSWO uses enhanced feature selection 

procedures. IBSWO achieves greater precision values by 

concentrating on crucial network characteristics, which 

enable it to differentiate between malicious and legitimate 

traffic patterns more accurately. 

     True Positive Rate (TPR), which indicates the proportion 

of correctly predicted intrusions, is also shown in the tables. 

Among the three datasets, IBSWO obtains the highest TPR 

scores. The improved TPR performance can be attributed to 

IBSWO's use of an efficient crossover operator. By 

streamlining the solution space search, part enables the 

algorithm to find high-quality solutions and improve them 

over time. By incorporating this powerful crossover 

operator, dubbed "Flat Crossover" the algorithm becomes 

more adaptive and has a higher potential for evolution, 

which in turn leads to the identification of better solutions. 

The effective application of the flat crossover technique 

highlights the value of IBSWO as a tool for improving 

network security by strengthening its predictive power of 

intrusions. 

     The F1-score is employed due to the presence of an 

unbalanced class distribution. The findings reveal that 

IBSWO achieves the highest positive prediction rate 

across all datasets. These results consistently highlight 

IBSWO's superiority over other algorithms in terms of 

positive prediction rate. Several key factors contribute to 

this outstanding performance. Firstly, IBSWO 

incorporates a robust training process that addresses the 

imbalanced data distribution. Through oversampling, the 

algorithm effectively handles the class imbalance issue, 

resulting in a higher positive prediction rate. This approach 

allows the algorithm to allocate more attention and 

resources to the minority class, effectively capturing 

instances of intrusion and reducing false negatives. The 

algorithm increases its capacity to discern between benign 

and harmful activity by pinpointing the most relevant and 

distinctive traits, which eventually results in higher 

positive prediction rates. 

Table 7 presents the parameter settings of the algorithms 

as used in their original papers. Choosing the right 

parameter settings is crucial for the experimental design 

when comparing optimization algorithms. This choice 

depends on the FS problem for IDS and the characteristics 

of IBSWO. There are several approaches to consider: using 

default settings as a baseline, performing systematic 

parameter tuning with a validation dataset, or selecting 

fixed parameters based on prior knowledge of the problem 

or algorithm. Each approach has its advantages depending 

on the context. Using the parameter settings in Table 7 

ensures a fair and consistent comparison and can enhance 

performance based on prior knowledge. Additionally, 

these settings are computationally efficient, allowing for 

more runs. It's important to note that parameter settings 

significantly impact results; some algorithms are more 

sensitive to these settings than others. To ensure robust and 

reliable results, we considered parameter settings and 

conducted sensitivity analyses. 

Based on the comparisons carried out in these experiments, 

IBSWO demonstrates stability and accuracy across all IDS 

datasets in relation to fitness values. These values signify 

the selection of valuable features with the highest accuracy 

in predicting attacks. 

The primary limitation of the SWO is the difficulty in 

determining the control parameters that maximize its 

performance [20]. Similarly, while the IBSWO 

demonstrates promising results, it faces challenges in 

handling high-dimensional data and identifying optimal 

solutions in complex, rugged search spaces. 

 

VI.  CONCLUSION 

This paper presents IBSWO, an enhanced version of the 

SWO algorithm tailored specifically for Intrusion Detection 

Systems (IDS) applications in Industrial Internet of Things 

(IIoT) networks. Through meticulous evaluation using three 

distinct IIoT datasets, IBSWO's effectiveness in accurately 

identifying malicious activities within network traffic is 

demonstrated. The algorithm incorporates key 

modifications, including a Transfer Function for Binary 

Conversion and Evolution with Flat Crossover and Genetic 

Algorithm (GA), which significantly improve its 

performance in terms of stability, accuracy, and efficiency. 

 

IBSWO consistently outperforms the original BSWO 

algorithm and a range of leading optimization and Machine 

Learning algorithms in terms of various performance 

metrics, including classification accuracy, precision, recall, 

and F1-score. The superior performance of IBSWO is 

attributed to its ability to effectively navigate the complex 

search space of intrusion detection, thanks to the integration 

of advanced techniques such as flat crossover and robust 

training processes that address imbalanced data 

distributions. 

 

While IBSWO demonstrates promising results, 

challenges remain, particularly in handling high-

dimensional data and identifying optimal solutions in 

rugged search spaces. To address these challenges, future 

research directions include exploring filter-based feature 

selection methods to optimize feature sets and enhance 

classification performance. 
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To further solidify IBSWO's potential for real-world 

application, future studies will focus on demonstrating its 

effectiveness across diverse network environments and 

potential attack scenarios. By conducting broader 

evaluations beyond the datasets used in this study, IBSWO's 

robustness and adaptability as a solution for IIoT intrusion 

detection can be further established. 
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