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ABSTRACT In-band full-duplex (IBFD) is an attractive technology in broadband power line commu-
nication (BB-PLC) because it helps to improve spectral efficiency. However, IBFD is challenging since
it requires additional hardware and advanced signal processing to mitigate self-interference (SI) signals.
SI cancelation architectures and channel estimation techniques determine the overall IBFD performance.
Accurate SI channel estimation is required since imperfect SI cancelation reduces signal-to-interference-
plus-noise ratio (SINR), causing an increase in data errors and a decrease in data rates. Although channel
estimation can be improved by sending additional training symbols, increasing the training duration will
lower data throughput. Thus, the training symbol number is an essential trade-off for IBFD performance in
BB-PLC. In this paper, we investigate IBFD performance in single-input single-output (SISO), single-input
multiple-output (SIMO), and multiple-input multiple-output (MIMO) communication scenarios, including
the influence of the training period. By analyzing error vectors on a constellation diagram, we obtain
the closed-form expressions for the symbol error probability (SEP) affected by IBFD and the training
duration. Based on the obtained expressions, we propose a bit allocation algorithm to determine bit
loading to ensure reliable IBFD communication. Furthermore, we suggest a procedure to compute the
optimal training symbol number that maximizes throughput in IBFD. Using the proposed bit allocation
strategy and a database of measured channels, we estimated the achievable bidirectional throughput and
the throughput gain in IBFD compared to time division duplexing (TDD).

INDEX TERMS In-band full-duplex, MIMO, power line communications, self-interference cancelation.

I. INTRODUCTION

BROADBAND Power Line Communication (BB-PLC)
leverages the power line infrastructure for high-speed

communication and is used in various outdoor and indoor
applications. With growing data rates, coverage, and latency
requirements, BB-PLC needs technologies to satisfy these
ever-increasing demands. In-band full-duplex (IBFD) is a
technology that allows to transmit and receive signals
simultaneously on the same frequency band and in the same
communication medium. Since neither time nor frequency
separation is required, the bidirectional throughput of a
system can, theoretically, be doubled. The interest in IBFD
technology for BB-PLC started after some progress in
the wireless domain [1], [2]. The first work about IBFD
for BB-PLC was documented in [3], where the IBFD
requirements and feasibility were studied. Unlike in wireless

communications, where the self-interference (SI) power is
typically more than 100 dB higher than the signal-of-interest
(SOI) [4], IBFD in BB-PLC requires SI suppression to
only up to 80 dB [3], which simplifies the SI cancela-
tion architecture. For the SI mitigation, [3] proposed an
architecture comprising two SI cancelation stages. In the
first stage, a hybrid coupler was considered, which also
received special attention in [5], [6] and was even physically
realized in [7]. For the second stage, digital interference
cancelation (DIC) and digitally assisted analog interference
cancelation (AIC) were proposed and analyzed in [8]
and [9].
From the channel estimation perspective, the SI and SOI

channels must be accurately estimated to enable IBFD. The
SI channel estimation, especially, requires very high accuracy
because the imperfect SI estimation is projected onto a
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higher residual SI (RSI) signal, resulting in a lower signal-
to-interference-plus-noise ratio (SINR). Higher accuracy is
achievable with a longer convergence time of adaptive
algorithms or by utilizing more training symbols. The
longer the channel estimation time, the lower the effective
throughput. Additionally, BB-PLC has to cope with the
linear periodically time-varying (LPTV) channel behavior,
characterized by cyclic channel variations [10], [11]. This
phenomenon requires either quick channel adaptation or
complete channel re-estimation. The first option to cope with
the LPTV channels was used in [8], [9] and the second one
was considered in [12], [13]. Unfortunately, both solutions
affect system throughput.
To address the adverse effect of LPTV channels, [8]

proposed an LPTV-aware Least Mean Square (LMS) channel
adaptation. Using this adaptation method, works [8] and [9]
estimated the theoretical data rate gain (DRG) of IBFD over
half-duplex (HDX) communication for single-input single-
output (SISO) as well as for multiple-input multiple-output
(MIMO) communication. However, DRG values presented
in [8], [9] were obtained under the assumption that SI signals
are suppressed to the level defined by the convergence of the
LPTV-aware LMS algorithm. The LPTV-LMS convergence
was reached by about 900 orthogonal frequency-division
multiplexing (OFDM) symbols [8], which is significantly
high and it lowers the practical value of the declared DRGs.
Alternatively, IBFD communication can be organized in

time slots that do not exceed the channel coherence time
and include the training period for independent SI and SOI
channel estimation in the HDX mode. Such an approach
increases the training period of IBFD by two times compared
to time-division duplexing (TDD) but helps to achieve
good initial channel estimation results. According to [13],
training using two known OFDM symbols is sufficient
to separately estimate the SI and SOI channels in SISO,
SIMO, and MIMO. For all communication scenarios, [13]
reported bidirectional throughput gain (BTG) from 1.79 to
1.88 in 2-30 MHz assuming a constant noise power spectral
density (PSD) of −130 dBm/Hz. Since the noise PSD is
frequency-dependent in BB-PLC, the reported BTGs may be
over-optimistic. Then, computing realistic IBFD gains and
throughput in BB-PLC remains an interesting objective.

A. RELATED WORK
Several studies have addressed the IBFD performance and
bit allocation (BA) in the wireless domain and BB-PLC.
In wireless, [14] addressed bit and power allocation in

a single-cell full-duplex (FDX) OFDMA network with one
base station (BS) and multiple FDX mobile stations (MS).
The work modeled RSI as an increase in noise level by
a constant value. The goal was to maximize the sum-
rate performance by optimizing the exclusive subcarrier
assignment to the nodes under power restrictions for the BS
and the MSs. Power allocation was performed by an iterative
water-filling algorithm. The study showed a drop in IBFD

DRGs from 99% to 47% as the RSI increased from 0 to
5 dB.
Another research in wireless [15] used stochastic geometry

to analyze the FDX throughput improvement with imperfect
SI cancelation. The effects of imperfect SI cancelation on the
throughput were analyzed using the mathematical model. The
research highlighted the important conclusion that there is a
break-even point where the FDX and HDX throughputs are
the same, and RSI determines the maximal distance within
which FDX is beneficial over HDX.
A thorough analytical study was done by [16] aiming

to maximize DRGs under non-negligible SI. It was proven
(Lemma 1) that if FDX can outperform HDX for a given
link, it is always optimal for the MS and the BS to transmit
at their maximum allowed power. The numerical evaluations
demonstrated the capacity gains in three different use cases.
In BB-PLC, the first results for IBFD throughput and

DRGs were presented in [3] for SISO. BA was determined
using look-up tables based on the SINR values affected
by the ADC distortions. The DRGs were computed as the
sum of allocated bits on the available subcarriers. This
study continued in [8] and [9], where the DIC and AIC
architectures were proposed. Using 1500 random simulated
MIMO channels, the study declared a DRG of 2 for over
70% of the channels under a high noise level and a
median gain of 1.8 under low noise levels using the AIC
solution.
Another work in BB-PLC [13] performed Monte-Carlo

simulations over 80 measured channels to estimate the
achievable bidirectional throughput offered by IBFD in
SISO, SIMO, and MIMO scenarios. Bit allocation was
based on the SNR gap approach with the target symbol
error probability (SEP) of 10−3. Using two training OFDM
symbols for independent SI and SOI channel estimation, the
work achieved IBFD BTG varying from 1.79 to 1.88, with
median values of 1.86 in SISO, 1.87 in SIMO, and 1.84
in MIMO. The reported median throughput in 2-30 MHz
amounted to 300, 324, and 525 Mb/s in SISO, SIMO, and
MIMO, respectively.

B. CONTRIBUTION AND OUTLINE
This paper aims to evaluate realistic IBFD performance
gains considering channel estimation and bit allocation
strategies. Peer-to-peer communication between two IBFD-
capable nodes in a BB-PLC network is considered. Each
transmission frame starts with a training sequence for
channel estimation executed in the HDX mode, followed
by the payload transmission either in the FDX or HDX.
Upon the reception of channel state information from the
opposite side, the communicating nodes can cooperatively
switch between communication modes such as SISO TDD,
SISO IBFD, SIMO TDD, SIMO IBFD, MIMO TDD, or
MIMO IBFD, adjusting their BA appropriately. Moreover,
the nodes can negotiate and adjust BA to enable asymmetric
bidirectional throughput. The specific contributions are:
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FIGURE 1. The system model for (a) 2x2 MIMO communication with (b) two-stage SI
cancelation scheme.

• the characterization of SI and SOI channel estimation
errors in SISO, SIMO, and MIMO, followed by the
derivation of SEPs in IBFD with the dependence on the
training period duration;

• the proposal of a novel bit allocation scheme for
reliable IBFD communication, considering a subroutine
to compute the optimal training symbol number;

• the estimation of realistic bidirectional throughput and
IBFD gain in BB-PLC using the proposed BA.

The rest of the paper is organized as follows. The system
model of the IBFD system in general MIMO configuration
is presented in Section II. IBFD performance metrics are
discussed in Section III. Section IV derives the closed-form
expressions for SEPs in all communication modes. Section V
presents our BA algorithm, which was numerically analyzed
over BB-PLC channels and used to estimate IBFD BTGs in
Section VI. Finally, Section VII concludes this paper.

II. SYSTEM MODEL
Two nodes, shown in Fig. 1a as the Local Node (LN) and
Remote Node (RN), communicate with each other through
IBFD or TDD. Each node has two transmitters (TX) and
two receivers (RX) and can support SISO, 1x2 SIMO, or
2x2 MIMO communication. In any communication scenario,
the signal at the receiver j is given in the time domain (TD)
by

yj(t) =
NTX∑

i=1

xi ∗ hij(t)+ wj(t), (1)

where NTX is the number of operating transmitters, both local
and remote, xi(t) is the signal sent by the i-th transmitter,
hij(t) is the channel impulse response that describes the
channel link between the i-th TX and j-th RX, and wj(t) is
the noise measured at the receiver.
To enable IBFD communication, the SI signals must

be suppressed. The SI cancelation in each transceiver is
executed in a two-stage cancelation scheme depicted in
Fig. 1b. The initial cancelation is made by an active hybrid,
which prevents signal propagation from a transmitter path
chain to a receiver path chain. The second stage is AIC, the
analog interference cancelation. AIC aims to estimate the SI
signals after active hybrid, synthesize the SI signal replicas,
and eventually cancel the SI signals in the analog domain.

In MIMO, each AIC module synthesizes two replicas to
cancel two SI signals as

yAICj(t) = yj(t)−
∑

i∈SI
xi ∗ ĥij(t), (2)

where ĥij is the estimate of the channel impulse response hij.
Since BB-PLC utilizes OFDM symbols, it is convenient

to represent the system model in the frequency domain (FD)
independently for each subchannel (subcarrier). Then, the
LN is described at the active hybrids and the AICs in the
FD as

[
Y1

Y3

]
=

[
H11 H31

H13 H33

]
·
[
X1

X3

]
+

[
H21 H41

H23 H43

]
·
[
X2

X4

]
+

[
W1

W3

]
, (3)

[
YAIC1

YAIC3

]
=

[
EAIC1

EAIC3

]
+

[
H21 H41

H23 H43

]
·
[
X2

X4

]
+

[
W1

W3

]
, (4)

where Y is the measured signal, X is the M-QAM-modulated
transmitted signal, H is the channel attenuation at a given
frequency, and W is the aggregated noise. The term EAIC
represents an RSI signal. The RSI at the LN is given by
[
EAIC1
EAIC3

]
=

[
H11 H31
H13 H33

]
·
[
X1
X3

]
−

[
Ĥ11 Ĥ31

Ĥ13 Ĥ33

]
·
[
X1
X3

]
. (5)

Similarly, the RN is represented at each subcarrier by
[
Y2

Y4

]
=

[
H12 H32

H14 H34

]
·
[
X1

X3

]
+

[
H22 H42

H24 H44

]
·
[
X2

X4

]
+

[
W2

W4

]
,

(6)[
YAIC2

YAIC4

]
=

[
H12 H32

H14 H34

]
·
[
X1

X3

]
+

[
EAIC2

EAIC4

]
+

[
W2

W4

]
. (7)

A. CHANNEL ESTIMATION
A BB-PLC channel can abruptly change its characteristics,
such as the channel response and the noise profile, with
respect to the mains cycle phase. However, it can be
considered static between changes and periodic, as shown
in Fig. 2a. Reliable communication can be executed within
stationary periods. For robustness, NT training OFDM
symbols with block-type pilot insertion precede NP payload
OFDM symbols in each transmission frame. For accurate
SI and SOI channel estimation in IBFD, each of the nodes
transmits the training OFDM symbols separately in the HDX
mode, as shown in Fig. 2c, making IBFD channel estimation
twice as long compared to TDD (see Fig. 2b).

In SISO and SIMO, channel estimation is performed
using the Least Square (LS) method utilizing known 4-QAM
training symbols XT independently at each subcarrier:

Y = H · XT +W, (8)

Ĥ = Y · X−1
T = H +W · X−1

T . (9)

Using NT training OFDM symbols, we obtain NT channel
estimates per subcarrier given by (9) that can be averaged
to improve accuracy as follows

Ĥ = 1

NT

NT−1∑

l=0

Y(l) ·
(
X(l)
T

)−1
. (10)
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FIGURE 2. LPTV channel (a) and transmission frames in (b) TDD and (c) IBFD
communication with NT training and NP payload OFDM symbols.

TABLE 1. Pattern of orthogonal symbols for channel initialization in the half-duplex
mode.

Channel estimation in MIMO differs from SISO and
SIMO channel estimation. Two consecutive training OFDM
symbols sent by two transmitters form an orthogonal 2x2
Hadamard matrix at each subcarrier. From (3)-(4), SI and
SOI channel estimates for the LN can be found as

[
Ĥ(l)

11 Ĥ(l)
31

Ĥ(l)
13 Ĥ(l)

33

]
=

[
Y(l−1)
AIC1 Y(l)

AIC1
Y(l−1)
AIC3 Y(l)

AIC3

]
·
[
X(l−1)

1 X(l)
1

X(l−1)
3 X(l)

3

]−1

, (11)

[
Ĥ(l)

21 Ĥ(l)
41

Ĥ(l)
23 Ĥ(l)

43

]
=

[
Y(l−1)
AIC1 Y(l)

AIC1
Y(l−1)
AIC3 Y(l)

AIC3

]
·
[
X(l−1)

2 X(l)
2

X(l−1)
4 X(l)

4

]−1

. (12)

To perform MIMO channel estimation over NT training
symbols, we use orthogonal pairs created from the pattern
shown in Table 1. This repetitive pattern guarantees orthog-
onality for any two consecutive symbols and can be adjusted
to any training period duration. Particularly, the first two
training pairs and their inverse are

[
X(0)

1 X(1)
1

X(0)
3 X(1)

3

]
= XT

[
1 1
1 −1

]
,

[
X(0)

1 X(1)
1

X(0)
3 X(1)

3

]−1

= 1

2XT

[
1 1
1 −1

]
, (13)

where XT is a known 4-QAM symbol.
Using NT training symbols, we generate NT−1 orthogonal

pairs and obtain NT−1 channel estimates. By averaging, we
improve the accuracy of SI and SOI channel estimation as

[
Ĥ11 Ĥ31

Ĥ13 Ĥ33

]
= 1

NT − 1

NT−1∑

l=1

[
Ĥ(l)

11 Ĥ(l)
31

Ĥ(l)
13 Ĥ(l)

33

]
, (14)

[
Ĥ21 Ĥ41

Ĥ23 Ĥ43

]
= 1

NT − 1

NT−1∑

l=1

[
Ĥ(l)

21 Ĥ(l)
41

Ĥ(l)
23 Ĥ(l)

43

]
. (15)

FIGURE 3. The PSD mask for transmitted signal and models for the background
noise.

B. POWER SPECTRAL DENSITY (PSD)
In BB-PLC, the transmission power is limited, and the PSD
mask is applied to avoid interference to other systems. The
PSD mask specified by the G.hn standard [17] is frequency
dependent, as shown in Fig. 3. Thus, a transmitted symbol
X can be generated with specific power requirements and
modulation as follows

X = √
ES

S

||S|| =
√
ES
SI + jSQ√

ĒM
, (16)

where ES is the frequency-dependent average power of the
transmitted symbol, and ĒM is the average power of the
associated constellation points for a given M-QAM.
In a square M-QAM, the constellation points have the in-

phase SI=2i−√M−1 and the quadrature SQ=2q−√M−1
components with i, q ∈ {1, . . . ,

√
M}. Then, the M-QAM

average power is equal to

ĒM = 1

M

√
M∑

i=1

√
M∑

q=1

S2
I + S2

Q =
2

3
(M − 1). (17)

A BB-PLC network is exposed to different noise types.
Overall, the superposition of noise components yields
background noise with a complex-shaped PSD profile, as
illustrated in [18, Fig. 9]. For the objectives of this paper, the
PSD of the cumulative noise W in (8) can be modeled with a
simplified frequency-dependent model defined in [18], [19]
and given by

RW(f ) = a+ bf c
[
dBm

Hz

]
, (18)

where f is the frequency in MHz and the param-
eters (a, b, c) = (−145, 53.23,−0.337) describe the
worst noise scenario and the coefficients (a, b, c) =
(−140, 38.75,−0.72) describe the best noise conditions.

III. IBFD PERFORMANCE METRICS
In the IBFD BB-PLC literature, DRG in [3], [8], [9] and
BTG in [13] were considered as the performance metrics
to compare IBFD and TDD. Since DRG does not include
the time spent on channel estimation, which can severely
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downgrade the system throughput, we will use only BTG as
the IBFD performance metric in this article.
We define the bidirectional throughput gain as

BTG = BT
(IBFD)

BT (TDD)
= T

(IBFD)

LN + T (IBFD)

RN

1
2

(
T

(TDD)

LN + T (TDD)

RN

) , (19)

where TLN and TRN are the total achievable throughput for
the local and the remote nodes, respectively.
The data throughput in bits/s at a given transmitter is

computed as follows

T = ρ
C

(
1− P̄b

)

Ts
, (20)

where ρ is the coefficient that characterizes the proportion of
OFDM symbols with payload, C is the number of bits carried
by one OFDM symbol, P̄b is the average bit error probability,
and Ts is the duration of one OFDM symbol. Assuming
independent M-QAM bit allocation for each subcarrier, C
can be computed as

C =
Nasc∑

k=1

nk =
Nasc∑

k=1

log2 Mk, (21)

where Nasc is the number of active subcarriers and nk is the
number of bits loaded on the k-th subcarrier. Bit allocation nk
can be determined by the SNR gap approach [13], [20], [21]
as follows

nk ≤ log2

(
1+ SINRk

�

)
, (22)

where � is the SNR gap computed for a given symbol error
threshold P0 as

� = 1

3

[
Q−1

(
P0

4

)]2

, (23)

where Q−1 is the inverse of Q(x) = 1√
2π

∫∞
x e−t2dt.

From Fig. 2, the coefficient ρ is calculated for TDD and
IBFD as

ρTDD =
NP

NP + NT = 1− NT
NCT

, (24)

ρIBFD =
NP

NP + 2NT
= 1− 2NT

NCT
, (25)

where NP is the number of payload symbols, and NCT is the
total number of OFDM symbols that can be delivered within
the channel coherence time or limited by the transmission
frame duration.
According to [13, Fig. 4], C in (20) is monotonically

increasing with the increase of NT . Since ρ(NT) is linearly
decreasing, there is the optimal training symbol number NoptT ,
where the throughput T reaches its maximum. NoptT in [13]
differs for duplexing (IBFD or TDD), channel realizations,
and communication modes. The observed dependency C(NT)
anticipates the dependence of SINR on NT , and obtaining
analytic expressions for it in different modes is desirable to
select an optimal NT and achieve the best IBFD performance.

Computing P̄b in (20) can be done based on the analysis
of bit error probability (BEP) Pb or symbol error probability
(SEP) Ps over all subcarriers. A closed-form expression of
BEP Pb for M-QAM over an additive white Gaussian noise
(AWGN) channel is known from [22], while SEP Ps for
M-QAM over an AWGN channel is defined in [23] as

Ps = 4

(
1− 1√

M

)
Q

(√
3

M − 1
γ̄

)

− 4

(
1− 1√

M

)2

Q2

(√
3

M − 1
γ̄

)
, (26)

whereM is the applied modulation order and γ̄ is the average
SNR per symbol.
For IBFD BB-PLC, Ps (Pb) requires further analysis

because Ps is a function of SINR, which is expected to
be influenced by NT . Considering also channel estimation
errors, the distribution of the resulting noise on a constel-
lation plot might not be Gaussian and (26) may not be
directly usable. Furthermore, the common assumption that
symbol error occurs only at the closest neighboring symbols,
affecting only 1 bit in the Gray coding scheme, may not
be applicable in IBFD communication. Thus, considering
Pb ≥ Ps

log2 M
, the average BEP P̄b shall be expressed as the

following bound

P̄b = Nerr
C
≥

∑Nasc
k=1 1 · Ps(γk,Mk,NT)

C

=
∑Nasc

k=1 Ps(γk,Mk,NT)
∑Nasc

k=1 log2 Mk

, (27)

where Nerr is the expected number of bit errors per
OFDM symbol. Ps(γk,Mk,NT) as a function of the relevant
parameters will be determined in Section IV.
Consequently, the upper bound on the data throughput

defined in (20) for a given transmitter is estimated by

T ≤ ρ

Ts

Nasc∑

k=1

(
log2 Mk − Ps(γk,Mk,NT)

)
. (28)

To achieve the highest IBFD performance, we must
determine not only the bit allocation but also the number
of training symbols NT that maximizes the throughput for
both nodes under the presence of interference. Assuming
ni,k is the number of bits allocated by the i-th transmitter
at the k-th subcarrier, the maximization of the bidirectional
throughput (the upper bound) in IBFD can be formulated as
the following optimization problem

maximize
NT , ni,k

ρ(NT)

Ts

NTX∑

i=1

Nasc∑

k=1

(
ni,k − Ps

(
γi,k,Mi,k,NT

))

subject to NT > 0, NT ∈ Z ,

ni,k ∈ {0, 2, 4, 6, 8, 10} ,
Ps

(
γi,k,Mi,k,NT

) ≤ P0 ∀i, k,NT , (29)

where NTX is the number of involved transmitters (2 in
SISO or SIMO, and 4 in MIMO), γi,k is the SNR at the
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destination side for a signal from the i-th transmitter at the
k-th subcarrier, and P0 is the highest acceptable SEP.

The solution for this problem is in Section V.

IV. SYMBOL ERROR PROBABILITY
In this section, we investigate the influence of channel
estimation on received symbols in a constellation. We derive
the expressions for symbol error probability as a function of
the training symbol number and the applied modulation.

A. DETERMINISTIC CHARACTERIZATION OF ERROR
VECTORS IN IBFD
Let’s consider SISO IBFD communication, where a node
simultaneously receives a symbol XSOI and transmits a
symbol XSI . The system model in (3)-(7) is simplified
regardless of the considered node to the following equations

Y = HSIXSI + HSOIXSOI +W, (30)

YAIC = Y − ĤSIXSI, (31)

YAIC =
(
HSI − ĤSI

)
XSI + HSOIXSOI +W. (32)

Assuming sufficient SI cancelation, data symbols can be
estimated as

X̂SOI = Ĥ−1
SOIYAIC. (33)

Let �HSOI � HSOI − ĤSOI and �HSI�HSI−ĤSI be the
estimation errors, describing the differences between actual
channels HSI and HSOI and their estimations ĤSI and ĤSOI .
Then, after making some manipulations, we obtain

X̂SOI = Ĥ−1
SOI

((
HSI − ĤSI

)
XSI + HSOIXSOI +W

)

= Ĥ−1
SOI

(
�HSIXSI +

(
�HSOI + ĤSOI

)
XSOI +W

)

= XSOI + Ĥ−1
SOI(�HSIXSI +�HSOIXSOI +W). (34)

Then, the error vector in the received data is given by

�XSOI = Ĥ−1
SOI(�HSIXSI +�HSOIXSOI +W). (35)

From (35), three components contribute to errors in the
received data signal. The error vector �XSOI (see Fig. 4)
consists of the SI and SOI channel estimation penalties, the
transformed (amplified) background noise and is given by

�XSOI = ESI + ESOI + EW , (36)

where

ESI = Ĥ−1
SOI�HSIXSI, (37)

ESOI = Ĥ−1
SOI�HSOIXSOI, (38)

EW = Ĥ−1
SOIW. (39)

The components ESI and ESOI in (36) require special
attention. They cannot be neglected but can be influenced by
channel estimation. Moreover, they will contribute to data
errors differently after changing modulation from 4-QAM to
a higher order modulation due to the variation of the instant

FIGURE 4. The components of the error vector on a constellation diagram.

power in XSOI and XSI . Finally, ESI is the component that
distinguishes IBFD from TDD.
As seen in Appendix A and B, error vectors in SIMO and

MIMO IBFD communication can also be decomposed into
three components.

B. STATISTICAL CHARACTERIZATION OF ERROR
VECTORS IN IBFD
ESI and ESOI in (36) are characterized by the channel
estimation errors �HSI and �HSOI , as well as the data
symbols XSI and XSOI , which depend on the applied power ES
and the modulation order. �HSI and �HSOI are determined
by channel estimation over NT training symbols (see Fig. 2)
and remain constant over the following NP OFDM payload
symbols if a channel is static and no channel tracking is
applied. However, if we collect error vector measurements
over many transmission frames such that the number of
accumulated OFDM symbols L 
 NP, we can characterize
�XSOI statistically. For further analysis, we assume all
channels are static, and the cumulative noise W exhibits a
normal distribution with W ∼ CN (0, σ 2). Additionally, we
assume that the nodes employ 4-QAM for channel estimation
as well as for data transmission.
In SISO, the components �HSI and �HSOI are determined

by channel estimation over NT training symbols XT . Then,
from (9) and (10)

�HSI = 1

NT

NT−1∑

i=0

−W
(i)

X(i)
T

, �HSOI = 1

NT

NT−1∑

i=0

−W
(i)

X(i)
T

. (40)

Consequently, both �HSI and �HSOI are the averaged
sums of noise samples but taken in different channel
estimation phases, as shown in Fig. 2. Therefore, �HSI and
�HSOI are independent and identically distributed (i.i.d.)
random variables (RVs) with zero means and the variances
given by

V[�HSI] = σ 2

NTES
, V[�HSOI] = σ 2

NTES
. (41)
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The RV �XSOI = ESI + ESOI + EW is the sum of inde-
pendent random variables. Therefore, the second moment
(power) of the RV �XSOI can be found as

E

[
|�XSOI |2

]
= E

[
|ESI |2

]
+ E

[
|ESOI |2

]
+ E

[
|EW |2

]
. (42)

Using the simplification Ĥ−1
SOI ≈ 1/HSOI , we can estimate

all components in (42) as

E

[
|ESI |2

]
= E

[(
�HSIXSI
HSOI

)(
�HSIXSI
HSOI

)∗]

= E
[|�HSI |2

]
E

[|XSI |2
]

|HSOI |2 = σ 2ES
NTES|HSOI |2 =

σ 2

NT |HSOI |2 ,

(43)

E

[
|ESOI |2

]
= E

[(
�HSOIXSOI

HSOI

)(
�HSOIXSOI

HSOI

)∗]
(44)

= E
[|�HSOI |2

]
E

[|XSOI |2
]

|HSOI |2 = σ 2

NT |HSOI |2 ,

E

[
|EW |2

]
= E

[(
W

ĤSOI

)(
W

ĤSOI

)∗]
= σ 2

|HSOI |2 . (45)

Since �XSOI is a zero-mean RV, its variance from (42)-
(46) is given by

V[�XSOI] = E

[
|�XSOI |2

]
= σ 2

|HSOI |2
(

2

NT
+ 1

)
. (46)

Similarly, the variances of �XSOI in SIMO and MIMO
IBFD are characterized in Appendix C and D.
From (46), we can find the SINR in SISO IBFD exploiting

4-QAM in both directions

SINR = ES
σ 2
|HSOI |2

(
NT

NT + 2

)
. (47)

The SINR can be factorized in any communication
scenario as SINR = η γ , where γ is the real SNR at
the receiver side offered by a channel, and η is the SNR
degradation factor associated with channel estimation errors.
SNR γ depends on the signal transmission power, the noise
power, channel gains, and channel equalization techniques.
SNR γ for all data symbols is presented in Table 2. The
factor η depends on the duplexing mode (IBFD or TDD)
and the training symbol number NT . In IBFD, the factor η

decreases compared to TDD due to additional SI channel
estimation errors. The factor η is defined for 4-QAM in all
the analyzed communication modes in Table 3.

C. ERROR PROBABILITY FOR M-QAM IN SISO IBFD
In a general M-QAM transmission, symbols are transmitted
with varying instantaneous power, affecting the SI and SOI
channel estimation errors in (37) and (38) and their statistical
properties in (43) and (44). Thus, the instantaneous power
of SI and SOI symbols must be considered in the derivation
of SEPs. In this section, we derive the SEP in SISO IBFD.
A symbol error occurs if the error vector �XSOI crosses

inter-symbol decision boundaries. As shown in Fig. 4, all
symbols in a square M-QAM constellation can be classified
into three categories: symbols at the corners with two

TABLE 2. SNR at the destination side γ for different received symbols Xn in SISO,
SIMO, and MIMO communications.

TABLE 3. SNR degradation η for TDD and IBFD in SISO, SIMO, and MIMO.

boundaries, symbols at the edges (three boundaries), and
inner symbols surrounded by four decision boundaries.
Symbols at corners and edges (both SOI and SI) are
transmitted with a higher power, increasing the variance of
�XSOI and, consequently, the probability of a symbol error.

Let X(i)
SOI , i ∈ {1,MSOI} and X(j)

SI , j ∈ {1,MSI} be M-
QAM signals with the modulation orders MSOI and MSI ,
respectively. If the power of the transmitted signals |X(i)

SOI |2 =
ES φi and |X(j)

SI |2 = ES ϕj, then the effective variance of
�XSOI can be expressed in SISO IBFD as

σ 2
ij = V

[
�XSOI |X(i)

SOI,X
(j)
SI

]
= σ 2

|HSOI |2
(

φi + ϕj

NT
+ 1

)
, (48)

where φ and ϕ are the normalized SOI and SI signal powers.
In general, SEP can be found as

Ps =
MSOI∑

i=1

MSI∑

j=1

P

[
X(i)
SOI

]
· P

[
X(j)
SI

]
· P

[
Err|X(i)

SOI
,X(j)

SI

]
. (49)

Assuming equiprobable symbols, we obtain

Ps = 1

MSOIMSI

MSI∑

j=1

(
∑

i∈Corners
P

[
Err|X(i)

SOI
,X(j)

SI

]

+
∑

i∈Edges
P

[
Err|X(i)

SOI
,X(j)

SI

]
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+
∑

i∈Inners
P

[
Err|X(i)

SOI
,X(j)

SI

])
. (50)

An error can occur if the component �XSOI along in-phase
or quadrature phase is greater than the distance d, resulting in
PIe = P[{�XSOI} > d] and PQe = P[�{�XSOI} > d]. Since
the two phases are uncorrelated, their conditional variances
are σ 2

ij/2, and the probability of crossing one decision border
in any of the phases equals

PIe = PQe = Q

(
d
√

2

σij

)
= Q

(√
3

MSOI − 1

ES
σ 2
ij

)
, (51)

where

d =
√
ES√

2
3 (MSOI − 1)

. (52)

The correct decision is made if none of the decision bound-
aries in both dimensions is crossed: Pc=(1−PIe)(1−PQe ). For
each symbol category, we can find the error probability as

P

[
Err|X(i)

SOI
,X(j)

SI

]
=

⎧
⎨

⎩

2Q− Q2, if i ∈ Corners
3Q− 2Q2, if i ∈ Edges
4Q− 4Q2, if i ∈ Inners

(53)

where Q denotes Q(

√
3

MSOI−1
ES
σ 2
ij
).

To reduce the computational complexity of (50), we can
represent SI symbol power ϕ as a discrete RV � with the
probability mass function f�(ϕ) dependent on MSI . Then,
the final SEP expression as a function of γ , NT , and the
modulation orders is obtained after inserting (48) and (53)
into (50)

Ps = 1

MSOI

|�|∑

n=1

f�(ϕn)

⎛

⎝
∑

i∈Corners

(
2Q− Q2

)

+
∑

i∈Edges

(
3Q− 2Q2

)
+

∑

i∈Inners

(
4Q− 4Q2

)
⎞

⎠, (54)

where

Q = Q

(√
3 γ

MSOI − 1

NT
φi + ϕn + NT

)
, γ = ES|HSOI |2

σ 2
. (55)

For MSOI=4 and 16, (54) can be further simplified since
each symbol category is represented by a unique power level.

P
4

s =
|�|∑

n=1

f�(ϕn)

(
2Q

(√
γNT

1+ ϕn + NT

)
− Q2

(√
γNT

1+ ϕn + NT

))
,

(56)

P
16

s =
|�|∑

n=1

f�(ϕn)

(
Q

(√
0.2γNT

0.2+ ϕn + NT

)
− Q2

(√
0.2γNT

0.2+ ϕn + NT

)

+3

2
Q

(√
0.2γNT

1+ ϕn + NT

)
− Q2

(√
0.2γNT

1+ ϕn + NT

)

+1

2
Q

(√
0.2γNT

1.8+ ϕn + NT

)
− 1

4
Q2

(√
0.2γNT

1.8+ ϕn + NT

))
,(57)

FIGURE 5. The influence of the training symbol number NT and SI on symbol error
probability in receiving 16-QAM SOI signals.

FIGURE 6. Symbol error probability in receiving M-QAM SOI signals under channel
estimation errors in SISO IBFD with NT = 1. For each M-QAM SOI (labeled), there is a
group of curves represented by the legend.

where � is the discrete RV representing the normalized
power in an M-QAM constellation of the order MSI .

The exact SEP curves given by (54) as well as (26)
are plotted in Figs. 5 and 6. Fig. 5 shows the influence of
NT and MSI on SEP receiving 16-QAM SOI symbols. The
higher the SI modulation order, the worse the SEP for a
given SNR. However, the most considerable deterioration
in SEPs happens after the change of MSI from 4-QAM to
16-QAM, quickly diminishing further towards 1024-QAM.
Fig. 6 compares SEPs for different M-QAM in SISO IBFD
with NT=1.

D. ERROR PROBABILITY FOR M-QAM IN MIMO
The derived closed-form expressions (54)-(57) for the SEP in
SISO IBFD are also applicable for SIMO IBFD and for SISO
TDD and SIMO TDD if SI-related errors are set to zero.
This subsection considers SEPs for MIMO communication
since it has a different channel estimation procedure.
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FIGURE 7. Symbol error probability in receiving M-QAM symbols under
cross-interference from parallel data stream in MIMO TDD with NT = 2.

In MIMO IBFD, four signals contribute to estimation
errors. Let XI and XJ be SOI signals and XU and XV
be SI signals with the modulation orders MI , MJ , MU ,
and MV respectively. The instantaneous symbol power can
be expressed as |X(i)

I |2 = ES φi, i ∈ {1,MI}, |X(j)
J |2 =

ES φj, j ∈ {1,MJ}, |X(u)
U |2 = ES ϕu, i ∈ {1,MU} and

|X(v)
V |2 = ES ϕv, j ∈ {1,MV}. Then, the effective variance

of �XI on a constellation can be expressed in MIMO
IBFD as

σ 2
ijuv = V

[
�XI |X(i)

I ,X(j)
J ,X(u)

U ,X(v)
V

]

=
(

φi + φj

2(NT − 1)
+ ϕu + ϕv

2(NT − 1)
+ 1

)
σ 2f

(
H−1
SOI

)
, (58)

where f (H−1
SOI) is the function of channel frequency

responses, similar to the expressions in Appendix D.
Similarly to (51), the probability of crossing one decision

border on a constellation by receiving XI is given by

PIe = PQe = Q

(
d
√

2

σijuv

)
= Q

(√
3

MI − 1

ES
2 σ 2

ijuv

)

= Q

(√
3 γ

MI − 1

2(NT − 1)

2(NT − 1)+ φi + ϕ∗n

)
, (59)

where γ is the SNR according to Table 2, φi is the
normalized power of the SOI signal XI , and ϕ∗n = φj+ϕu+ϕv
is a discrete RV dependent on modulation orders MJ , MU ,
and MV of the other three signals. In MIMO TDD, ϕu and
ϕv equal zero; therefore, ϕ∗n = φj will represent only cross-
interference (CI) from parallel data steam and depends only
on MJ .
In MIMO, SEPs can be computed as in (54) with redefined

Q-function arguments according to (59). SEP curves are
plotted for MIMO TDD in Fig. 7 and for MIMO IBFD in
Fig. 8, with all three interfering signals having the same
modulation order.

FIGURE 8. Symbol error probability in receiving M-QAM symbols under CI and SI in
MIMO IBFD with NT = 2.

V. BIT ALLOCATION
The optimization problem defined in (29) must be solved for
integer variables NT and ni,k, so it is non-convex. According
to Fig. 5, the training symbol number NT influences the
effective SINR and SEP; consequently, any change of NT
affects bit allocation ni,k at all subcarriers. Therefore, we can
replace the optimization problem (29) by two sub-problems.
First, we solve (29) with respect to NT ; second, we find BA
for a fixed NT . We further provide a solution for IBFD and
TDD BA in SISO, which can also be extended to the SIMO
and MIMO scenarios.

A. TRAINING SYMBOL NUMBER SELECTION
To simplify the first sub-problem, the integer and discrete
constraints on ni,k in (29) can be relaxed. Also, we can
ignore the Ps term since it is irrelevant to this sub-problem.
Furthermore, according to Fig. 6, the value of modulation
order MSI is much less important than the fact of having
SI-related interference. Therefore, we can model IBFD and
TDD using the SNR degradation η as defined in Table 3.
Then, using (22), the optimization sub-problem is redefined
for IBFD as

maximize
NT>0

(
1− 2NT

NCT

) NTX∑

i=1

Nasc∑

k=1

log2

(
1+ γi,k

�

NT
NT + 2

)
. (60)

Since 4-QAM is the lowest modulation order we consider,
we can add a constraint to (60)

log2

(
1+ γi,k

�

NT
NT + 2

)
≥ 2∀i, k,NT . (61)

According to [13], IBFD is the most beneficial for the
subcarriers with high SNR. Hence, the optimal NT in IBFD
should be influenced mainly by high SNR frequencies.
With respect to high SNR subcarriers, we can simplify the
constraint in (61) as γi,k ≥ 9� and replace log2(1+ γi,k

�
NT

NT+2 )

in (60) with log2(
γi,k
�

NT
NT+2 ). The optimization sub-problem

has a global solution in small integer values of NT [13]. Thus,
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Algorithm 1 Selecting Training Symbol Number in IBFD
Input: {γi,k}, NTX , Nasc, NCT
1: K ← 0, γ� ← 0
2: for i = 1 : NTX , k = 1 : Nasc do
3: if γi,k ≥ 9� then
4: γ� ← γ� + 10 log10(γi,k), K ← K + 1
5: end if
6: end for
7: n← 1, N ← NCT , γ̄dB← γ�/K − 10 log10 �

8: while 5(N − 2n) log10
(n+1)(n+2)
n(n+3)

+ 10 log10
n+3
n+1 > γ̄dB

do n← n+ 1
9: end while
10: return n

the optimal NT can be found by an iterative subroutine that
consequently checks the objective function until it reaches
the maximum. Let Jn be a cost function at the n-th iteration
defined ∀n ∈ {1, . . . , N2 } and ∀k ∈ {1, . . . ,K ≤ NTX × Nasc}
as

Jn =
(

1− 2n

N

) K∑

k=1

log2

(
γk

�

n

n+ 2

)
. (62)

Starting with n = 1, we increment n if Jn+1 > Jn is
satisfied. The optimal solution is the first n for which the
condition is no longer satisfied. The condition Jn+1 > Jn
can be rewritten as follows

(
1− 2n+ 2

N

) K∑

k=1

log2
γk

�

n+ 1

n+ 3
>

(
1− 2n

N

) K∑

k=1

log2
γk

�

n

n+ 2
,

N − 2n− 2

N
K log2

n+ 1

n+ 3
− N − 2n

N
K log2

n

n+ 2
>

2

N

K∑

k=1

log2
γk

�
,

(N − 2n− 2) log2
n+ 1

n+ 3
+ (N − 2n) log2

n+ 2

n
>

2

K

K∑

k=1

log2
γk

�
,

5(N − 2n) log10
(n+ 1)(n+ 2)

n(n+ 3)
+ 10 log10

n+ 3

n+ 1
>

10

K

K∑

k=1

log10
γk

�
.

(63)

From (63), the optimal training symbol NoptT can be
determined based on the total number of OFDM symbols
NCT and the average SNR in dB. The higher the average SNR
in dB, the fewer training symbols are needed. Algorithm 1
shows the pseudo-code to compute the optimal training
symbol number NoptT . Algorithm 1 can also be applied in
TDD by correcting η and ρ based on (24) and Table 3. The
check condition in TDD is

10(N − n) log10
(n+ 1)(n+ 1)

n(n+ 2)
+ 10 log10

n+ 2

n+ 1
> γ̄dB,

(64)

where γ̄dB is the average SNR in dB corrected for
� computed over all subcarriers with the SNR higher
than 6�.

B. COOPERATIVE BIT ALLOCATION
The second optimization sub-problem can be reformulated
for each subcarrier independently. Let Ps(γ, nSOI, nSI,NT)
be the SEP function defined in (54). Then, in SISO IBFD,
for signals with the SNR γi and γj, bit allocations ni and nj
can be determined as follows

maximize
ni,nj

ni + nj − Ps
(
γi, ni, nj,NT

)− Ps
(
γj, nj, ni,NT

)

subject to ni, nj ∈ {0, 2, 4, 6, 8, 10},
Ps

(
γi, ni, nj,NT

) ≤ P0,

Ps
(
γj, nj, ni,NT

) ≤ P0. (65)

If n0
i and n0

j are bit loading without interference (or
in TDD) at subcarriers with SNRs γi and γj so that
Ps(γi, n0

i , 0,NT) ≤ P0 and Ps(γj, n0
j , 0,NT) ≤ P0, we need

to consider only four pairs as candidates for the optimal
solution in IBFD: (n0

i , n
0
j ), (n0

i , n
0
j − 2), (n0

i − 2, n0
j ), and

(n0
i − 2, n0

j − 2).
Let C(ni, nj) be a function that checks both SEP constraints

Ps(γi, ni, nj,NT) ≤ P0 and Ps(γj, nj, ni,NT) ≤ P0 in (65).
Then, the pair (n0

i , n
0
j ) will be the optimal solution if

C(n0
i , n

0
j ) returns true. Otherwise, the search will continue

for the next pairs. If both pairs (n0
i , n

0
j −2) and (n0

i −2, n0
j )

satisfy the constraints, a cooperative decision between nodes
is required. From the pairs (n0

i , n
0
j −2) and (n0

i −2, n0
j ), a pair

that minimizes the sum of symbol error probabilities in (65)
is the optimal solution. From Fig. 6, the pair (n0

i −2, n0
j −2)

will always satisfy the constraints since if Ps(γi, n0
i , 0,NT) ≤

P0, then Ps(γi, n0
i − 2, nj,NT) ≤ P0 is also satisfied ∀nj.

The values n0
i and n0

j can be estimated using the SNR
gap approach

n0
i ≤ log2

(
1+ γi

�

NT
NT + 1

)
, (66)

where � is the SNR gap defined in (23).

C. BIT ALLOCATION ALGORITHM
We assume that the nodes start communication using 4-QAM
and any reasonable but fixed NT . The nodes perform error
vector magnitude (EVM) measurements on a constellation
diagram, which can later be used for the SNR estimation and
obtaining BA to increase throughput. The root-mean-square
(RMS) EVM can be computed at the k-th subcarrier over
multiple OFDM symbols as follows

EVMk =
√

1
L

∑L
l=1 |Ŝl,k − Sl,k|2√

1
L

∑L
l=1 |Sl,k|2

, (67)

where L is the number of OFDM symbols considered, Sl,k
and Ŝl,k are the transmitted and the received constellation
points on the k-th subcarrier at the l-th OFDM symbol.
Since the RMS EVM evaluates the sample variance of

�XSOI , which asymptotically converges to (46), sufficient
statistics is achieved when L
 NP. The nodes can estimate
SNR γ at each subcarrier by correcting SINR with the actual
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SNR degradation η based on Table 3. For SISO IBFD, SNR
γk is estimated based on the EVM measurements as

γ̂k = 1

EVM2
k

1

η
= 1

EVM2
k

(
2

NT
+ 1

)
. (68)

Once information about γk is available and exchanged
between nodes, nodes can compute the optimal training
symbol number NoptT and bit loading for all transmitters and
subcarriers. The nodes can perform BA to maximize the
bidirectional throughput (cooperative allocation) as well as
to maximize throughput in one direction while keeping pre-
defined rates in another direction. Unidirectional throughput
optimization can be useful in two situations: 1) in the
beginning, when all γk are not available, but one of the
nodes has already collected sufficient statistics, and 2) a
node has a small amount of data to transmit, and 4-QAM is
sufficient and preferable. Algorithm 2 presents the procedure
for adaptive BA, including bidirectional and unidirectional
throughput optimization in SISO IBFD. Furthermore, the
nodes can negotiate switching to any other communication
scenario. Knowing all required channel frequency responses,
the nodes can recompute SNRs, the expected SNR degrada-
tion, and BA for another communication mode using Tables 2
and 3.

VI. NUMERICAL RESULTS
In this section, we evaluate the proposed BA and the overall
IBFD performance over measured 2x2 MIMO channels [13,
Fig. 3]. We compare IBFD and TDD communication in the
SISO, SIMO, and MIMO scenarios in two frequency bands.

A. SYSTEM CONFIGURATION
We use OFDM system parameters from the G.hn stan-
dard [17], [24]. All nodes generate OFDM baseband signals
in the frequency range up to 100 MHz with the subcarrier
spacing of fsc=24.4140625 kHz. All OFDM symbols have
a duration of TS=51.2 μs, the total number of subcarriers
(the FFT size) of up to Nfft=4096, and the cyclic prefix
of Ncp=Nfft/4 samples without pulse shaping. The trans-
mission frame is assumed to be limited by approximately
1-2 ms [11], due to the LPTV nature of the BB-PLC medium,
corresponding to 20-40 OFDM symbols in total.
The PSD of a transmitted signal is limited by −55 dBm/Hz

in 2-30 MHz and by −85 dBm/Hz in 30-100 MHz. The
noise model is a background noise with the frequency-
dependent PSD (18) in the worst-case scenario, as shown
in Fig. 3. The subcarriers 0-73 (0-1.8 MHz) are masked.
The notches in the Amateur Radio Bands are in force,
affecting the subcarriers in the bands 1.8-2.0 MHz, 3.5-
4.0 MHz, 7.0-7.3 MHz, 10.1-10.15 MHz, 14.0-14.35 MHz,
18.068-18.168 MHz, 21.0-21.45 MHz, 24.89-24.99 MHz,
28.0-29.7 MHz, 50.0-54.0 MHz, and 69.9-70.5 MHz. The
maximum number of active subcarriers is Nasc=3662 with
985 and 2677 subcarriers in 2-30 MHz and 30-100 MHz,
correspondingly.

Algorithm 2 Adaptive Bit Allocation in SISO IBFD
Input: NT , Nasc, P0, � Independently on each node
1: {np,k} ← {2}, {nq,k} ← {2} ∀p ∈ SOI,∀q ∈ SI
2: for k = 1:Nasc, ∀p ∈ SOI do
3: Measure and estimate EVMp,k using (67)
4: Compute γp,k using (68) and Table 3
5: np,k ←BITALLOC(γp,k, nq,k, NT , P0)
6: end for
7: Send {np,k} or {γp,k} to the opposite node ∀p ∈ SOI
8: function COOPBITALLOC(γi, γj, NT , P0)
9: Compute n0

i and n0
j using (66)

10: ni← n0
i , nj← n0

j
11: while ∼ C(ni, nj) do
12: Si← Ps(γi, ni−2, nj,NT)+Ps(γj, nj, ni−2,NT)

13: Sj← Ps(γi, ni, nj−2,NT)+Ps(γj, nj−2, ni,NT)
14: if Si < Sj then ni← ni − 2
15: end if
16: if Sj < Si then nj← nj − 2
17: end if
18: end while
19: return (ni, nj)
20: end function
21: function BITALLOC(γ , nSI , NT , P0)
22: Compute n0

p using (66) ∀p ∈ SOI
23: if C(n0

p, nSI) then return (n0
p, nSI)

24: else return (n0
p − 2, nSI)

25: end if
26: end function
27: procedure ONRECEIVE({γk} or {nk} or NoptT )
28: Update {γq,k} ← {γk} or {nq,k} ← {nk} or NT ←

NoptT
29: Update NT if γp,k, γq,k available using Algorithm 1
30: Update {np,k} if any changes in {nq,k} or NT
31: (np,k, nq,k)←COOPBITALLOC(γp,k, γq,k, NT , P0)
32: Send all updates to the opposite node
33: end procedure

B. EVALUATION OF BIT ALLOCATION ALGORITHM
We evaluate the proposed BA algorithm in 2-30 MHz for
SISO and SIMO with the LN and RN utilizing TX1 and
TX2 for transmission and MIMO with all four transmitters.
To evaluate the subroutine in Algorithm 1, we compare

the throughput for different NT with the throughput for NoptT
returned by Algorithm 1. For the channel shown in Fig. 9,
the subroutine provided a near-optimal training symbol
number for the transmitter TX2 in SISO TDD, resulting in
not achieving the highest possible throughput, as illustrated
in Fig. 10. To understand how often such a situation occurs,
we introduce the throughput loss metric and characterize
it over the channel database for different communication
modes. The throughput loss in percent is defined as

�T = T − T̂
T
× 100%, (69)
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FIGURE 9. An example of 2x2 MIMO channel. Channels are seen at (a) RX1, (b) RX2,
(c) RX3, and (d) RX4.

FIGURE 10. Throughput versus the training symbol number in SISO communication
with NCT = 40 for the channel example in Fig. 9.

where T is the maximum throughput determined by the
exhaustive search over NT , and T̂ is the throughput computed
for NoptT provided by Algorithm 1.

Fig. 11 shows the cumulative distribution function (CDF)
of the throughput loss for NCT = 40. Overall, the proposed
subroutine returns an optimal NT in more than 76% of
cases for IBFD, 56% of cases for TDD (both worst in
SIMO), and the highest registered throughput loss is 2.71%,
which is an acceptable result. For lower NCT , Algorithm 1
performs better; throughput loss occurs less frequently, but
its maximum value may slightly increase. Information about
how often a given NT is optimal by different communi-
cation scenarios and two values of NCT is provided in
Table 4.

FIGURE 11. The CDF of throughput loss in % in the considered communication
modes by using the proposed training symbol number selection subroutine with
NCT = 40.

TABLE 4. Percentage of cases in which a given NT is optimal by IBFD and TDD in
SISO, SIMO, and MIMO with NCT = 20 and NCT = 40.

FIGURE 12. Bit allocation example in SISO TDD and IBFD communication.

An example of bit allocation in SISO is shown in Fig. 12,
where a decrease in transmission rate can be observed in
IBFD for some subcarriers. Fig. 13 illustrates the SEP for
IBFD and TDD at all subcarriers of both nodes with the
SEP threshold P0 = 10−2 in SISO, SIMO, and MIMO.
Additional interference in IBFD may cause not only lowering
the modulation order but also switching off transmission for
one of the streams at specific subcarriers, as depicted in
Fig. 13.
Fig. 14a shows an increase in throughput for trans-

mitters by increasing the SEP threshold P0 (relaxing
requirements) in all communication modes. Also, the
IBFD throughput gain (see Fig. 14b) can be characterized
as having a slight gradual increase toward higher P0,
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FIGURE 13. Symbol error probability in IBFD and TDD communication for (a) SISO,
(b) SIMO, and (c) MIMO. The SNR values correspond to the subcarriers in 2-30 MHz for
the channel realization in Fig. 9.

confirming IBFD to be more beneficial under low SEP
requirements.

C. ACHIEVABLE THROUGHPUT IN TWO FREQUENCY
BANDS
Due to the transmission power limitation in 30-100 MHz,
which is 30 dB lower compared to 2-30 MHz, the
30-100 MHz range is expected to have much lower SNRs

FIGURE 14. The influence of P0 on (a) throughput and (b) BTG in SISO, SIMO, and
MIMO communication. TDD is represented by throughput T for each node, IBFD is
represented by bidirectional throughput BT of the two nodes.

FIGURE 15. The CDF of the BTG offered by IBFD in SISO, SIMO and MIMO in
2-30 MHz and 30-100 MHz.

at the receiver side and, consequently, offers lower rates
per subcarrier. We analyze the IBFD performance separately
for the two frequency bands. Bidirectional throughput and
bidirectional throughput gain (BTG) are computed in all
communication scenarios at their near-optimal NoptT with
NCT=40 and P0=10−2. For SISO and SIMO, we compute
the bidirectional throughput for the best link options between
the nodes.
Fig. 15 depicts the BTG results for the database of

measured 2x2 MIMO channels. In 2-30 MHz, BTGs vary
from 1.61 to 1.98, with the median values of 1.82, 1.85, and
1.74 for SISO, SIMO, and MIMO correspondingly. In 30-
100 MHz, many channels are unusable, causing the median
IBFD BTGs to drop to 1.67, 1.72, and 1.49. The expected
bidirectional throughput in IBFD and TDD BB-PLC in the
two frequency ranges is presented in Fig. 16. In 2-30 MHz,
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FIGURE 16. The CDF of the bidirectional throughput in SISO, SIMO and MIMO
BB-PLC in (a) 2-30 MHz and (b) 30-100 MHz.

the median IBFD bidirectional throughput reaches 260 Mb/s
in SISO, 290 Mb/s in SIMO, and 383 Mb/s in MIMO. In 30-
100 MHz, the median IBFD bidirectional throughput reaches
only 43 Mb/s in SISO, 57 Mb/s in SIMO, and 23 Mb/s in
MIMO.

VII. CONCLUSION
This paper considered IBFD and TDD BB-PLC communica-
tion under imperfect channel estimation in SISO, SIMO, and
MIMO scenarios. Section IV showed the effect of SI and its
applied modulation order on symbol error probability. The
influence of SI modulation order can be explained by higher
instantaneous SINR variations compared to the average
SINR in higher M-QAM. The effect is more prominent at
high SNR frequencies and can be diminished by utilizing
more training OFDM symbols (Fig. 5). In Section V, a
bit allocation algorithm was proposed that considers such
symbol error probability degradation. The algorithm also
includes a subroutine for selecting the training symbol

number to maximize the bidirectional throughput in BB-
PLC.
The practical importance of this work is threefold. First,

the derived symbol error probability expressions help to
better understand the opportunities (achievable throughput)
of IBFD in BB-PLC. IBFD is especially attractive in 2-
30 MHz, where the throughput can be improved by 82%,
85%, and 74% in SISO, SIMO, and MIMO, respectively.
Second, the paper targeted the problem of assigning a
number of symbols for channel estimation. The proposed
Algorithm 1 helps to select a proper number of training
OFDM symbols to achieve the best spectral efficiency using
the IBFD technology. Third, this paper thoroughly analyzed
IBFD in communication scenarios such as SISO, SIMO, and
MIMO. The work estimated the expected SINR and symbol
error probabilities in the considered scenarios, allowing
recalculation of bit allocation for another communication
mode without redoing EVM measurements. This can be
useful when an opportunistic transition to IBFD is considered
after obtaining channel state information in TDD. Moreover,
the proposed Algorithm 2 can adapt the bit allocation in
IBFD to maximize throughput in one or both directions.

APPENDIX
A. ERROR VECTORS IN SIMO IBFD
Let’s consider SIMO communication, where the LN trans-
mits data by the transmitter TX1, the RN sends data by
the transmitter TX2, and both nodes decode data using all
available receivers. The signals in (4) for the LN and in (7)
for the RN can be rewritten as

[
YAIC1

YAIC3

]
=

[
�H11

�H13

]
X1 +

[
H21

H23

]
X2 +

[
W1

W3

]
, (70)

[
YAIC2

YAIC4

]
=

[
H12

H14

]
X1 +

[
�H22

�H24

]
X2 +

[
W2

W4

]
. (71)

Using Maximum Ratio Combining (MRC), we can obtain
data at the LN

X̂2 = YAIC1Ĥ∗21 + YAIC3Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

. (72)

After simplifications, we obtain

X̂2 = X2 + �H11Ĥ∗21 +�H13Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X1

+�H21Ĥ∗21 +�H23Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X2 + W1Ĥ∗21 +W3Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

. (73)

Error in data at the LN receivers is given by

�X2 = �H11Ĥ∗21 +�H13Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X1

+�H21Ĥ∗21 +�H23Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X2 + W1Ĥ∗21 +W3Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

. (74)

Similarly, error in data at the RN receivers is given by

�X1 = �H22Ĥ∗12 +�H24Ĥ∗14∣∣∣Ĥ12

∣∣∣
2 +

∣∣∣Ĥ14

∣∣∣
2

X2
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+�H12Ĥ∗12 +�H14Ĥ∗14∣∣∣Ĥ12

∣∣∣
2 +

∣∣∣Ĥ14

∣∣∣
2

X1 + W2Ĥ∗12 +W4Ĥ∗14∣∣∣Ĥ12

∣∣∣
2 +

∣∣∣Ĥ14

∣∣∣
2

. (75)

The expressions (74) and (75) can be decomposed into
three error components, as in (36).

B. ERROR VECTORS IN MIMO IBFD
From (4) and (7), the data at the LN and the RN receivers
can be decoded as

[
X̂2

X̂4

]
=

[
Ĥ21 Ĥ41

Ĥ23 Ĥ43

]−1

·
[
YAIC1

YAIC3

]
, (76)

[
X̂1

X̂3

]
=

[
Ĥ12 Ĥ32

Ĥ14 Ĥ34

]−1

·
[
YAIC2

YAIC4

]
. (77)

Following the same approach as in SISO and SIMO, we
obtained expressions for the data errors in MIMO IBFD.
The error vectors on a constellation are given by

[
�X2

�X4

]
=

[
Ĥ21 Ĥ41

Ĥ23 Ĥ43

]−1

·
([

�H11 �H31

�H13 �H33

][
X1

X3

]

+
[
�H21 �H41

�H23 �H43

][
X2

X4

]
+

[
W1

W3

])
, (78)

[
�X1

�X3

]
=

[
Ĥ12 Ĥ32

Ĥ14 Ĥ34

]−1

·
([

�H12 �H32

�H14 �H34

][
X1

X3

]

+
[
�H22 �H42

�H24 �H44

][
X2

X4

]
+

[
W2

W4

])
. (79)

Performing some manipulations, we obtain the closed-
form expressions for the error vectors �X2 and �X4 at the
LN

[
�X2

�X4

]
= 1

Ĥ43Ĥ21 − Ĥ23Ĥ41

[
Ĥ43 −Ĥ41

−Ĥ23 Ĥ21

]
·

[
�H11X1 +�H31X3 +�H21X2 +�H41X4 +W1

�H13X1 +�H33X3 +�H23X2 +�H43X4 +W3

]
, (80)

�X2 =
(
Ĥ43�H11 − Ĥ41�H13

)
X1 +

(
Ĥ43�H31 − Ĥ41�H33

)
X3

Ĥ43Ĥ21 − Ĥ23Ĥ41

+
(
Ĥ43�H21 − Ĥ41�H23

)
X2 +

(
Ĥ43�H41 − Ĥ41�H43

)
X4

Ĥ43Ĥ21 − Ĥ23Ĥ41

+ Ĥ43W1 − Ĥ41W3

Ĥ43Ĥ21 − Ĥ23Ĥ41
, (81)

�X4 =
(
Ĥ21�H13 − Ĥ23�H11

)
X1 +

(
Ĥ21�H33 − Ĥ23�H31

)
X3

Ĥ43Ĥ21 − Ĥ23Ĥ41

+
(
Ĥ21�H23 − Ĥ23�H21

)
X2 +

(
Ĥ21�H43 − Ĥ23�H41

)
X4

Ĥ43Ĥ21 − Ĥ23Ĥ41

+ Ĥ21W1 − Ĥ23W3

Ĥ43Ĥ21 − Ĥ23Ĥ41
. (82)

From (78)-(82), we can generalize that any error vector
�X in MIMO can also be represented as the sum of three
components defined in (36).

C. ERROR VECTOR VARIANCE IN SIMO IBFD
The variance of �X2 in (74) for SIMO IBFD can be
computed under the simplification that Ĥij ≈ Hij. The

V[ESI ] = E

[
|ESI |2

]
= E

⎡

⎢⎣

⎛

⎝

(
Ĥ43�H11 − Ĥ41�H13

)
X1

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠

⎛

⎝

(
Ĥ43�H11 − Ĥ41�H13

)
X1

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠
∗⎤
⎥⎦

+E
⎡

⎢⎣

⎛

⎝

(
Ĥ43�H31 − Ĥ41�H33

)
X3

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠

⎛

⎝

(
Ĥ43�H31 − Ĥ41�H33

)
X3

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠
∗⎤
⎥⎦

= E
[|X1|2

](|H43|2E
[|�H11|2

]+ |H41|2E
[|�H13|2

])

|H43H21 − H23H41|2
+ E

[|X3|2
](|H43|2E

[|�H31|2
]+ |H41|2E

[|�H33|2
])

|H43H21 − H23H41|2

=
ES
2

( |H43|2 σ 2

(NT−1)ES
+ |H41|2 σ 2

(NT−1)ES

)

|H43H21 − H23H41|2
+

ES
2

( |H43|2 σ 2

(NT−1)ES
+ |H41|2 σ 2

(NT−1)ES

)

|H43H21 − H23H41|2
= σ 2

(NT − 1)

|H43|2 + |H41|2
|H43H21 − H23H41|2

. (92)

V[ESOI ] = E

[
|ESOI |2

]
= E

⎡

⎢⎣

⎛

⎝

(
Ĥ43�H21 − Ĥ41�H23

)
X2

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠

⎛

⎝

(
Ĥ43�H21 − Ĥ41�H23

)
X2

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠
∗⎤
⎥⎦

+E
⎡

⎢⎣

⎛

⎝

(
Ĥ43�H41 − Ĥ41�H43

)
X4

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠

⎛

⎝

(
Ĥ43�H41 − Ĥ41�H43

)
X4

Ĥ43Ĥ21 − Ĥ23Ĥ41

⎞

⎠
∗⎤
⎥⎦

= E
[|X2|2

](|H43|2E
[|�H21|2

]+ |H41|2E
[|�H23|2

])

|H43H21 − H23H41|2
+ E

[|X4|2
](|H43|2E

[|�H41|2
]+ |H41|2E

[|�H43|2
])

|H43H21 − H23H41|2

= σ 2

(NT − 1)

|H43|2 + |H41|2
|H43H21 − H23H41|2

. (93)

V[EW ] = E

[
|EW |2

]
= E

[(
Ĥ43W1 − Ĥ41W3

Ĥ43Ĥ21 − Ĥ23Ĥ41

)(
Ĥ43W1 − Ĥ41W3

Ĥ43Ĥ21 − Ĥ23Ĥ41

)∗]
= |H43|2σ 2 + |H41|2σ 2

|H43H21 − H23H41|2
. (94)

V[�X2] = V[ESI ]+ V[ESOI ]+ V[EW ] = σ 2 |H43|2 + |H41|2
|H43H21 − H23H41|2

(
2

NT − 1
+ 1

)
. (95)
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channel estimation procedure is the same as in SISO IBFD,
thus all channel estimation errors are i.i.d RVs with �Hij ∼
CN (0, σ 2

NTES
). Similarly to SISO IBFD, the RV �X2 is the

sum of independent RVs with zero mean. Thus, the variance
of �X2 can be expressed as

V[�X2] = V[ESI ]+ V[ESOI ]+ V[EW ]. (83)

The variances of the all components can be computed as

V[ESI ] = E

[
|ESI |2

]

= E

⎡

⎢⎣
�H11Ĥ∗21 +�H13Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X1

⎛

⎜⎝
�H11Ĥ∗21 +�H13Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X1

⎞

⎟⎠

∗⎤
⎥⎦

= E
[|X1|2

](
E

[|�H11|2
]|H21|2 + E

[|�H13|2
]|H23|2

)
(|H21|2 + |H23|2

)2

= σ 2

NT
(|H21|2 + |H23|2

) , (84)

V[ESOI ] = E

[
|ESOI |2

]

= E

⎡

⎢⎣
�H21Ĥ∗21 +�H23Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X2

⎛

⎜⎝
�H21Ĥ∗21 +�H23Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

X2

⎞

⎟⎠

∗⎤
⎥⎦

= E
[|X2|2

](
E

[|�H21|2
]|H21|2 + E

[|�H23|2
]|H23|2

)
(|H21|2 + |H23|2

)2

= σ 2

NT
(|H21|2 + |H23|2

) , (85)

V[EW ] = E

[
|EW |2

]

= E

⎡

⎢⎣

⎛

⎜⎝
W1Ĥ∗21 +W3Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

⎞

⎟⎠

⎛

⎜⎝
W1Ĥ∗21 +W3Ĥ∗23∣∣∣Ĥ21

∣∣∣
2 +

∣∣∣Ĥ23

∣∣∣
2

⎞

⎟⎠

∗⎤
⎥⎦

= σ 2|H21|2 + σ 2|H23|2
(|H21|2 + |H23|2

)2
= σ 2

|H21|2 + |H23|2 . (86)

Finally, the variance of �X2 in SIMO IBFD yields

V[�X2] = σ 2

|H21|2 + |H23|2
(

2

NT
+ 1

)
. (87)

D. ERROR VECTOR VARIANCE IN MIMO IBFD
We compute the variance of �X2 in MIMO IBFD given
by (81). For channel estimation in MIMO, the orthogonal
symbols are used as defined in Table 1 and the available
power ES is equally shared between two transmitters.
From (11)-(14), we can determine the SI channel estimation
errors �H11, �H13, �H31, and �H33 as

[
Ĥ(l)

11 Ĥ(l)
31

Ĥ(l)
13 Ĥ(l)

33

]
=

[
H11 H31

H13 H33

]
+

[
W(l−1)

1 W(l)
1

W(l−1)
3 W(l)

3

][
X(l−1)

1 X(l)
1

X(l−1)
3 X(l)

3

]−1

,

(88)
[
�H(l)

11 �H(l)
31

�H(l)
13 �H(l)

33

]
= −

[
W(l−1)

1 W(l)
1

W(l−1)
3 W(l)

3

][
X(l−1)

1 X(l)
1

X(l−1)
3 X(l)

3

]−1

, (89)

[
�H11 �H31

�H13 �H33

]
= 1

NT − 1

NT−1∑

l=1

[
�H(l)

11 �H(l)
31

�H(l)
13 �H(l)

33

]
. (90)

Using NT−1 training symbols (NT≥2), the variances of
the SI and SOI channel estimation errors equal

V[�HSI ] = σ 2

(NT − 1)ES
, V[�HSOI ] = σ 2

(NT − 1)ES
, (91)

where �HSI represents �H11, �H13, �H31, or �H33, and
�HSOI represents �H21, �H41, �H23, or �H43.
Lastly, the variance of �X2 is determined in (92)-(95),

shown at the bottom of the previous page.
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