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ABSTRACT This paper introduces an innovative predictive caching strategy tailored to a real-world
dataset, specifically the Facebook video dataset. Making caching decisions for the dataset is challenging
due to its dynamic nature, where users’ content requests vary over time without fitting into any known
models. Traditional caching strategies, which often rely on a constant pool of files, do not suit this
dataset as content is requested by users, and then its popularity fades over time; furthermore, the list of
available content changes. We propose a two-stage predictive caching strategy. Initially, it forecasts the
number of user requests using content features and historical request data, achieved through training a
long short-term memory (LSTM) network. Then, we employ our proposed extended Cox proportional
hazard (E-CPH) model to predict the survival probability of content. This facilitates proactive content
caching. Caching new content is made possible by the timely eviction of content unlikely to be requested
again. To incorporate the predicted content popularity and its life cycle into the caching decision, we
introduce a partially observable Markov decision process (POMDP)-based caching strategy. Here, the
survival probability of content contributes to the belief state of the associated content which leads to
our believed predicted reward - a cache hit. The caching algorithm then stores the files based on their
predicted believed reward taking into account both the popularity and survival probability predictions.
Simulation results validate the efficacy of our proposed predictive caching method in enhancing the cache
hit rate compared to conventional recurrent neural network (RNN)-based caching and policy-based caching
approaches, such as least frequently used caching and its variants.

INDEX TERMS Predictive caching, LSTM networks, Cox proportional hazard model, POMDP, cache hit
maximization.

I. INTRODUCTION

THE RAPID development of the 5th generation (5G)
of wireless networks and the Internet of things (IoT)

has led to a remarkable increase in network traffic [1].
In addition, with the continuing implementation of 5G
networks, research and development are focused on 6th
generation (6G) wireless networks wherein the increase in
traffic volumes is expected to continue [2]. Our emphasis
lies on caching, which brings content closer to the network
edge, thereby reducing strain on both fronthaul and backhaul
links. This approach also allows for quicker response

times to user requests, addressing them with minimal
latency [3].
Caching strategies can be reactive or proactive [4].

Reactive caching determines whether to cache a file upon
considering requests; caching decisions are based on factors
like its popularity, available cache space, etc. In contrast,
proactive caching forecasts future requests for files by
analyzing their request history and features such as the genre
of films, length of file, etc.
Due to the dynamic nature of content requests, popularity

prediction is a key enabler of effective proactive caching [5].
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The first crucial step in video popularity prediction is
gathering data information, known as features, which include
static, temporal, social, and cross-domain features [5]. Static
features are fixed attributes prepared before the video’s
publication, such as category, video quality, title, and
description. Temporal features refer to dynamic aspects such
as the number of views for each video, the age of the
video, and so on. Social interactions, which can significantly
influence the future popularity of the content, are modeled
by social graphs, where users are represented as nodes and
the relationships among them as edges. Understanding social
interactions in advance can aid in predicting future content
requests. Cross-domain features are extracted from external
sources and can be instrumental in forecasting future content
demand. For example, features from Twitter can be utilized
in prediction models to determine the popularity of YouTube
videos [6].
Predicting future trends by leveraging historical data on

content requests, which assumes a correlation between past
and future requests, has been studied in the literature [7], [8].
The authors believe that historical information about data is
embedded in past content requests, as there is a correlation
between past and future requests. In this approach, the past
video popularity data is utilized to forecast what comes
next. A similar approach is used in [9], [10] to predict
future workloads and optimize resource utilization in the
network. The introduction of a segment-based prediction
and cache replacement strategy in [11], [12] represents an
improvement, despite its greater computational complexity.
This strategy, using the proximity of segments as a predictive
tool, leverages the relationship between video segments
to make more precise predictions about the popularity of
future segments. To reduce computational complexity, [13]
proposes an autoregressive (AR) model. This model uti-
lizes sufficient durations of time series data for accurate
prediction, while also aiming to reduce network costs and
improve cache hits in the network (cache hits are defined
as the summation of the fraction of total requests directly
serviced by the cache, where there is no need to fetch data to
respond to the users’ requests). It is worth noting that these
methods all assume that requests follow Zipf’s distribution.
The authors in [14] move towards online prediction,

adapting a popularity model to accommodate variations in
request patterns. They define a smoothing parameter that
quantifies the influence of past data on future predictions. For
new videos for which enough historical data is unavailable,
video metadata and user data such as watch time, shares,
subscribers, and video age can be considered. In [15], a
hybrid approach to predict content popularity, combining
offline and online methods is introduced, based on multi-
variate regression analysis on video features. This approach
starts with fixed coefficients derived from offline training
and dynamically updates them using an exponential weighted
moving average (MA), effectively addressing the limitations
in both offline and online models.

Popularity-based caching has been studied in [16], [17].
In [16], the authors address popularity-based caching in
cloud radio access networks (C-RANs) by formulating an
optimization problem to maximize effective capacity. This
approach combines predicting content popularity and user
mobility through a deep learning framework. Predictive
methods include estimating the likelihood of content requests
and forecasting user locations, facilitating optimal caching
decisions in the cloud, etc. Meanwhile, [17] introduces
the use of social graphs to improve content request
predictions. These graphs help predict video popularity
spread and future view increases, with content retention
in caches adjusted accordingly. However, the dynamic
nature of social interactions and the extensive depen-
dent information they generate can complicate network
management.
In this paper, the ultimate goal is to analyze real-world

traffic, make predictions and use the information to make
caching decisions for a limited-capacity caching network.
The caching optimization can be implemented at the base
station, where user request information can be effectively
gathered and utilized. However, the location of the cache
is flexible and can be adjusted according to the network
topology. We make caching decisions to maximize cache
hit rate, which is the summation of the total requests that
are directly addressed by the cache, eliminating the need to
fetch data to respond to the users’ requests.
It is evident that storing the most popular files would lead

to cache hit maximization. However, due to the environ-
ment’s dynamics, the content we consider popular now might
not be popular in the future or even might be eliminated.
In this regard, instead of modeling the environment, we
interact with the environment to predict user requests and
make caching decisions. Our predictive caching strategy
includes two stages to learn the environment: predicting the
number of user requests based on time series forecasting
methods and predicting the requests’ popular time or life
cycle. Subsequently, by integrating this knowledge into a
partially observable Markov decision process (POMDP), we
aim to maximize cache hits within the network.
Our prediction strategy is based on time series forecasting

of user requests assuming that the requests will survive for
the upcoming time slots. To make the pattern predictions,
we use a long short-term memory (LSTM) network to learn
the dataset. Then, it is the responsibility of a survival time
analyzer to predict the probability of whether the content
survives or dies. We use an extended Cox proportional hazard
(E-CPH) survival model to find the survival probabilities of
different content in the future. In developing E-CPH, we
extend the original CPH approach using a wiser choice of
inputs.
At each time block, we need to make caching decisions

based on two sets of information: obtained content popularity
evolution and survival probabilities. We model sequential
decision-making as a POMDP in which the state of the
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content is not fully observable. In other words, we have
predicted content popularities for the future; however, we
are not sure whether the state of the content is alive or dead.
Survival probabilities introduce extra information as beliefs
about states which helps us to make caching decisions based
on the believed reward, which is the number of cache hits
here.
The main contributions of this manuscript can be summa-

rized as:
• Providing a predictive caching solution for a real-world
dataset without common assumptions in the literature,
such as assuming the user requests are drawn from a
known popularity distribution or having a known or
unlimited life cycle.

• Introducing a time series prediction approach based
on LSTM networks with a custom loss function that
highlights our caching goal.

• Taking into account the limited life cycle of user
requests and enhancing the available features to improve
learning the life cycle with our introduced E-CPH
method.

• Even though the environment does not follow
Markovian evolution, with the aid of life cycle
predictions, we inject the information of the life cycle
as extrinsic information on the beliefs to approximate
our optimization problem with an MDP.

The rest of this paper is organized as follows: Section II
introduces the related works. Section III explains the
characteristics of the required dataset for caching deci-
sions and introduces the dataset used along with its
features and details the pre-processing steps to prepare
the dataset for further processing. In Section IV, we
propose our popularity forecasting model, featuring our
LSTM predictor network. Section V introduces our E-CPH
survival model, and Section VI develops a POMDP-based
caching strategy that combines request prediction outputs
with survival probabilities. Section VII presents numerical
results to validate the effectiveness of our approach in a
real setting and compares its performance with previous
caching methods. Finally, Section VIII concludes the
paper.

II. RELATED WORKS
Our work lies at the intersection of prediction-based caching
and caching under uncertain conditions. An LSTM network,
a special type of recurrent neural network (RNN), is
renowned for its ability to learn and remember long-term
dependencies [18]. In this regard, LSTM networks are suited
for predicting patterns in time series data, a capability
crucial for forecasting requests in caching scenarios [19],
[20], [21], [22], [23], [24]. The authors in [19] propose
LSTM-C, an edge-assisted caching replacement algorithm
that learns cache replacement strategies from past request
sequences without needing data pre-processing or addi-
tional information. The study in [20] focuses on cache hit
maximization based on proactive caching using an LSTM

network. First, each user group is trained on an LSTM model;
the results are then averaged to obtain the average demand
for user groups to generate an efficient caching policy.
The authors in [21] employ an LSTM architecture to make
user popularity requests and trajectory predictions to cache
popular content in the best cache locations. Similarly, in [22],
a deep learning architecture named Stacked Autoencoder-
Long Short Term Memory Network (SAE-LSTMNet) is
proposed to capture both the correlation of request pat-
terns among different content files and the periodicity
in the time domain to improve prediction accuracy of
content popularity. In [23], a user preference learning-based
proactive edge caching (UPL-PEC) strategy is developed,
utilizing bidirectional LSTMs and graph convolutional
networks to predict user preferences and optimize caching
strategies. Finally, the study in [24] presents a clustering-
based LSTM (C-LSTM) approach to predict content
requests for optimizing caching policies in wireless coded
caching.
The impact of uncertainty on caching decisions has also

been studied in the literature [25], [26], [27]. In [25], the
authors describe the uncertainty in predicting popularity
trends by using a Gaussian distribution to represent the
additive errors in predictions. In [26], the approach is slightly
different, with the added errors being represented by a
uniform distribution. The authors also look at files’ ranking
errors within a set library, assuming these rankings are based
on predicted popularity for caching purposes. However, the
models used in these studies are based on assumptions
on popularity distributions and may not accurately capture
the changing nature of what becomes popular. In [27], the
authors address the uncertainties associated with dynamic
popularities by considering additive errors in predictions,
which arise from both prediction and estimation inaccuracies,
miss alarms, which are mainly caused by the arrival of new
popular files that were not anticipated, and false alarms,
which occur primarily due to the aging of files that were
previously popular.
In this paper, we analyze real-world user request data,

which shows dynamic content requests over time with
probability of the content vanishing. Hence, in our dataset,
due to the environment’s dynamics, what we now consider
popular might not be popular in the future or even might be
dead. This study is different from the introduced proactive
caching studies. Unlike [19], [20], [21], which overlook
the finite nature of user request lifecycles, or [27], which
assumes a long lifespan for the user requests, or even [28],
which considers a known distribution for the user requests’
lifecycle, we explicitly acknowledge the variable and limited
duration of content requests over time.
In addition, instead of modeling the environment and

making decisions based on the model assumptions as we
did in our previous papers [29], [30], [31], [32], we interact
with the environment and predict future user requests in the
short term. Then, we adapt our caching decisions based on
these predictions.
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FIGURE 1. Structure of the Facebook dataset [33].

III. DATASET USED AND PRE-PROCESSING
A. DATASET CHARACTERISTICS
To verify the caching techniques on a real dataset we require
one that includes the exact time of user requests and the
number of user requests for each content. In this paper, we
use the dataset of the Facebook Live Dynamic platform [33].
The content here is videos posted by users. Facebook Live
allows verified users to upload content. Specifically, the data
spans from March 23, 2018, at 13:38:20, to June 22, 2018,
at 15:23:59. After the removal of outliers and incomplete
data, the final dataset comprised 644,938 distinct files.
The structure of the dataset is represented in Fig. 1. Each

video class is defined by its dataset “id”, the identifier given
by Facebook “idvideo”, the “latitude” and “longitude”
of the broadcaster location, the broadcasting time called
“created time”, and finally, the “height” and the “width”
of the content, which serve to determine the quality of the
video. It also has a “refresh time” which shows the request
time and “viewers count” which represents the number of
requests for each content.
To extract the information and build up the dataset, we

start with the file viewers-by-fetch, which has the information
on request times. We then search for the associated ID of
the video in the viewers-by-fetch file and the video file
to attach video features such as category and location of
content creation. To determine the location of the users
requesting the videos, we search for the ID from the viewers-
by-fetch file and then in the viewers-all-locations file to
obtain the location and number of requests for each video.
This process allows us to refine the dataset by adding relevant
features that improve the training process and the overall
predictive performance. We cannot mathematically model the
user requests of this dataset as the file popularities of the
videos do not follow any known models. Files are created at
a time, requested by users and then requests for that specific
video die out. In other words, the requests in this case have
life cycles and they are neither stationary nor piece-wise
stationary. An illustration for the case of two videos can be
found in Fig. 2. As can be seen, a video is created, after a
period of time, which we call passive time, is requested by
users and after passing its life cycle, no one requests that
file again.

FIGURE 2. Request numbers for two videos vs time-slots.

TABLE 1. Description of dataset features - original group.

FIGURE 3. 3D histogram of log (r0) and log(life cycle) in the dataset.

Table 1 summarizes the original features in the dataset and
explains their characteristics. As can be seen, this dataset has
the time of user requests (“Refresh time”) and the number of
requests (“Request count”) for each specific content (“Video
id”). The other features add extra information to assist us in
making caching decisions based on predicted future requests.

B. DATA PRE-PROCESSING
In this section, we explain the pre-processing of the dataset
to prepare the data for further predictions. Importantly, we
derive some new features to help in the learning process.

1) FEATURE EXTRACTION AND AUGMENTATION

Table 2 summarizes the features derived to help in the
learning process.
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FIGURE 4. Various histograms representing different aspects of the data.

TABLE 2. Description of dataset features - created group.

The introduction of new features serves to add meaningful
information to the dataset and ensure the feasibility of
predictions. For instance, “Life cycle”, representing the total
time slots during which a specific video has an active refresh
time, provides valuable additional information. On the other
hand, “Content category number” converts string categories
into numerical values, making them suitable for prediction
algorithms. Another feature, “First number (r0)”, represents
the first number of requests for a video, as we believe the
number of initial requests can indicate potential popularity.

Additionally, features such as the “Requested time in a
day” and “Created time in a day” are defined with a nighttime
reference, focusing on the time of day rather than the specific
date of the requests. “Passive time” is another feature that
shows the time difference between a file’s creation and its
first request, further enriching the dataset for more accurate
predictions. All time scales are based on a 5-minute interval.
This choice unifies the dataset’s refresh time duration, which
varies between 4 to 5 minutes and simplifies processing. The
interval can be adjusted without loss of generality, though
the duration impacts prediction performance; longer intervals
may reduce sensitivity to new requests.
Having described the features collected, we analyze these

features to illustrate how they capture information about the
dataset. Fig. 3 shows the empirical frequency of different
content, using a logarithmic scale, of r0 and life cycle which
approximates the joint probability distribution function of
these features. Since these features do not have equal
probabilities across all instances, we should be able to learn
the features’ contribution in predicting the user requests and
life cycle. In other words, This non-uniformity is beneficial
because it suggests that there are patterns or trends within the
data. Fig. 4 represents the joint histograms of different pairs
of features. The subfigures are for visualization purposes
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to confirm that there is no visible correlation between
features. As a consequence, we might not be able to
extract information and make predictions with basic linear
regression methods.
Another important pre-processing step is to ensure that

all the features that participate in the learning process are
numeric. This is easily accomplished for the time-based
features which are converted to numeric values (as men-
tioned, with a scale of 5-minute blocks). Content categories
are word descriptions of the files’ content. Initially, we
had 1174 different categories. To convert content categories
to numerical vectors we use the Google 300 NLP Model
(Google News Word2Vec), a pre-trained model developed
by Google [34]. Each word in the Google News Word2Vec
model is represented by a 300-dimensional vector. To
avoid unnecessary complexity and large dimensions, we
use principal component analysis (PCA) for dimensionality
reduction [35]. Here, we use the first principal component,
which represents the direction of maximum variance in the
data as the numeric representation of content categories.1 The
reason we do not use simpler coding methods, such as one-
hot encoding, is that one-hot encoding does not necessarily
assign similar codes to similar categories. This can degrade
the training process, as the category numbers are selected
based solely on their order of appearance.

2) HANDLING MISSING DATA

In the available dataset, there are two types of missing data:
missing a few time slots and missing some days. For the first
category, to make use of all the available data, we assume
that the content has been requested but the requests are not
recorded. In these cases, we use linear interpolation to fill
the missing time slots with neighboring numbers [36].
The other missing data belongs to the group in which we

do not have any record of the content requests for days.
In these cases, we do not know whether there have been
no requests for the content or the information is censored.
Censored data refers to information that is incomplete due
to an observation period ending or data not being recorded,
rather than the absence of the underlying event (e.g., content
requests). We treat this portion of data as censored data,
where the true duration of content requests is unknown;
the content might have ceased being requested or continued
beyond the last observation.
This censored data must be identified and treated appro-

priately to accurately predict survival probability, as it does
not provide complete information on the content’s life cycle.
However, the data representing the period when requests
were observed can still contribute valuable insights for
training our pattern prediction section. In other words, each
existing segment within the time series can be employed
to predict the subsequent existing segment, ensuring that
predictions are made only within the bounds of the available

1Using only the first principal component was a choice; we do not believe
adding more dimensions changes our contributions in any material way.

FIGURE 5. LSTM unit [18].

data. However, the truncated data lacks information about
the life cycle, as the cut data does not include details on
when the request sequence ends.

3) REMOVING OUTLIERS AND ERRORS

We identify and remove outliers from our dataset, ensuring
the integrity and reliability of our analysis. First, we calculate
the interquartile range (IQR) for each variable, which is the
difference between the 75th and 25th percentiles [37]. We
then define outliers as those data points that fell outside the
bounds of 1.5 times the IQR below the 25th percentile and
1.5 times the IQR above the 75th percentile. By applying
this widely accepted statistical technique [38], we effectively
filter out extreme values that could bias our results.
In addition, the dataset has some data points that are

not correct. For example, for out-of-range longitudes and
latitudes, we cut them and push them back to the boundaries.

4) NORMALIZATION

Our feature space comprises different variables with different
scales, from the number of requests to time slots and width.
To unify all of them, we use a common range between zero
and one. In this regard, for each feature, we scale the feature
based on the maximum and minimum of that feature in the
whole dataset to the range that we need, which is called
Min-Max scaling technique [39].

IV. PROPOSED FILE POPULARITY FORECASTING
LSTM networks address the challenge of incorporating long-
term dependencies in RNNs through a specialized design.
This architecture introduces a memory cell, represented as
ct, which operates outside the traditional RNN data stream
by adding an auxiliary state unit [40]. We briefly review
LSTM networks to illustrate their use in our application.
As depicted in Fig. 5, LSTMs partition the hidden state

of the RNN into two components: the memory cell ct and
the active memory ht. The duty of the memory cell is to
conserve the sequential input features, with its previous state
modulated by a forget gate f . The active memory ht acts
as the output, with its proportion of the current memory ct
governed by the output gate o. The input gate i is responsible
for managing how much of the present state information
ht−1 and input xt is stored in the memory cell. These
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gates are not static; they adjust their responses based on a
nonlinear activation after linearly combining the preceding
state information ht−1 and the current input xt. The LSTM
framework is mathematically formulated as follows:

ft = σ
(
Wf ·

[
ht−1, xt

]+ bf
)

(1)

it = σ
(
Wi ·

[
ht−1, xt

]+ bi
)

(2)

c̃t = tanh
(
Wc ·

[
ht−1, xt

]+ bc
)

(3)

ct = ft × ct−1 + it × c̃t (4)

ot = σ
(
Wo ·

[
ht−1, xt

]+ bo
)

(5)

ht = ot × tanh(ct) (6)

where Wf , Wi, Wc, and Wo denote the weight matrices, and
bf , bi, bc, and bo are the bias vectors. The new candidate
state c̃t is formulated through a tanh layer processing xt and
ht−1. The sigmoid function, σ(·), constraints outputs within
the range of 0 to 1, thus facilitating gate operations that
resemble binary decisions in controlling information flow.
An LSTM forecasting method consists of several LSTM

units in which the weights are updated based on the training
data and cost function. The network attempts to find the
optimum weights for carrying the past, forgetting, making
predictions and forwarding the results to the output. These
weights can be controlled by the cost function, representing
the ultimate goal for the updating process.
In our dataset, the input sequences consist of user requests

over time. As users request different content for variable
times, these input sequences vary in length, presenting
a challenge for LSTM networks, which typically require
uniform sequence lengths for processing. To address this
variability, we use zero padding for shorter sequences to
match the length of the longest sequence within a batch.
While this approach facilitates the operational requirements
of neural network libraries, it introduces the problem
of skewed computations, as the padded values are not
representative of any meaningful data and can adversely
affect the network’s learning process.
To mitigate this issue, we use masking. Masking is a

process through which the LSTM network is instructed to
selectively ignore the padded values during training and
inference [41]. This is achieved by constructing a binary
mask that parallels the input data tensor. Each element of
this mask correlates with the corresponding element in the
input tensor, with a binary value of 1 indicating a valid data
point and 0 signifying a padded value.
When integrated into the LSTM architecture, this binary

mask operates as a filter during the forward and backward
propagation phases. The LSTM units utilize the mask to
bypass operations on time steps where the mask value is 0,
ensuring that the padded entries do not contribute to the loss
function and have no influence on the weight update process
during backpropagation. Furthermore, for sequence-wide
computations such as averaging or summarizing, the mask
ensures that only the actual sequence data is considered.
With masking, the LSTM network ensures that it does not

FIGURE 6. Two sample LSTM predictions of user requests.

learn from padded values, which are not real data. It focuses
solely on sequences with meaningful temporal dependencies
and facilitates efficient batch processing, making the use of
masking highly advantageous.
In our dataset, as the content requests are time series, we

use an LSTM network to detect patterns over time and do
forecasting. We train an LSTM block such that we provide
the network video features and some consecutive requests
over time and predict the upcoming requests. It should be
noted that here, we just predict the request number and not
the life cycle. In other words, if we do not take into account
that the requests might die after a while, the prediction is
not accurate. Hence, this stage is the first stage which must
be combined with the survival analysis information to make
accurate decisions. Fig. 6 shows sample outputs of the LSTM
predictor which follows the pattern without accounting for
the life cycle.
As the inputs of our LSTM network, we use the following

features from Table 1: “Longitude”, “Latitude”, “Height”,
“Width”, “Request count”, and from Table 2: “Content
category number”, “Passive time”, “Created time in a day”,
“Requested time in a day”, and “First number r0”. We skip
some features from Table 1, such as “Video id”, “Content
category”, and “Description”, as they are not numeric.
Instead of using “Refresh time” and “Creation time”,
we utilize the relative time-related variables introduced in
Table 2. In addition, as we want to make predictions at any
time even in the middle of an ongoing time series, we do
not include life cycle information as a feature which has
information of the future and makes the prediction non-
causal. The input vector for our LSTM model includes the
listed features and the past “Request Count” for each specific
video up to the current time, resulting in a vector length of
27. This length allows us to include the maximum lengths
of the time series after removing outliers. For videos with
insufficient past data, we use the masking technique to zero-
pad the vector elements, later removing the effect of zeros
from the predictions.
Table 3 details our LSTM architecture. Since the network

needs a fixed-size input, we consider the maximum length of
the user requests (the one with the maximum life cycle) in
addition to the other features as the input size. In the cases
where the life cycle is lower, we use the masking technique
with zero padding as described. A batch size of 32 means
that we update the LSTM weights after every 32 samples

VOLUME 5, 2024 5383



ROSTAMPOOR et al.: PREDICTIVE CACHING IN NON-STATIONARY ENVIRONMENTS

TABLE 3. LSTM network architecture.

which are trained in parallel. Then as these samples are
picked randomly from the data, we repeat the training 100
times.
An important factor that is different in our modeling is that

we define a custom loss function which calculates the rank
difference. Since our application is in caching with a limited
cache capacity, we are interested in the most popular files.
In this regard, the numerical value of the requests is less
important than the file’s rank in a ranked list of popularity;
we, therefore, want to highlight the rank in our loss function.
Our loss function accounts for the number of files that are
mislocated in the predictions, i.e., it counts the files that
receive an incorrect rank after the prediction.
If we define ŷt = [ŷt,1, . . . , ŷt,Nt ], t ∈ {1, . . . ,T} as

the predicted output of our LSTM network and yt =
[yt,1, . . . , yt,Nt ], t ∈ {1, . . . ,T} as the vector of actual output
values and Nt as the total content number at time t, we
define our loss function as2

L(θ) =
∑T

t=1
∑Nt

i=1 |g
(
ŷt,i, ŷt

)− g(yt,i, yt
)|

∑T
t=1 Nt

, (7)

where, g(a, a) is a function that calculates the rank of
the input element a in the vector a and θ is the learning
parameter vector. Fig. 7 represents the flowchart of our
request evolution predictor with all the details of LSTM
network for T = 3 (predicting 3 upcoming time slots). The
algorithm also adds the survival probability predictions and
transfers all the information to the reward calculator (which
we will explain in the following sections). The input to
the LSTM network shows all the pre-processing stages, the
hidden layer consists of several LSTM units optimizing the
output with an Adam optimizer and our custom loss function.

V. PROPOSED SURVIVAL TIME ANALYSIS
In this section, we use survival analysis to predict the
life cycle of content requests. Survival analysis is about
predicting the time duration until an event occurs, and in
our case, the event is the death of specific content. The
hazard function is defined as the instantaneous rate at which
events occur, at a specific time, given that the event has
not occurred before that time. This means it measures the

2It should be noted that as the LSTM optimizer uses gradient descent
to adjust the weights, we need to make this loss function differentiable. In
this regard, with the aid of a Softmax function, we introduce a Soft ranking
function to implement our LSTM network.

likelihood of the event happening at a particular moment,
assuming it has not yet happened [42]. Considering TE as
the random time-to-event variable and xi = [xi,1, . . . , xi,p]T

as specific content i with p features, the hazard function at
time t given xi, is expressed as:

h(t|xi) = lim
�t→0

P(t ≤ TE < t +�t|TE ≥ t)
�t

. (8)

Here, time-to-event is defined as the time remaining until
there is no request for the content or in other words, the
content is dead. Eq. (8) measures the probability of the
event happening at the next �t time, knowing that it has not
occurred until now.
The survival probability given content xi, Pt,is (t|xi), is the

probability that the time of an event, TE, is later than time t,
conditional on xi. The survival probability can be formulated
as [43]:

Pt,is (t|xi) = exp

(
−

∫ t

0
h(u|xi) du

)
, (9)

where h(u|xi) is the hazard at time u given covariates xi. In
the CPH approach, the hazard function at time t is modeled
as [44]:

h(t|xi) = h0(t) exp
(
βTxi

)
, (10)

where β = [β1, . . . , βp]T is a vector of regression parame-
ters, and h0(t) is the baseline hazard function, assumed to be
not a function of xi making the model semi-parametric [45].
The regression parameters in the CPH can be estimated

by minimizing the negative log partial likelihood cost
function [46]:

l(β) = −
n∑

i=1

Ei

⎛

⎝βTxi − log
∑

j∈R(ti)

exp
(
βTxj

)
⎞

⎠, (2)

where n is the number of files, ti is the censored or observed
survival time for content i, and Ei is an indicator for whether
the survival time is censored (no Event) (Ei = 0) or observed
(Ei = 1). We note that, if a part of the data is missing
and there is no request for the content which was requested
before the missing portion, it is not evident when exactly
the content has died, i.e., is censored. R(ti) is the risk set
at time ti, which is the set of all the content which are still
requested at time ti.
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FIGURE 7. Flowchart of the proposed algorithm.

To compare the performances in survival probability
prediction, the concordance index (CI) is used as an
evaluation metric [47]. The CI is defined as follows:

CI = #correctly ordered pairs

#all possible ranking pairs
. (11)

This equation is the fraction of all pairs of subjects whose
survival times are correctly ordered among all possible
ranking pairs [47]. The value of 0 is with the worst
performance, 0.5 is a random guess and 1 is the perfect
condition.

A. OUR PROPOSED E-CPH MODEL
In this section, we explain our proposed extensions to the
CPH approach, referred to as our E-CPH model. To improve
the CPH performance, as it relies on the regression between
the content features, we extend the feature dimensions to
capture more information. We note that here instead of
mainly relying on the previous time slots’ content requests

to predict future requests (which was the LSTM-based
approach), we rely on the content’s characteristics to be able
to predict its survival rate.
In the E-CPH framework, instead of coding content

categories as scalar numbers, we map them to a higher
dimensional space to capture as much information as
possible. As we mentioned, to convert content categories
to informative vectors we use the Google 300 NLP Model.
Then, with PCA we lower the dimension, but unlike in the
LSTM case, a single dimension, we keep more components
as long as they can be informative.
Fig. 8 illustrates our approach to preparing data as input

to our E-CPH model. In our approach, we employ PCA
to reduce the dimensionality of our dataset while retaining
significant information. Specifically, we select the number
of principal components such that the cumulative variance
they explain reaches 90%. In practical terms, this leads to a
reduction from 300 features to 50 principal components in
our dataset.

VOLUME 5, 2024 5385



ROSTAMPOOR et al.: PREDICTIVE CACHING IN NON-STATIONARY ENVIRONMENTS

TABLE 4. Content characteristics at time 2018-05-18 13:28 - 13:33.

FIGURE 8. Data pre-processing for E-CPH.

Table 4 presents characteristics of the input data for
our E-CPH model at a given time slot, including content
requested by users, the content’s age, its life cycle, and
whether the data point is censored (Event = 0). Note that
the features used for life cycle prediction are the same ones
utilized as inputs for the LSTM network and those presented
in Table 4.

It is important to note that, for the sake of clarity, this
table does not display the 50-element vector resulting from
PCA or other specific features of each content item.

VI. POMDP-BASED CACHING
Having described the data preprocessing steps, the use of
LSTMs to predict requests and the E-CPH approach to
estimate content lifetimes, we are ready to present our
caching strategy that exploits these developments.
We consider content requests arriving through discrete

time blocks of 5 minutes with a caching decision cycle of
every T blocks. The environment, which is the user requests,
constitutes a finite-state finite-horizon Markov process. The
state set S is the set of cache states and user requests and
A and � are the action and observation spaces, respectively.
Considering the current and past features as observations,
the content requests in the future as our network states can
be variable.

In other words, the current observations lead to a belief of
alive or dead content. In fact, in a POMDP, the agent does
not have direct access to the true state of the environment
due to its partial observability. Instead, the agent maintains
a belief b(s), which is a probability distribution over the set
of possible states S. The belief b(s) represents the agent’s
degree of confidence that the environment is in state s, given
the history of actions and observations. b0 is an initial PMF
over states such that b0(s) is equal to the probability that
the initial state of the system is s, which indicates the initial
belief. R(·, ·) is a bounded reward function, such that R(s, a)
is the real-valued reward obtained executing action a in state
s. Hence, we can define our finite-horizon POMDP as a
tuple (S,A,�,R, b0) [48].
We formulate our caching problem with a POMDP, in

which the hidden state is the state of the content. At each
time slot, we cannot be sure if the file remains alive for the
upcoming time slots or if it dies. In this regard, the survival
probabilities as the outputs of our E-CPH are used as the
inputs to our POMDP. POMDPs usually learn the belief
states within the learning process and update the popularities.
However, in our case, as the network is not stationary, we
use our previously proposed methods to extract the life
cycle information as belief. In other words, we help the
POMDP problem with extra belief information to learn a
non-stationary environment.
In E-CPH, the output is the vector of survival probabilities

for each content for the upcoming T time slots. We also
have the prediction vector from LSTM for the next T time
slots, each the predicted content popularity at time t is r̂t =
[r̂t,1, . . . , r̂t,Nt ]. We aim to make caching decisions for every
T time slots. In other words, we update our cache content
every T time slots. Our objective is to maximize cache hit,
which is the number of requested content at each time that
can directly be served by the cache memory.
If we define the number of cache hits as H(st,i, at,i) for

the content state st,i ∈ {alive, dead} and action at,i ∈ {0, 1}
indicating whether we store the file (1) or not (0), H(st,i =
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FIGURE 9. Flowchart of the proposed POMDP-based reward calculator for content A.

alive, at,i = 1) can be written as

H
(
st,i = alive, at,i = 1

) = max{δt,j}

⎧
⎨

⎩

Nt∑

j=1,j �=i
r̂t,jδt,j + r̂t,i

⎫
⎬

⎭

s.t. δt,j ∈ {0, 1} ∀j ∈ {1, . . . ,Nt},
Nt∑

j=1

δt,j = Cc − 1, (12)

where Cc is cache memory capacity and δt,j is an indicator
for each content and takes an integer value showing the
existence of content j in the cache at time t. If content
i is alive and we take the action of storing it, it adds
r̂t,i to the total cache hits. For the remaining vacant
spots in the cache memory, we store the (Cc − 1) top
candidates.
Similarly, H(st,i = dead, at,i = 1) can be defined as

H
(
st,i = dead, at,i = 1

) = max{δt,j}

⎧
⎨

⎩

Nt∑

j=1,j �=i
r̂t,jδt,j

⎫
⎬

⎭

s.t. δt,j ∈ {0, 1} ∀j ∈ {1, . . . ,Nt},
Nt∑

j=1

δt,j = Cc − 1. (13)

As can be seen, when the state of the file in the next time
slot is dead, even if the action was storing the content, it
does not have any contributions to the total number of cache
hits. This is because we do not wish to cache content we
believe to be dead.
For every content i, the reward Rtr,i(bt,i, at,i = 1) at a

reference time tr for the upcoming T time slots is defined

as

Rtr,i
(
bt,i, at,i = 1

)

=
tr+T−1∑

t=tr

∑

si∈{alive, dead}
b(si, t)H

(
st,i, at,i = 1

)
. (14)

For each content i, assuming Pt,is as the survival probability
of time t and Pa as the corresponding accuracy for
calculating the survival probability, b(si, t) can be calculated
as

b(si, t) =
{
Pt,is Pa +

(
1− Pt,is

)
(1− Pa) if si = alive,

Pt,is (1− Pa)+
(
1− Pt,is

)
Pa if si = dead.

(15)

Fig. 9 at, represents the reward calculation for each time
slot after receiving the predicted values of the LSTM network
and survival probabilities of E-CPH for a sample file, here
called content “A”. As can be seen, the first step is checking
whether the file will survive the next time slot, which is True
with probability Ps and False with probability 1−Ps. Then,
for each case, we check whether the calculated probability
is accurate or not. Finally, the total reward for the next time
slot t is the summation of all the rewards.
Algorithm 1 shows the steps to calculate the action a∗tr =

[a∗1,tr
, . . . , a∗Ntr ,tr ] which is the caching decisions for the

Ntr files for time slot tr for the upcoming T time slots.
According to the algorithm, we start from a reference time
tr, knowing the cache capacity Cc and the output of the
LSTM network, {r̂t1, r̂t2 , r̂t3 , . . . , }, and the E-CPH survival
probabilities, Pt,is ,Pa for t ∈ {t1, t2, . . . , }. For each T time
slots, we calculate the reward of caching each of the Nt, t ∈
{tr, . . . , tr+T−1} files. Then, we decide to cache Cc number
of files that have the highest reward values.
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Algorithm 1: POMDP-Based Cache Decision Making

Input: {r̂t1 , r̂t2, . . .}, Pt,is ,Pa for t ∈ {t1, t2, . . .}, Cc, T
Output: a∗tr
for tr ← t1 to ... for every T time slots do

Rtr ← 0Ntr
for i← 1 to Ntr do

Rtr [i] = Rtr,i(btr,i, atr,i = 1)

a∗tr = arg max{RTtratr }
s.t. ai,tr ∈ {0, 1} for i ∈ {1, . . . ,Ntr }∑Ntr

i=1 ai,tr = Cc

FIGURE 10. Loss function reduction in our LSTM training versus different epochs.

VII. SIMULATION RESULTS
In this section, we present the numerical results of our
proposed predictive caching algorithm.
Fig. 10 shows the loss function reduction in our LSTM

network with the characteristics explained in Table 3. The
network predicts the popularity for three upcoming time
slots (T = 3), a choice made to balance prediction accuracy
and caching complexity. In general, the prediction can be
extended to more time slots. As can be seen, the loss function
decreases with an increasing number of epochs, which shows
the effectiveness of training. Our loss function is the average
file rank difference. After 100 epochs, we achieve an average
rank difference of 0.1. Assuming 500 content requests at a
time, the loss function implies that approximately 50 files
are given incorrect rankings. We note that this can be either
one dislocated video for a rank difference of 50 or several
videos which are dislocated for more than one level for a
maximum of 50 videos dislocated each for just one level.
Fig. 11 presents the results of training the LSTM network

with the available dataset. The figure shows the sorted
number of requests in one time slot of 5 minutes and
compares it with the predicted values. The x-axis shows
different content and as can be seen, the distribution is similar
to a Zipf distribution which is one of the most common
distributions for user requests. In addition, the predicted
curve shows that the algorithm is trying to keep the ranking

FIGURE 11. Number of requests for different videos in one time slot for the real and
predicted requests.

FIGURE 12. Samples of content request predictions for three upcoming time slots.

FIGURE 13. Survival probabilities of different videos at one time-slot over time.

orders with the original values as much as possible. However,
some jumps and drops that suggest order dislocation are
visible.
Fig. 12 represents 5 samples of content prediction as

the output of our LSTM network. To avoid unnecessary
information on the x-axis, we labeled the time slots with
relative numbers, each showing periods of 5 minutes. In this
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FIGURE 14. Cache hit versus time for different caching methods.

figure, we made a prediction at time slot 17 for the upcoming
slots of 18, 19 and 20. As can be seen, some content has
a lower duration which shows different times of requests.
The dashed curves represent the predicted values of each
content, plotted in the same color as the original ones. As
can be seen, in a large part, the predicted values follow the
user request patterns, specifically the order of the files.
Fig. 13 shows the probability of survival for 15 randomly

selected videos in our test dataset. As can be seen, different
videos have different survival probabilities. Besides, the
survival probability decreases over time which shows the
limited life cycle of the videos. At each time slot, we calculate
the survival probabilities of each video for the upcoming T
time slots, T = 3 in our case, and feed it as the input of our
POMDP caching optimizer. We note that the CI factor, defined
in (11), with the CPH survival model is 0.54, but improves to
0.63 upon using our proposed E-CPH approach.

Fig. 14 compares the total number of cache hits in our
proposed model and perfect prediction (which is an upper
bound for the network cache hit) and the traditional caching
strategy, window-based least frequency used (W-LFU), with
W = 10 time slots and Cc = 50. It also compares the
performance with an RNN-based predictive caching model
that utilizes 50 units, three output layers, and the Adam
optimizer as the LSTM network. In a perfect prediction, the
network is non-causal and hence it has all the information
about the future, even the request numbers for new content.
Each time slot is 5 minutes and hence the caching decisions
are made for every three time slots, i.e., 15 minutes. We
note that since the cache capacity is limited, even perfect
prediction does not result in a 100% cache hit rate.

It should be noted that the accuracy of survival probabili-
ties is calculated based on averaging over all the test datasets.
In this regard, if we predict the file is alive (its survival prob-
ability is more than 50%) but the file is dead, we consider it
an error and then sum up all the errors and divide it by the
total number of predictions. For our dataset and E-CPH the
probability of accuracy is Pa = 78%. As can be seen, both
our proposed methods with and without considering survival
probabilities, have a higher number of hits in comparison
with W-LFU. In most cases, the RNN predictor demonstrates
a higher hit rate compared to the W-LFU caching method,
which lacks artificial intelligence capabilities. However, the
RNN predictor still underperforms relative to our proposed
methods. In the final time interval, the W-LFU method per-
forms comparably to the RNN predictor and even performs
slightly better in that specific time. This is likely due to a
potential correlation with previous time slots in that interval,
which can surpass the predictive power of artificial intelli-
gence, especially considering the inherent randomness in AI
algorithms.
When we introduce the survival probabilities, in almost

all the cases, we experience hit improvement. The reason
for this improvement is that when we have content survival
information, the cache optimization strategy will save the
available spots in the cache memory for the files that will
survive with a higher probability. In this regard, the cache
memory is less occupied with content which is no longer
requested. As can be seen, in the period 13:58 to 14:13,
survival probability does not improve the cache hit. It can
be explained due to the accuracy error which is 22% and
also the existence of censored data.
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VIII. CONCLUSION
In this paper, we investigated the application of caching
techniques through practical experiments with a real-world
dataset. Working with the dataset required customized
preprocessing steps. This dataset indicates that user requests
change over time and have a lifecycle, suggesting that
some content may no longer be requested. We introduced
a POMDP-based approach focused on improving cache hits
by predicting the users’ request patterns. To do so, we
designed an LSTM network to forecast user requests over
time by treating past request numbers as time series data.
Furthermore, recognizing the finite lifespan of the content,
we introduced an E-CPH model for survival analysis to
estimate how long the content remains active. We then
combined the predictions from the LSTM and the survival
probabilities as inputs of our POMDP-based caching strategy,
enhancing the cache hit rate in the network. Our findings
compellingly showcase the effectiveness of our predictive
caching strategy in dynamically adjusting to evolving user
popularity trends and enhancing cache hit rates. For future
work, we plan to consider additional performance metrics
such as latency, throughput, and system resource utilization
to further evaluate the effectiveness of our prediction
methods in making caching decisions and improving these
metrics.
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