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ABSTRACT This paper introduces Waste Factor (W), also denoted as Waste Figure (WF) in dB, a
promising new metric for quantifying energy efficiency in a wide range of circuits and systems applications,
including data centers and Radio Access Networks (RANs). Creating and managing 5G and future
6G networks that are energy-efficient is of paramount importance as the wireless industry evolves to
become a major consumer of energy. Also, the networks used to connect data centers and artificial
intelligence (AI) computing engines with users for machine learning (ML) applications must become
more power efficient. This paper illustrates the limitations of existing energy efficiency metrics that
inadequately capture the intricate energy dynamics of RAN components. We show here that W provides
a generalized analysis of power utilization and energy waste at both the component and system levels for
any source-to-sink communication system. We delineate the methodology for applying W across various
network configurations, including multiple-input single-output (MISO), single-input and multiple-output
(SIMO), and multiple-input multiple-output (MIMO) systems, and demonstrate the effectiveness of W in
identifying energy optimization opportunities. Our findings reveal that W not only offers nuanced insights
into the energy consumption of RANs but also facilitates informed decision-making for network design
and operational efficiency. Furthermore, we show how W can be integrated with other key performance
indicators (KPIs) and key value indicators (KVIs) to guide the development of optimal strategies for
enhancing network energy efficiency under different operational conditions. Additionally, we present
simulation results for a distributed multi-user MIMO (MU-MIMO) system at 3.5, 17, and 28 GHz,
demonstrating overall network power efficiency on a per square kilometer basis, and show how overall W
decreases (e.g., energy efficiency increases over the entire network) with an increasing number of base
stations and increasing carrier frequency. This paper shows that adopting W as a figure of merit (FoM)
can enable the design of more sustainable next-generation wireless communication networks, paving the
way for greener and more sustainable, energy-efficient 5G and 6G technologies.

INDEX TERMS Waste factor, waste figure, MIMO, RAN, energy efficiency, green communication, power
consumption, sustainability, KPI, KVI, trade-off analysis.

I. INTRODUCTION

INFORMATION and communication technology (ICT)
infrastructures, such as data centers, mobile communica-

tion networks, and consumer devices, are essential in driving

digital advancements and supporting various applications
such as Internet of Things (IoT) and Artificial Intelligence
(AI). However, the ICT industry is a great consumer of
energy, which incurs significant environmental costs. As of
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FIGURE 1. Energy consumption distribution in telecommunication operators [14].

2020, ICT infrastructures were responsible for consuming
between 5-8% of global electricity production [1], [2] and
were estimated to contribute between 1.5-4% of global
greenhouse gas emissions [3], [4] and this was well before
the ramp of AI.
With two-thirds of the global population now online [5],

and despite advances in energy efficiency and renewable
energy adoption, the environmental impact of the ICT sector
is poised to rise, potentially consuming over 20% of global
power due to increased data traffic [6].
The introduction of 5G and the anticipation of 6G, both

of which use bandwidths and deliver end-user data rates far
beyond anything in history [7], [8], underline the urgency to
address energy efficiency. Although 5G networks are about
four times more energy-efficient per unit of data than 4G
networks, their total energy consumption is considerably
higher [9]. This increase is primarily due to the need
for additional power-intensive processing to support wider
bandwidths, more radio chains per base station, and increased
cell site density to support higher frequency bands like C-
band, mid-band, and millimeter wave [7], [10], [11], [12].
In the typical cellular network, the radio access network

(RAN) is the largest power consumer, accounting for 76%
of the total energy usage. The core network and data
centers consume 19%, while other operations account for the
remaining 5% of energy use, as depicted in Fig. 1 [13], [14].
The financial implications of increased energy consumption
are significant, particularly for mobile network operators.
Network costs, which on average constitute about 25% of
the operational expenditure (OPEX) of a mobile network
operator, are heavily impacted by energy expenses, with
approximately 90% of network costs dedicated to energy
bills [15]. A nationwide carrier with 100 million subscribers
pays about $2 billion USD per year for electricity, and when
multiplied over many hundreds of network operators (also
called carriers) and 4 billion subscribers across the globe,
the electricity bill for the cellular industry is approximately
$1 trillion USD per year. The challenges associated with
reducing network energy consumption are exacerbated by a
projected threefold increase in mobile data traffic from 2023
to 2029 [16]. Addressing this demand requires the deploy-
ment of additional infrastructure and innovative strategies to
optimize energy usage.

In response to the rising energy demands, the Third
Generation Partnership Project (3GPP) has initiated efforts to
mitigate radio access network (RAN) energy consumption.
The 3GPP new radio (NR) Release 15 has introduced intra-
NR network energy-saving solutions, including autonomous
cell switch-off and re-activation features for capacity-
boosting cells through Xn/X2 interfaces. Furthermore, 3GPP
NR Release 17 has specified inter-system network energy-
saving solutions and recognized network energy saving as a
potential application for AI.
The trajectory of the network energy consumption growth

underscores the urgent need for sustainable network expan-
sion strategies and accurate, standardized energy efficiency
metrics.
Many researchers have attempted to quantify and unify the

analysis of energy consumption in mobile communications.
In [17], the authors overview various energy efficiency
metrics used in wireless systems at the component, equip-
ment, and system/network levels. They note that energy
efficiency metrics at the component and equipment levels
are well-developed, while those for system/network levels
need more attention. Authors in [17] note existing studies
predominantly focus on macro-level energy efficiency met-
rics, often overlooking the intricate energy dynamics within
RAN components. Such approaches do not fully capture the
granular energy consumption patterns essential for devising
targeted energy-saving strategies [18], [19]. To achieve long-
term energy efficiency goals for the sustainable growth of
the wireless industry, a unified metric is necessary to fill the
gaps in previous energy efficiency metrics. In [20], McCune
highlights that energy efficiency in wireless links varies
by more than eleven orders of magnitude and stresses the
need for a uniform approach to energy efficiency across
different systems. In [21], the consumption factor evaluates
the power consumption (e.g., the energy efficiency) of a
relay network and cascaded circuits. In [22], the consumption
efficiency factor (CEF) provides a quantitative metric for the
trade-off between the data rate and the energy and power
consumed by a communication system and provides insights
for network energy efficiency with different cell sizes. In the
European Telecommunications Standards Institute (ETSI),
Next Generation Mobile Networks (NGMN), International
Telecommunication Union (ITU), and 3GPP standard bod-
ies, diverse energy efficiency (EE) metrics have been
defined [13], [23], [24], [25], [26], [27].
This paper introduces Waste Factor (W), or Waste Figure

(WF) in dB, as a novel, powerful, and extensible metric to
quantify energy efficiency within a cascade and for paralleled
systems such as multiple-chain signal processing and antenna
systems within RANs. Unlike traditional metrics, W provides
a detailed perspective on how energy is utilized, wasted,
or converted into useful output, thereby offering a com-
prehensive tool for energy analysis that can be applied far
beyond just simple circuits or communication networks [6],
[22], [28], [29]. The waste factor is capable of quantifying
the energy efficiency of any source-to-sink communication
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path, including computers, data centers, or other systems
over which communications are carried out [28]. The Waste
Factor theory is the first approach that we are aware of that
breaks down the power consumption of any device or cascade
into different components via superposition in order to
characterize the work done for source-to-sink transport while
considering the additive wasted power or squandered energy
of such “on-path” components, and considering separately
the work done by other components that are not even on
the signal path of information flow. When such a dichotomy
is made, it becomes an easy task to quantify energy usage
and efficiency using the invariable fact that energy is neither
created nor destroyed. That which is not delivered is wasted,
and by using such quantification, as is done in the Waste
Factor theory, it becomes possible to measure, model, and
improve energy efficiency. Said another way, this theory
lays bare the wasted and transported power and allows its
modeling and optimization in a systematic way for any linear,
cascaded, source-to-sink system.
This paper comprehensively examines energy efficiency

within RANs, emphasizing how W can be used to compare
and contrast energy efficiency within RAN systems and
sub-systems. Our analysis compares the use of W with
conventional energy efficiency metrics used in the standards
bodies of today’s mobile industry such as ITU and ETSI, and
demonstrates how W provides valuable and nuanced insights
into the energy dynamics of RAN components. We use W to
evaluate the energy performance of various RAN elements
and highlight its utility in pinpointing areas where energy
optimization can yield significant benefits.
The paper also explores the application of W for

quantifying energy efficiency in different network config-
urations, including Multiple-Input Single-Output (MISO),
Single-Input Multiple-Output (SIMO), and Multiple-Input
Multiple-Output (MIMO) systems, showcasing the versatility
of W in assessing energy efficiency across a spectrum of
network architectures.
Dynamic network conditions, such as fluctuating traffic

demands, varying channel conditions, and diverse network
topologies, benefit from a W-centered analysis to guide
targeted enhancements, such as deploying energy-efficient
hardware or implementing adaptive resource allocation algo-
rithms, as well as long-term planning decisions, like network
expansion or technology upgrade, to maintain high energy
efficiency as the network evolves.
The remainder of the paper is organized as follows.

Section II defines W from theoretical underpinnings and
highlights its advantages compared to conventional energy
efficiency and power efficiency metrics. Section III extends
the Waste Factor theory to paralleled systems, such as MISO
and MIMO. Section IV applies W to a 5G RAN case study
and explains howW is used to determine power efficiency for
both passive and active components. Section V emphasizes
the utility of W in providing a comprehensive and nuanced
perspective on energy efficiency in RANs, and illustrates
the potential of W to inform decisions that can lead to

more energy-efficient network operations than is currently
found when using ETSI, NGMN, ITU or 3GPP energy
efficiency metrics. Finally, Section VI concludes the paper by
highlighting how the Waste Factor provides detailed insights
into power utilization and energy efficiency optimization. We
provide a realistic simulation comparing carrier frequency,
antenna gain, and bandwidth considerations to demonstrate
the practical use of W for determining power consumption
for an operator, thereby illustrating how Waste Factor may
be used to develop more sustainable wireless networks.

II. WASTE FACTOR FOR A CASCADED SYSTEM
In this section, we derive the Waste Factor theory using
a model of additive wasted power along a cascade, and
show how this framework for studying energy efficiency was
inspired by the model of additive noise used by Harald Friis
in his 1944 derivation of Noise Factor (F) [30].

A. NOISE FACTOR - A BRIEF REVIEW
Noise Factor, denoted as F, quantifies the additive noise
contributed by each component in a signal cascade. This
metric is essential for analyzing the degradation of the signal-
to-noise ratio (SNR) throughout the cascade. Specifically,
F is defined as the ratio of the input SNR (SNRi) to the
output SNR (SNRo), expressed as F = SNRi/SNRo. In
decibel units, this factor is known as the Noise Figure (NF),
where a value of 0 dB indicates no added noise and thus no
degradation in SNR across a component or cascade within
a receiver [30].

1) SIGNIFICANCE AND IMPACT

The concept of the Noise Factor is fundamental in under-
standing how each component, such as amplifiers, mixers,
and filters, adds to the overall noise within a commu-
nication receiver, and plays a critical role in designing
systems to minimize noise accumulation, especially in
applications that are ultra sensitive to SNR, such as satellite
communications, noise-limited cellular networks, and fixed
wireless access links with small link budget margins. The
key to effective noise management lies in quantifying and
controlling the additive noise at each stage of the receiver
chain to ensure maximum output SNR (SNRo) at the
detector [28], [31], [32].

2) FRIIS’S FORMULA FOR NOISE FACTOR

Friis’s formula for a cascaded receiver system calculates the
total F of cascaded devices, each device having its own
individual F and power gain G, on a linear scale. The formula
for the overall noise factor F of a cascade is given by [30]

F = F1 + (F2 − 1)

G1
+ (F3 − 1)

G1G2
+ · · · + (FN − 1)

∏N−1
i=1 Gi

. (1)

Here, Fi is the noise factor and Gi is the power gain of
the ith device in the cascade where the first device is closest
to the source, and the Nth device is closest to the sink.
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Eq. (1) is essential for understanding how each component
affects the overall noise performance of the system. It is
readily apparent from (1) that the noise factor of a cascade
is primarily influenced by the input components with high
gain, indicating that the initial component in the cascade,
originating from the source side, exerts the most significant
impact on the noise factor. The additional noise power
contributed by the ith device in the cascade (independent of
the input noise power) is defined by

Padditive-noise,i = (Fi − 1)GiNi, (2)

where Ni is the noise power of ith device input [28], [30].

3) REAL-WORLD APPLICATIONS OF NOISE FACTOR

The practical importance of minimizing F is critical for
any communication system since improved SNR leads to
better communication performance (e.g., lower bit error rate).
Maximizing SNR is especially critical for extending the link
budget in low-power scenarios or for enabling extremely
sophisticated multi-level digital modulations that are ultra-
sensitive to SNR. F facilitates informed decision-making
regarding component selection and system design to achieve
minimal noise impact and maximum detector performance.
For example, in deep-space communication, even small
increases in noise can lead to significant data loss [33].
In proposed 5G and 6G systems, Orthogonal frequency-
division multiplexing (OFDM) with 4096-level quadrature
amplitude modulation (QAM), which encodes 12 bits per
symbol, requires SNR levels to exceed 22 dB when a coding
rate of 1/3 is used under the extended pedestrian A (EPA)
fading mode to achieve a 10−2 bit error rate (BER) [34].
In modern communication systems, both signal quality and

energy consumption are paramount but usually offer conflict-
ing design choices. As originally proposed in [35], [36], the
transition to wider bandwidth communications was inevitable
over time. It was recognized that analogous to how the
Noise Figure quantifies additive noise, a unifying metric
was necessary to quantify the additive power waste in a
cascade. This reasoning, first inspired by consideration of
why it is impossible to build perpetual motion machines, was
the genesis of Waste Factor W. While F assesses additive
noise power, W focuses on additive wasted power along the
source-to-sink path, in order to provide a unified method
to model and analyze power efficiency and sustainability in
any communication network.
With the move to wide bandwidth wireless channels (going

from 20 MHz in 4G to 200 MHz or more in 5G), there is a
need to allocate mobile services at higher carrier frequencies
where spectrum is more plentiful [7], [8], [10], [12]. At
such higher frequencies, the use of directional antennas
on both ends of the link (e.g., dual directional channels)
makes the channels more noise-limited and less interference-
limited (the early cellular generations below 6 GHz were
interference-limited [37]). As carrier frequencies and the
commensurate channel bandwidths increase, the channels
become more noise-limited or power-limited [7], [8], [37].

FIGURE 2. A general cascaded communication system composed of two devices,
and components not on the signal path are deemed to consume Pnon−path power.

This paradigm shift to wider RF channel bandwidths
brings about much greater power consumption due to
the raw increase in consumed bandwidth and underscores
the importance of optimizing power efficiency while also
simultaneously minimizing noise for system sustainability.
As shown here, W may become an essential metric in
next-generation wireless communications for evaluating the
power wasted in a cascade, which as shown here, is useful
well beyond just receiver analysis, but may be used for
understanding the power efficiency of any device, entire
transmitter and receiver chains, and even the entire cascade
between transmitters, receivers, and the propagation path loss
of one or multiple channels.

B. WASTE FACTOR
W characterizes the power efficiency of a cascaded system
by considering the power wasted by components along a
cascade. We note that power, P, is the rate of work done
while energy is being consumed, whereas energy, E, is the
ability to do work, and may be consumed or stored. It is
well understood that over a unit of time T , E (Joule) =
P (Watt) × T (s). In this context, one may consider power
efficiency and energy efficiency synonymously as long as
a device or system is in a particular operating condition or
steady state. Akin to F which studied additive noise, the
power wasted by a device/cascade can be modeled by using
W to relate the additive power waste, based on the output
power at each successive stage, as the signal propagates from
source to sink along the cascade. Such formulation provides
an intuitive way to understand power waste at each cascade
stage, wherebyW becomes a key metric by which to compare
the power efficiency of different devices/systems through
their wasted power. A key concept in the development of
W is that wasted power is defined as the amount of power
consumed by a component that carries the signal which is
not found in the signal power output sent to the subsequent
component in the cascade. In other words, the consumed
energy that is not transmitted along the signal path cascade
is classified as wasted energy. To derive W, the power
consumption of an entire communication system between a
source and a sink is represented by Pconsumed,total. Then, it
is noted that Pconsumed,total is equal to the superposition of
the power Pconsumed,path, which denotes the power consumed
by all components along the signal path cascade, and for
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which W is a useful parameter for computing, in addition
to all of the power consumed by all components that are
not on the path of the source-to-sink (this off-path power
is denoted as Pnon-path). To illustrate how W is used to
compute the signal-path waste, which is only a portion of
the total power consumed in any system, we break down
the total consumed power into finer details. We observe first
that Pconsumed,total may be split into four principal power
components by superposition [21], [22], [28], [36]:

• Input power from the source (Psource, out): the power
applied to the device or the cascaded system that comes
from the signal source or input side.

• Output power (Psignal): the signal power delivered to
the device or cascade output.

• Non-signal path power (Pnon-signal): the power con-
sumed by devices within the cascade (e.g., along the
signal path) to facilitate the signal transfer, but which is
not part of the delivered signal power, and is viewed as
wasted power which includes wasted power consumed
by active mixers, amplifiers, or power lost from heat
dissipation and other losses in components along the
signal path.

• Non-path power (Pnon-path) refers to the power con-
sumed by components in the system that do not
contribute to the signal power.1 This includes the quies-
cent power of amplifiers that are not carrying signal, and
the power used by oscillators, power dissipation units,
displays, and other similar components not directly
involved in the source-to-sink signal path.

W is defined in (3) as the ratio of the power consumed
on the signal path along a cascade Pconsumed,path, where
Pconsumed,path = Psignal+Pnon-signal, to the signal output power
Psignal, [6], [22], [28], and ηw is defined as the Waste Factor
Efficiency, ηw, which is the reciprocal of W.

W = 1

ηw
= Pconsumed,path

Psignal
= Psignal + Pnon-signal

Psignal
. (3)

The total power consumption of any system Pconsumed,total
is the sum of power consumed on the signal path
Pconsumed,path together with the power consumed by non-path
components Pnon-path, where W is used to characterize the
wasted power of each component and the entire cascade on
the signal path between source and sink (this is similar to
F which represents the noise of a device or a cascade) [6],
[21], [28], [35].

Pconsumed,total = Psource,out + Psystem,added

+ Pnon-signal + Pnon-path

1Oscillators, for example, in electronic circuits are designed primarily for
frequency synthesis, generating low-power periodic waveforms that serve
as reference or control signals, and are not on the direct signal path of a
cascade, so their power consumption would be accounted for as non-path
power. For amplifiers that are on the signal path, when they are turned off
or not in use, the quiescent or standby power is shown in Section IV to be
properly categorized as non-path power even though amplifiers are along
the signal path during normal operation [28].

= Psignal + Pnon-signal
︸ ︷︷ ︸

signal-path power

+Pnon-path

= Pconsumed,path + Pnon-path
= WPsignal + Pnon-path, (4)

where Psystem,added = Psignal − Psource,out is the power
added (e.g., contributed) to the signal output power solely
by the device or cascade with the applied signal source
power removed from consideration under the assumption of
linearity.
W is determined based on the ratio of power consumed

along the signal path to useful output power, as defined
in (3). This leads to the practical application of W in
determining the power wasted across a device or cascaded
system from (3)

Pwasted = Pnon-signal = (W − 1)Psignal. (5)

Furthermore, the wasted power for a cascade can also be
computed based on the input power from the source and the
gain of each stage

Pwasted = (W − 1)Psource,out

N∏

i=1

Gi, (6)

where Psignal = Psource,out
∏N

i=1 Gi and Gi denotes the gain
of the ith stage in the cascade, with i = 1 representing the
stage closest to the source and N being the total number
of cascaded components in practice, Psignal is used for
measurement reference.
Note (3), (4), and (5) offer new ways to analyze, design,

and compare the power efficiency and energy efficiency of
circuits and cascaded systems, since W = 1 denotes no
wasted power exists (all consumed power on the signal path
is delivered as output signal power,) and W = ∞ denotes all
power is wasted and no power is delivered to the output. Just
like F, W is generally defined regardless of the presence or
level of signal input power applied by a signal source may
be measured in-site, and is only a function of the gain and
the Waste Factor of the device or system.2

C. WASTE FACTOR FOR A CASCADED SYSTEM
W for a system consisting of two cascaded devices is
explained using Fig. 2. Here, we concentrate on the signal
path, ignoring any non-path power in the system. Using (4),
we see

Pconsumed,path = W × Psignal,2. (7)

Now, we can define the signal-path power consumed
before the terminal of device 1 as

Pconsumed,path1 = W1Psignal,1, (8)

2As discussed in Section IV-E, certain devices that transform between the
analog and digital domains may use power levels to define W as in (3)-(5),
and we show in Section IV-I that measurements of actual power consumption
and power delivered may always be used to define W for a device or system
using (3)-(5).
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where Pconsumed,path1 in eq. (8) includes the input power from
the source output and also comprises both the useful signal
power transmitted to the subsequent device and the power
wasted by device 1 itself. When Psource,out is subtracted, we
arrive at the standalone signal-path power consumption of
device 1 (D1).

PD1
consumed,path = W1Psignal,1 − Psource,out, (9)

and it also follows that the signal-path power consumption
of device 2 (D2) alone is

PD2
consumed,path = W2Psignal,2 − Psignal,1. (10)

The total power consumption on the signal path can be
expressed by (11), which is the sum of power consumed by
each device and the signal power input (e.g., signal source
output power) of the system.

Pconsumed,path = PD1
consumed,path + PD2

consumed,path + Psource,out.

(11)

Further, we know that the output power of the system is

Psignal,2 = G2Psignal,1. (12)

Hence, it follows from (7)-(12)

Pconsumed,path = W2Psignal,2 + (W1 − 1)Psignal,1

=
(

W2 + W1 − 1

G2

)

Psignal,2. (13)

Since (13) is equal to (7), W for the cascaded system is
given by

W =
(

W2 + W1 − 1

G2

)

, (14)

where W is the Waste Factor for the cascade, W1 and W2
are the Waste Factors of the individual devices, and G2 is
the gain of the second device.
Now consider a three-device cascade. If we model the

cascade of device 1 and device 2 as a single entity, and then
cascade this entity with device 3, we see the Waste Factor
for the first two devices can be expressed in the same form
as (14)

W1,2 = W2 + W1 − 1

G2
. (15)

Taking device 1 and device 2 as a whole, and cascading
this combined entity with a third stage closer to the sink,
device 3, we have

W1,2,3 = W3 + W1,2 − 1

G3
. (16)

Substituting (15) into (16), we obtain W for the three-
device cascade

W1,2,3 = W3 +
(
W2 + W1−1

G2
− 1
)

G3

= W3 + W2 − 1

G3
+ W1 − 1

G2G3
. (17)

Based on (14) and (17), we generalize W for a cascaded
system consisting of N devices

W1,2,...,N = WN +

(

WN−1 + · · · + W1−1
∏N−1
i=2 Gi

− 1

)

GN

= WN + WN−1 − 1

GN
+ · · · + W1 − 1

∏N
i=2 Gi

, (18)

where the final expression of (18) is similar to the cascaded F
in (1) [30] except W is referred to the output of the cascade,
where the signal power out of the cascade and applied to
the sink may be readily measured [28].

Despite the similarity of the math between F and W,
[6], [28], it is worth noting that F concerns additive noise,
which is of primary consequence in the design of a receiver,
whereas W concerns the additive wasted power which, as
shown in this paper, has broad application in many realms
wherever there is a transmission of information from a source
to a sink. For example, it is shown in [28] and in Section IV
that the Waste Factor of an attenuator is simply its loss, and
the Waste Factor of any channel is simply the channel loss.
These principles are used subsequently.

III. WASTE FACTOR ANALYSIS FOR PARALLEL
COMMUNICATION SYSTEMS
MISO, SIMO, and MIMO are prevalent architectures in wire-
less networks, known for enhancing system performance,
capacity, and reliability. This section introduces the concept
of Waste Factor for paralleled systems and outlines a com-
prehensive methodology for evaluating the power efficiency
of MISO, SIMO, and MIMO configurations. By analyzing
the efficiencies and gains of individual components within
these paralleled chains, we establish a generalized theory
to compute the overall W of these systems. The analysis
provided herein expands the utility of Waste Factor for
analyzing power efficiency in complex multi-antenna and
multi-user system and network architectures.

A. W FOR MULTIPLE-INPUT SINGLE-OUTPUT (MISO)
SYSTEM
To investigate the MISO structure, we first consider a
configuration consisting of two transmitters (TXs) and one
receiver (RX). In this setup, each TX communicates with the
RX via uncorrelated channels. These channels are assumed
to be zero-mean additive white Gaussian noise (AWGN).

1) W FOR NON-COHERENT COMBINING MISO

In Fig. 3, TX1 is characterized by a Waste Factor WT1,
operating over a channel with Waste Factor WC1 = LC1 =
1/GC1, (see [28] and Section IV-G)) and delivering received
power P1 into RX1, which has its own Waste Factor WR1
and receiver gain GR1. Similarly, TX2 has Waste Factor WT2
and transmits to RX1 with channel loss of LC2 = 1/GC2
which yields WC2 and received power P2 to RX1. According
to the results of a lossy channel study in Section IV

4844 VOLUME 5, 2024



FIGURE 3. A two TX and one RX MISO communication system.

FIGURE 4. A MISO system with M paralleled input cascade.

and [28], the Waste Factor W for each of these two parallel
systems applied to RX1 can be considered. When assuming
non-coherent combining at the input of RX1, as discussed
in [38], the received powers P1 and P2 are combined in
the input to the last stage of the MISO system (shown
as a dashed box in Fig. 3), where the Waste Factor of
the system just before the last stage of the MISO system
(e.g., just before the receiver in Fig. 3) is defined by a
single Figure of Merit W2‖. For two received signals r1(t)
and r2(t) with powers P1 and P2 respectively, non-coherent
combining involves no phase information and assumes that
the phases of incoming signals from each transmitter are
uniformly and identically distributed (i.i.d.). Therefore, the
combined receiver power average in non-coherent combining
at the RX antenna is simply the sum of individual powers:
Psignal,noncoh = P1 + P2 [38]. Then, using eqs. (3), (13),
and (18), the Waste Factor for a MISO system is given
by

Wnoncoh
2‖ = Pconsumed,path

Psignal,noncoh

=
P1

(
WC1 + WT1−1

GC1

)
+ P2

(
WC2 + WT2−1

GC2

)

P1 + P2
. (19)

Assuming the power received from each transmitter (TX)
is proportional to a certain power P, i.e., P = P1γ1 and
P = P2γ2, the received powers P1 and P2 can be expressed
as [P1,P2] = P[γ1, γ2]. Consequently, eq. (19) can be
simplified without dependence on particular power levels,
requiring only the ratios of received power levels of the two
channels where the largest γ , say γ1, may be arbitrarily set
to unity and the smaller γ may be normalized to γ2/γ1

Wnoncoh
2‖ =

γ1

(
WC1 + WT1−1

GC1

)
+ γ2

(
WC2 + WT2−1

GC2

)

γ1 + γ2
. (20)

In Fig. 4, we generalize the previous analysis and we
consider a system consisting of M parallel cascades, where
each cascade includes N devices. The output signal power
from these devices is combined at device N + 1 using non-
coherent combining methods. To determine Waste Factor for
the entire system with a single output node, we initially
compute the W for each individual cascade m using eq. (18)

Wcascade,m = WN,m +
(
WN−1,m − 1

)

GN,m
+ · · · +

(
W1,m − 1

)

∏N
i=2 Gi,m

.

(21)

Subsequently, Waste Factor (W) for the entire paralleled
system, when using non-coherent combining at the (N+1)th

device, is given by

Wnoncoh
M‖ =

∑M
i=1

(
PN,i ×Wcascade,i

)

∑M
i=1 PN,i

. (22)

As done in (20), here in (22), we assume that
the power output from each cascade is represented by
[PN,1,PN,2, . . . ,PN,M] = P[γ1, γ2, . . . , γM], where P is a
constant and γi are scaling factors illustrating the relative
contribution of each cascade to some constant (e.g., the
total received power). It is sensible to normalize all of the
received powers to the maximum power level in the strongest
path, such that γi will be less or equal to 1 for all i and
not dependent on actual received power levels, thus we
have [PN,1,PN,2, . . . ,PN,M] = Pmax[γ1, γ2, . . . , γM]. The
equation for the Waste Factor for non-coherent combining
at the (N + 1)th device at the terminus of all parallel paths
in Fig. 4 (e.g., the input into the final MISO stage) follows
from (20) and (22), which is given by

Wnoncoh
M‖ =

∑M
i=1 γiWcascade,i
∑M

i=1 γi
. (23)

2) W FOR COHERENT COMBINING MISO

For coherent combining, the receiver must be phase-
synchronized with the signals r1(t) and r2(t), each signal
combining with identical phases for maximum power
combining. If r1(t) and r2(t) are phase-aligned and their
respective powers to the input of a cascade are P1 and P2 as
shown in Fig. 3, the combined signal power average at the
RX antenna, denoted as Psignal,coh, is calculated by the square
of the magnitude of the vector sum of the two signals [38]

Psignal,coh =
∣
∣
∣
√
P1 +√P2

∣
∣
∣
2
. (24)

Considering coherent combining in a M TX single RX
MISO system, we define the power output of the ith

TX as PTi, and the received power at the input of the
RX from TX i before combining as Pi. After coherent
combining at the RX antenna, the resulting average power
is denoted as Psignal,coh. As in the previous derivations, we
assume [P1,P2, . . . ,PM] = Pmax[γ1, γ2, . . . , γM], i.e., that
the received powers from each TX are proportional to the
maximum power level (Pmax) in the strongest path.

VOLUME 5, 2024 4845



RAPPAPORT et al.: WASTE FACTOR AND WF

Using eq. (3) and (24), and following an approach similar
to eq. (20), W for this coherent combining MISO (example
in Fig. 3) can be expressed as

Wcoh
M‖ =

∑M
i=1

[
γi

(
WCi + WTi−1

GCi

)]

∣
∣
∣
∑M

i=1
√

γi

∣
∣
∣
2

. (25)

Based on (25), consider a general coherently combined
MISO system in Fig. 4. It is readily seen that W for the
entire paralleled system using coherent combining is

Wcoh
M‖ =

∑M
i=1

(
PN,i ×Wcascade,i

)

∣
∣
∣
∑M

i=1

√
PN,i

∣
∣
∣
2

=
∑M

i=1

(
γiWcascade,i

)

∣
∣
∣
∑M

i=1
√

γi

∣
∣
∣
2

.

(26)

We see for MISO in general, using WM‖ for either non-
coherent (23) or coherent (26) combining, we can calculate
W of a MISO system shown in Fig. 4 as

WMISO = WN+1 +
(
WM‖ − 1

)

GN+1
, (27)

where WN+1 and GN+1 represents the Waste Factor and
gain of the (N + 1)th single output device which is the
stage following the terminus of parallel input cascades in
Fig. 4. It should be clear that MISO systems using equal
gain combining may be computed following the approach
detailed above.

B. W FOR SINGLE-INPUT MULTIPLE-OUTPUT (SIMO)
SYSTEM
Consider a SIMO system as depicted in Fig. 5. In this setup,
the Waste Factors of each parallel cascade are individually
computed using eq. (18) and are not a function of the
applied power levels as in the previous section. Since W
is a function of the output, we need to consider the W
of each parallel cascade. If the parallel paths are to be
combined at a subsequent stage (to the right of the parallel
structures) beyond the depicted configuration in Fig. 5,
one can apply the MISO combining techniques outlined in
Section III-A.

Additionally, this analysis exploits the fundamental Waste
Factor theory given in Section II, and quantifies the cumu-
lative impact of Waste Factors when cascades are combined
using MISO or SIMO structures. W for any device remains
constant if each component operates within its linear range,
regardless of the transceiver implementation. For instance,
in OFDM systems, linearity is ensured through backoff
to prevent distortion. The linearity of each component is
also required for the Waste Factor theory to be applied
to single carrier and carrier aggregation scenarios, which
involve specific hardware components in the cascade to
determine overall system energy efficiency.

FIGURE 5. A SIMO system with M paralleled output cascade.

C. W FOR MULTIPLE-INPUT MULTIPLE-OUTPUT (MIMO)
SYSTEM
1) W FOR NON-COHERENT COMBINING MIMO

For a 2-Input 2-Output (2I2O) MIMO system in Fig. 6,
the received average power of each RX using non-coherent
combining is

[
PnoncohR1 PnoncohR2

] = [PT1 PT2
]
[
W−1

C11 W
−1
C12

W−1
C21 W

−1
C22

]

, (28)

where PnoncohRi represents the power received at the antenna
of the ith RX when signals are combined non-coherently.
PTi denotes the power transmitted by the ith TX. In (28),
we compute the received powers of each RX cascade as
if they are two separate MISO systems. WCij is the Waste
Factor of the channel between the ith TX and the jth RX. The
total signal-path power consumption of the system before
the receiver (e.g., the first stage, which considers only the
TXs and the channels) using non-coherent combining from
eq. (3) and combining the consumed power of the two MISO
systems is

Pnoncohconsumed,path =
2∑

i=1

(
PnoncohRi Wnoncoh

2‖
)
, (29)

where Wnoncoh
2‖ represents Waste Factor for a 2-TX parallel

MISO system together with the channel, as defined in (20)
in Section III-A.
Prior to the power entering the receivers, we define the first

stage Waste Factor of the 2I2O system using non-coherent
combining in the left-most (first stage) dashed box of Fig. 6
by applying the basic definition of W as given in (22)

W1,noncoh
2I2O =

∑2
i=1

(
PnoncohRi Wnoncoh

2‖
)

∑2
i=1 P

noncoh
Ri

. (30)

Letting [PnoncohR1 ,PnoncohR2 ] = Pnoncoh[γ1, γ2], eq. (30) can
be written as

W1,noncoh
2I2O =

∑2
i=1

(
γiWnoncoh

2‖
)

∑2
i=1 (γi)

. (31)

To capture the entire power efficiency of the system,
including the receivers, the complete Waste Factor for a
2I2O system using non-coherent combining at the input of
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the receivers (Wnoncoh
2I2O ) is calculated by cascading the first-

stage W1,noncoh
2I2O and the multiple receiver stage, which is the

right-most (second stage) of the system in Fig. 6. The Waste
Figures for each RX are computed separately, and the outputs
of the MIMO receivers (not shown) may then be combined
coherently or non-coherently to a further single-path stage
to the right by using MISO formulations in Section III-A or
kept separately as parallel paths to parallel sinks, with each
cascaded path having its own system Waste Factor.

Wnoncoh
2I2O = W2‖ +

(
W1,noncoh

2I2O − 1
)

G2‖
. (32)

In (32), the Waste Factor for the parallel receivers is given
by W2‖, where W2‖ is at the parallel receiver side, based
on (23), and the gain of the parallel receiver is given by

G2‖ =
∑2

i=1 PRiGRi
∑2

i=1 PRi
if we consider non-coherent combining at

the outputs of the MIMO receivers, or G2‖ = |∑2
i=1

√
PRiGRi|2

∑2
i=1 PRi

when we assume coherent combining at the outputs of the
MIMO receivers.

2) W FOR COHERENT COMBINING MIMO

The average received power of each RX input using coherent
combining can be described as follows

[
PcohR1 PcohR2

] =
⎛

⎝
[√

PT1
√
PT2
]
⎡

⎣

√
W−1

C11

√
W−1

C12√
W−1

C21

√
W−1

C22

⎤

⎦

⎞

⎠

2

,(33)

where the square indicates an element-wise operation.
The total power consumed by the signal path in the

left-most dashed system (first stage) depicted in Fig. 6 is
calculated before applying the coherently combined received
power to the MIMO RXs, and is given by

Pcohconsumed,path =
2∑

i=1

(
PcohRi W

coh
2‖
)
, (34)

where PcohRi is the coherently combined power at the antenna
of the ith RX, and Wcoh

2‖ represents the Waste Factor for
a 2-TX paralleled MISO system together with the channel,
which is the same as (25) with M = 2. Before the power
enters the receivers, we define the first-stage Waste Factor
of the 2I2O system using coherent combining

W1,coh
2I2O =

∑2
i=1

(
PcohRi W

coh
2‖
)

∑2
i=1 P

coh
Ri

. (35)

Letting [PcohR1 ,PcohR2 ] = Pcoh[γ1, γ2], where (35) can be
written as

W1,coh
2I2O =

∑2
i=1

(
γiWcoh

2‖
)

∑2
i=1 γi

. (36)

To capture the entire power efficiency of the system,
including the receivers, the complete Waste Factor for a
2I2O system using coherent combining (Wcoh

2I2O) is calculated

by cascading the first stage W1,coh
2I2O and the Waste Factor

of the parallel receivers shown in the second (right-most)
stage. Each receiver in the rightmost stage has its own Waste
Factor, and eventually, the parallel chains may be combined
coherently or non-coherently to a single path in a later stage
to the right or a sink (not shown) whereby the Waste Factor
for the 2I2O system is given by

Wcoh
2I2O = W2‖ +

(
W1,coh

2I2O − 1
)

G2‖
. (37)

3) W FOR GENERAL MIMO SYSTEM

In Fig. 7, we show an M-Input N-Output general MIMO
(e.g., MINO) system. If we assume proportional combined
powers at the input of each device in the right-most dotted
box, e.g., such as in (31) or (36), the input power average
of each device can be denoted as

[PR1,PR2, . . . ,PRM] = P
[
γ1, γ2, . . . , γM

]
, (38)

then (31) and (36) can be extended to

W1
MINO =

∑N
i=1

(
PRiWM‖

)

∑N
i=1 (PRi)

=
∑N

i=1

(
γiWM‖

)

∑N
i=1 (γi)

, (39)

where W1
MINO is the first stage Waste Factor for the left-

most dashed box consisting of M parallel device from D1,1
to D1,M and channels. WM‖ is used to calculate the power
consumption of the left-most parallel system based on a
single input of D2,i, as shown in Fig. 7. This calculation is
based on the input power from a device located in the right-
most red-dotted box. The specific formula used depends on
the method of MISO signal combining and is referenced as
either (26) for coherent combining or (23) for non-coherent
combining.
Based on (39), W for the generalized M-Input N-Output

MINO system terminating into a single path to the right of
the RXs (not shown) is given by

WMINO = WN‖ +
(
W1

MINO − 1
)

GN‖
, (40)

where GN‖ is the gain of the parallel RXs, which can be
calculated based on the ratio of the total output power of
parallel RXs to the input power of parallel RXs assume non-
coherent or coherent combining to the right of the RXs (not
shown)

GN‖ =

⎧
⎪⎪⎨

⎪⎪⎩

∑N
i=1 PRiGRi
∑N

i=1 PRi
non-coherent combining,

∣
∣
∣
∑N

i=1
√
PRiGRi

∣
∣
∣
2

∑N
i=1 PRi

coherent combining.
(41)

D. EXAMPLES OF WASTE FACTOR IN PRACTICAL
SYSTEMS
Several practical applications of Waste Factor are detailed
in [28], where calculations and usage of W are demonstrated
for making energy-efficient decisions and to accurately
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FIGURE 6. A two-input and two-output MIMO system.

FIGURE 7. An M-input and N-output MIMO system.

determine power consumption in circuits, systems, channels,
and data centers. The exploration of W in MIMO structures
notably broadens its applicability, particularly in advanced
systems like emerging cell-free massive MIMO and ultra-
dense networks. When the input and output structures of
these networks are well-defined, applying the Waste Factor
is straightforward by referring to the method proposed
in Sections III-A–III-C. This method can be applied in
general to any wireless or wired communication systems
with parallel structures, as discussed in Section IV.
In the following sections, we apply the Waste Factor

theory for cascaded systems (presented in Section II) and
the Waste Factor theory for parallel systems (derived in
Sections III-A–III-C) to the RAN scenario. In particular,
Section IV introduces the RAN architecture and derives the
Waste Factor for the main cascaded components in any RAN.
Section V provides analysis and simulation results of a RAN
consisting of distributed MU-MIMO networks, showcasing
the benefits of applying the Waste Factor theory to assess and
enhance the energy efficiency of RANs through real-world
system-based power and energy consumption models.

IV. RADIO ACCESS NETWORK (RAN) ANALYSIS USING
WASTE FACTOR
Given the rising energy demands of the RAN, it becomes
imperative to develop and implement a robust metric for
measuring energy efficiency. In response to the need for a
new sustainability metric, this section applies W as a novel
and effective approach for analyzing energy utilization within
the RAN, and shows why a new metric such as W is needed
urgently.

A. RAN ARCHITECTURE
A RAN includes three principal types of equipment: the
site infrastructure, the base station (BS), and the user
equipments (UEs). A fourth component is the radio channel
between each BS and UE. The site infrastructure generally
includes rectifiers to convert AC to DC power, power backup
systems such as batteries, and cooling mechanisms like air
conditioners. The base station consists of the baseband and
radio units, which can be co-located or distributed within the
RAN, and it is in charge of facilitating the transmission of
data to UEs through the air interface (using the propagation
channel).
An illustrative breakdown of the RAN setup and the

associated equipment is provided in Fig. 8, which also
delineates the path of energy flow, starting from the AC
power input from the electrical grid, proceeding through DC
power conversion, and culminating in the delivery of energy
to the main equipment for subsequent transmission over the
air interface to user equipment.
It should be noted that since infrastructure components

do not directly contribute to the signal path, our analysis in
this section will primarily concentrate on signal-path power,
including the power consumption of radio unit (RU) and the
UE.
Fig. 9 provides a focus to our reference scenario, which

is composed of the transmitting RU, the wireless channel,
and the receiving UE. The essential components responsible
for signal transmission at the RU and signal reception at the
UE are also depicted.
As can be seen in Fig. 9, the RU comprises a digital-to-

analog converter (DAC), Mixer, local oscillator (LO), phase
shifter (PS), power amplifier (PA), and Antenna, while the
UE receives the signal and inverts the transmission process
of the RU using a low noise amplifier (LNA) at the RX
front end instead of a TX PA, to amplify signals without
elevating noise above the signal level. The transition from
analog to digital signals in the receiver is executed by an
analog-to-digital converter (ADC).
As described in [39], a typical RAN site includes a

variety of equipment essential for mobile communica-
tions. It is important to recognize that RAN architecture
can vary significantly, ranging from traditional setups to
more modern configurations like Cloud RAN (C-RAN),
Distributed RAN (D-RAN), Virtualized RAN (vRAN), and
Open RAN (O-RAN). Each of these architectures offers
unique benefits and challenges in terms of deployment and
energy consumption.
A key observation is that all RAN architectures, and in

fact, virtually all practical communication systems, require
linear signal replication over huge orders of magnitude of
power levels between a source to sink so that signal fidelity
and integrity are preserved and so that a receiver may
differentiate between digital waveforms. The Waste Factor,
W, provides a universal metric capable of assessing total
power consumption across all forms of RAN architectures.
By applying W, network operators can evaluate and compare
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FIGURE 8. Illustration of the typical blocks in a RAN site, and energy flow from main AC input to reception at the user equipment.

FIGURE 9. General structure of the RU transceiver and UE receiver.

TABLE 1. Energy efficiency metrics by different standard working groups.

the energy efficiency of different RAN setups under a
standardized framework, enabling targeted improvements
and optimizations. Moreover, W is particularly valuable
in identifying and quantifying the most energy-hungry
components or processes within each RAN structure, guiding
the development of more sustainable network solutions.

B. RAN ENERGY EFFICIENCY METRICS
In this section, we overview the previous work carried out by
global standard bodies in defining energy efficiency metrics

for the RAN both as a cascaded system and for individual
RAN components along the cascade.
To evaluate the energy-related performance of the RAN,

the mobile industry has defined several measurement meth-
ods and metrics for different network levels (network [23],
site [25], BS [24], and UE [40]) as well for different
scenarios (dense urban, urban, and rural coverage) [23],
and services (enhanced mobile broadband, ultra-reliable
low-latency communications, and massive machine type
communications) [27]. Importantly, current standards define
distinct and often decoupled approaches to compute the
energy efficiency (EE) at the component level, at the
equipment level, and at the network level. The ITU study
group 5 (SG5) has defined RU energy efficiency, EERU, to
evaluate the performance at RU level as follows [26]

EERU = Eoutput
ERU

, (42)

where Eoutput is the RU output energy consumption in units
of Watt-hours [Wh] and ERU is the RU energy consumption
in units of [Wh]. The ETSI Environmental Engineering has
defined in [24] the EE of a BS, EEBS, as follows

EEBS = DVBS
EBS

, (43)

where DVBS denotes the amount of data volume successfully
transmitted by the BS in a given amount of time and EBS
is the related energy consumption. ITU SG5 has defined the
BS site EE as follows [25]

EEsite = EBS
Esite

, (44)
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where Esite denotes the site overall energy consumption,
including the energy losses due to air-conditioning, recti-
fier, and power distribution. Finally, ETSI Environmental
Engineering has introduced the network EE [23] as follows

EEntw = Uoutput

Enetwork
, (45)

where Enetwork is the overall RAN energy consumption, and
Uoutput denotes a target network useful output, such as one of
data volume (e.g., for enhanced mobile broadband), coverage
area (e.g., for massive machine type communications),
latency (e.g., for ultra-reliable low-latency communications).
Furthermore, the 3GPP SA5 group has specified [27] target
metrics for use in particular scenarios, including RAN-
sharing and network slicing.
Table 1 presents an overview of the diverse energy

efficiency metrics as defined by various standardization
bodies.
Importantly, as we demonstrate in Sections IV and V,

all of these widely adopted standardized energy efficiency
metrics suffer a major issue that prevents them from being
effectively used to assess and compare the energy efficiency
of the RAN and the impact of components in transmitting
or receiving data.

C. PROBLEMS WITH THE STANDARD RAN EE METRICS
Although the effort to define EE metrics highlights the
importance of the sustainability issue in the industrial
community, some notable problems can be identified in the
current methodologies. First, there is a lack of a standard
metric that can used in different scenarios and equipment.
Second, EE is defined as the ratio of two terms often
depending on each other, which makes comparison and
explainability limited.
For example, comparing two BSs operating under different

traffic conditions can reveal deficiencies in the standard EE
metric defined in eq. (43). This metric is often employed
to identify the most energy-efficient BSs in a network, for
instance, to facilitate user transfers to such BSs through
network load balancing, thus achieving energy savings [41].
However, an incorrect assessment of energy efficiency can
lead to suboptimal optimization decisions and wasted energy.
To illustrate the problem with the ETSI standard EE

metric, consider a numerical comparison between two BSs
using existing metrics defined by the standards [24], but now
using the Waste Factor approach of power superposition:

• BS-A has a non-path power consumption of
Pnon-pathA = 50 Wh and consumes 2 Wh to transmit
1 GB of data, i.e., Pconsumed,pathA = 2Wh/GB. The data
volume serviced by BS-A is DVA = 10 GB.

• BS-B has identical non-path power consumption as
BS-A, Pnon-pathB = 50 Wh. However, it is less efficient
in transmission (e.g., an older generation of cellular
technology that is less power efficient in its design for
data transmission), consuming 4 Wh to transmit 1 GB of

data, i.e., Pconsumed,pathB = 4Wh/GB. The data volume
serviced by BS-B is DVB = 50 GB.

Using the EE formula defined in eq. (43), the EE for
BS-A is computed as

EEBS,A = DVA
Pconsumed,totalA

= 10 GB

50 Wh + 2 Wh/GB · 10 GB
= 0.14 GB/Wh. (46)

Conversely, for BS-B, it is

EEBS,B = DVB
Pconsumed,totalB

= 10 GB

50 Wh + 4 Wh/GB · 50 GB
= 0.2 GB/Wh. (47)

Despite being less efficient in transmitting data, BS-B is
evaluated as more energy-efficient (e.g., having a higher data
volume per energy) than BS-A according to the EE metric
in eq. (43).
This EE metric produces a misleading result because it

depends on the traffic load at which it is measured rather
than on the power efficiency of the equipment. For example,
if BS-A were more heavily loaded, it would appear to
be much more energy efficient. In more detail, the issue
arises because BS-A handles a low data volume, and under
such conditions, the total consumed power is significantly
influenced by the non-path power consumption, which is
not related to the actual energy efficiency of source-to-sink
transmission. Consequently, the true transmission efficiency
is obscured by the specific power level (e.g., loading)
considered in the EE metric. In contrast, BS-B handles a
large data volume, which dilutes the relative impact of its
substantial per-GB data transmission energy cost.
This example reveals a critical flaw: the standard EE

metric can be skewed by data volumes, making BSs appear
more energy-efficient simply because they transmit more
data, not because they use energy more judiciously. This
can lead to incorrect optimization decisions, particularly
in network load balancing scenarios, where traffic might
be inappropriately offloaded to less efficient BSs under
the guise of improving energy efficiency. In essence, the
current EE metrics cause operators to continue to use less
energy-efficient, older technology, and this lack of energy
efficiency may explain the slow rollout of 5G. Indeed, 69%
of the operators interviewed during the GSMA Intelligence
Workshop Operator Survey 2024 [14], indicated that, despite
5G’s theoretical energy efficiency being well known, carriers
were not able to perceive short-term benefits from 5G NR
on overall energy efficiency,
The same problems are observed at a larger scale by

analyzing two BSs and two networks operating in distinct
traffic conditions. An example of such inaccurate energy effi-
ciency evaluation is reported in Table 2, where Network A is
composed of products from an old generation, while Network
B is built with new and more energy-efficient components.
Indeed, Network B provides much higher spectral efficiency
and downlink user throughput than Network A (21.6 vs. 6.1
Mbps). However, since the time on the market of Network A
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TABLE 2. Network comparison based on standard EE and related flaws.

is greater than Network B, the first is characterized by legacy
installation and a larger data volume in the existing network
deployment. Moreover, the two networks have similar energy
consumption (measured in kW/day), which leads to better
EE for Network A when using the ETSI network EE [23],
defined in (45). Looking at this network EE metric from
ETSI, a mobile network operator may choose to shut down
Network B to reduce its energy consumption and move
the traffic from Network A to Network B. Such decision
would lead to poor performance, i.e., the less-spectral-
efficient Network A load would be excessively large thereby
degrading the user throughput, while the operator thinks,
incorrectly, it is being more energy efficient. Indeed, a better
approach would be to shut down Network A, and take
advantage of the better spectral efficiency of Network B
and better EE (as shown by the use of W in Section V),
to deliver high user throughput with a limited increase in
energy consumption for much greater data throughput.
In contrast with existing standard metrics, the Waste

Factor has notable advantages. First, W is easy to interpret
as the energy waste of transmitting a signal along a
source-to-sink chain, or any subset of the chain. Since
W is independent of the transmitted data load (e.g., the
power needed to send a signal) and is also independent
of the non-path energy consumption, it allows for fair and
clear comparisons between different traffic-carrying systems
operating in distinct environments and operating conditions.
An example is reported in Fig. 10, which compares the ITU
SG5 EE metric defined in eq. (42) with W in assessing
the sustainability of a RU. Notably, the ITU SG5 energy
efficiency metric varies with the operating scenario; the
higher the output power, Psignal, the greater the apparent
energy efficiency. However, W, which focuses solely on
the energy consumed in the signal path and disregards
both the particular signal levels and the non-path power,
remains unaffected by changes in Psignal and by traffic load,
thereby laying bare the true energy efficiency in source-to-
sink communications without dependence on the power (e.g.,
traffic) operating point.
Finally, W is proposed as a unified metric to assess

the end-to-end transmission and reception from the energy
perspective, including the impact of the wireless channel
and of the user equipment, thereby allowing a unified, har-
monious energy efficiency metric for the network, site, and
RU components over widely varying operating conditions
and propagation environments. To this end, in the following
subsections, we use the fundamentals of the Waste Factor

FIGURE 10. Comparison of energy efficiency for a RU as defined in ITU [26] (which
varies with traffic or output power) and the corresponding Waste Factor (which is
independent of output power) at different output power levels, Psignal.

theory to derive the Waste Factor for all passive and active
components of the RAN, followed by the derivation of the
Waste Factor for RUs and UEs.

D. WASTE FACTOR OF PASSIVE COMPONENTS
In this section, we discuss W related to passive components
found in RU and UE shown in Fig. 9. For any passive
element, let Pin denote the input power and Psignal,out = Pout
the output power. The loss within the passive element is
thus represented by Pnon-signal = Pin − Pout. Accordingly, W
of such a passive element can be mathematically expressed
as [28]

W = Pnon-signal + Psignal,out
Psignal,out

= Pin − Pout + Pout
Pout

= Pin
Pout

= L. (48)

Eq. (48) underscores how W is equivalent to the loss factor
L of the passive element. In essence, W directly reflects the
efficiency loss in passive elements, indicating that for passive
components, W and the loss are identical concepts [28].

1) PASSIVE RF MIXERS

The performance efficiency of passive radio frequency (RF)
mixers is significantly impacted by their inherent losses,
predominantly characterized by conversion and insertion
losses.
The conversion loss, denoted by Lcon, is a critical measure

that quantifies the diminution in signal power resulting
from the frequency translation process, specifically from the
RF input signal to the intermediate frequency (IF) output
signal [42]. The conversion loss parameter is routinely
documented within the datasheets of mixers, indicating its
importance in assessing mixer performance. The conversion
loss is mathematically defined as

Lcon(dB) = 10 log10

(
PRF
PIF

)

, (49)
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where PRF represents the power of the input RF signal, and
PIF denotes the power of the output IF signal, with the loss
expressed as a positive number in decibels (dB).
Insertion loss, symbolized by Lins (dB), encapsulates the

signal power dissipation incurred due to the integration of the
mixer within the signal path, and encompasses the detriments
attributable to impedance mismatches and parasitic effects
inherent to the design and operation of the mixer. The
aggregate loss experienced by the signal as it traverses
through the passive mixer can be articulated as follows

LMix (dB) = Lcon (dB) + Lins (dB). (50)

Accordingly, the overall efficiency or W of passive mixers,
encompassing both conversion and insertion losses, can be
represented by

WMix (dB) = LMix (dB) = −GMix (dB). (51)

We classify the LO as a non-path component and when
calculating the total power consumption, the power utilized
by the LO is considered in Pnon-path and incorporated into the
overall consumed power (Pconsumed,total) using (4), ensuring a
comprehensive assessment of energy use within the system.

2) PHASE SHIFTER

The Phase shifter is another crucial component along
the signal path, as it must provide precise phase control
without introducing significant losses. Reflection loss is one
such parameter that demands attention; it is quantitatively
assessed by the voltage standing wave ratio (VSWR), which
indicates impedance mismatch. Defined as the ratio of
the maximum to the minimum voltage of the standing
wave along the transmission line, VSWR facilitates the
calculation of the reflection coefficient, �, through the
relationship � = (VSWR − 1)/(VSWR + 1). The reflection
loss in decibels (dB) is subsequently determined as Lreflect =
−20 log10 |�| [43]. The reflection loss metric is imperative
for ensuring efficient power transfer and minimizing signal
degradation across the transmission, from the mixer to the
power amplifier. However, total loss, denoted as LPS (dB),
includes not only reflection loss, Lreflect (dB), but also
insertion loss, Lins (dB), which represents the intrinsic power
loss through the phase shifter and transmission medium [44].
Thus, the total loss (gain) of a phase shifter can be expressed
as

LPS (dB) = −GPS (dB) = Lreflect (dB) + Lins (dB). (52)

Based on the analysis of passive components, as derived
from (70), we see that WPS = LPS.

3) ANTENNA

The passive antenna is a critical component for the efficiency
and performance of the communication system. The radiation
efficiency, denoted as ηrad, quantifies the capability of the
antenna to convert input RF power, Pin, into radiated power,
Prad. However, total antenna efficiency is a broader concept

that encompasses radiation efficiency while also accounting
for additional losses such as impedance mismatches and I2R
losses (conduction and dielectric) within the structure of the
antenna.
Impedance mismatch loss arises when the impedance of

the antenna ZAnt fails to align with the output impedance of
the transmitter or receiver Zout, leading to power reflection.
The mismatch can be quantified by the VSWR, leading to
a reflection coefficient defined as

� = ZAnt − Zout
ZAnt + Zout

= VSWR − 1

VSWR + 1
. (53)

The VSWR, a significant metric found in antenna datasheets,
reflects the degree of impedance mismatch, influencing the
efficiency of RF power transfer. In particular, the VSWR is
integral for evaluating antenna performance, facilitating the
computation of mismatch loss

Lmismatch = 1 − |�|2. (54)

Combining antenna radiation efficiency and mismatch
gives a comprehensive view of the antenna efficiency

ηAnt = ηrad ·
(

1 − |�|2
)
. (55)

Finally, W for the antenna can be derived as the reciprocal
of the overall antenna efficiency

WAnt = 1

ηAnt
= 1

ηrad · (1 − |�|2) . (56)

E. WASTE FACTOR OF ACTIVE COMPONENTS
This section analyzes W associated with active components
found in the RU and UE of Fig. 9. Define PDC as the
power consumed from the direct current (DC) source, Pin
as the input power to the active element, and Pout as the
output power from the active element. The increment in
signal power facilitated by the active component, known as
the added signal power, is thus calculated as Padded-signal =
Pout −Pin. Consequently, the power that does not contribute
to signal amplification is wasted power (see eq. (4) and
eq. (5)), referred to as non-signal power, determined by
Pnon-signal = PDC − Padded-signal. W of the active component
is thus defined as [28]

W = Pout + Pnon-signal
Pout

= Pout +
(
PDC − Padded-signal

)

Pout

= Pout + PDC − (Pout − Pin)

Pout
= PDC + Pin

Pout
. (57)

1) DAC

DACs are essential for transforming digital signals into
analog signals. DACs take a digital signal as input that
is registered internally [45]. Thus, it does not directly
participate in the signal cascade (the digital data applied to
the DAC may be viewed as an input source to a cascade, as
shown in Fig. 2). The power consumption for DACs can be
expressed as [46]

PDAC = β(Ps + Pd), (58)

4852 VOLUME 5, 2024



where Ps is static power, Pd is dynamic power, and β is
a correcting factor to incorporate second-order effects [46].
Such power consumption can be easily found in the datasheet
of any DAC.
Based on eq. (57), W for a DAC, assuming linear

operation, can be defined using (3)

WDAC = PDAC
Pout

, (59)

with Pout denoting the power of the analog output signal,
which can be calculated based on the output voltage and
current of the DAC.
It is crucial to note that DAC technical datasheets often

additionally report the power efficiency metric, computed
as ηDAC = Pout/PDAC. Consequently, WDAC can also be
computed as the reciprocal of the power efficiency as given
in the DAC datasheet

WDAC = 1

ηDAC
= PDAC

Pout
. (60)

In the analysis of DAC gain, we assume linearity, negating
any signal distortions due to Integral Nonlinearity (INL) or
Differential Nonlinearity (DNL) errors, as detailed in [47].
Consequently, we consider the gain of the DAC to be 1,
indicating no discrepancies between the digital and analog
domains. Time averaging of the various power levels over
the range of digital inputs, or creating a common definition
such as the maximum amplitude output [28] may be used
to further define W for DACs.

2) ADC

ADCs transforms analog signals into the digital domain and
is usually at the last stage before the sink at a receiver.
Normally, a device closest to the sink will have a great impact
on receiver efficiency (see (18)). The power consumption
of ADCs, associated with their operational characteristics, is
computed in [48] as

PADC = FoM · fs · 2n, (61)

where fs is the sampling frequency, n is the bit resolution,
and FoM represents the ADC Walden’s figure of merit [49],
also referred to as the energy per conversion step. The power
consumption of an ADC, PADC, is defined as the total power
consumption in datasheets, and since the power consumption
is not related in a linear way to the input power, we may treat
PADC as part of the non-path power, PADC ⊆ Pnon-path. Here,
we assume the ADC operates in its linear range with a linear
transfer function [47], and this assumption is crucial as it
ensures that there are no errors in the conversion from analog
to digital signals that could affect the power consumption
estimation of ADC.
In Fig. 11, the acquisition phase of a sample-and-hold or

a charge redistribution Successive Approximation Register
(SAR) ADC is depicted. The input to the ADC sees a DC
block capacitor–electrical short at high frequencies–and a
matched resistor, underscoring the premise that the ADC

FIGURE 11. Schematic of the ADC acquisition phase, illustrating the assumption of
impedance matching in the final stage [50].

presents a perfectly matched impedance at the final stage
and thereby validating its categorization as a non-path power
component. For analysis of signal-path power consumption
using W, here we assume an ADC may be replaced by an
ideal wire (e.g., it is ignored for the value of W for the
cascade in eq. (18)).

3) POWER AMPLIFIER

Power Amplifiers enhance signal power, which is crucial
for applications requiring signal transmission over lossy
channels.
W for a PA is given by

WPA = PDC + Pin
Pout

, (62)

where PDC is the power consumed by the PA, Pin represents
the input power to the PA, and Pout is the output power
delivered by the PA to the load.
The PA efficiency, often referred to as the total power-

added efficiency (PAE), is a key parameter providing a
comprehensive measure of how a PA converts supplied power
into usable output power. The PAE is traditionally [51]
defined as

PAE = ηPA = Pout
PDC + Pin

. (63)

Note from (3) the inverse relationship betweenW and (63).
A superior PAE correlates with a diminished W, highlighting
the operational energy efficiency of the amplifier.
An alternate definition of PAE was introduced by Walker

in 1993 [52] and is presented as

PAE#2 = Pout − Pin
PDC

. (64)

This alternative definition of PAE#2 is shown to be related
to W in [28] as

W = 1

PAE#2

[(

1 + Pin
PDC

)(

1 − 1

G

)]

. (65)

Importantly, the widespread use of PAE as a figure of merit,
typically reported in datasheets, and its direct relation with
W, simplify the process of evaluating W of the amplifier.

4) LOW NOISE AMPLIFIER

LNAs are pivotal in enhancing weak signals with minimal
noise addition, playing a critical role in preserving the
integrity of signals in sensitive receiving equipment. Distinct
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from PAs, LNAs exhibit unique power consumption charac-
teristics at low input signal levels, as delineated in [53]. Their
power consumption does not exhibit a linear relationship
with input power. Within certain power ranges, LNAs
maintain consistent gain and efficiency, which translates
into a stable quiescent power consumption that is vital for
their operational performance [54]. The methodology for
calculating LNA power consumption, PLNA, is provided
in [55] as

PLNA = G

FoMLNA(F − 1)
, (66)

where FoMLNA signifies the Figure of Merit for LNAs [56],
and F represents the Noise Factor. This eq. (66) is commonly
employed for evaluating the power consumption of LNAs.
Reference [22] posits that WLNA = 1, suggesting a

constant DC power consumption by the LNA, leading to
an approximation where PLNA ≈ PDC (e.g., modeled as a
high gain ideally efficient amplifier). Such an assumption
is valid for LNAs operating near saturation but not within
their entire linear range. The calculation of WLNA integrates
eqs. (2), (57), and (66)

WLNA = Pin + PDC
Pout

= PLNA
Pout

= G

FoMLNA(F− 1)Pout

= G

FoMLNASNRin(F − 1)GNin

= G

FoMLNASNRinPadditive-noise
, (67)

where SNRin = Pin/Nin = Pout/(GNin) denotes the input
Signal-to-Noise Ratio. Typically, WLNA approaches unity
under standard operational conditions, as shown in eq. (67).
It is important to note that the power consumption of LNAs
is generally minuscule when compared to other components,
and the large gain of LNAs, can be shown in eq. (18) to
minimize the impact of overall W of cascade components
when moving closer to the source [28].

F. ANALYZING QUIESCENT POWER IN AMPLIFIERS
Active components like PAs and LNAs, require a DC
power supply for operation. Specifically, Class AB PAs, a
prevalent choice in such systems, exhibit variable DC power
consumption (PDC), a detail typically specified in datasheets.
The PDC of these amplifiers adjusts in response to the input
power. Through the examination of DC voltage, current,
and power dissipation metrics, the waste factor W can be
determined using either (62) or (65) or measured in situ
using an agreed-upon standard or average value range (see
Fig. 12).
When amplifiers operate in a quiescent or static state—

be it standby or “off” modes—they consume power without
facilitating signal amplification or signal transfer. Such
consumption, termed quiescent or static power, remains
substantial for a PA in the absence of signal output. In the
quiescent state, deemingW = ∞ from (3) as a representation
for active components in standby mode is impractical. It

becomes evident that the quiescent power for devices that
are not actively amplifying should be categorized as non-
path power, allowing for an accurate depiction of the system
total power usage in (4) that includes stand-by power. Thus,
linear amplifiers have a designatedW during their operational
state, with quiescent power consumption falling under the
non-path category, denoted as Pquiescent ⊆ Pnon-path.

Incorporating quiescent power into Pnon-signal would be
misleading, as it would suggest null total power usage in
the absence of an output signal, which contradicts the actual
power dynamics. Consequently, it is imperative to treat the
quiescent or static/stand-by power of a PA as non-path power
to ensure an accurate assessment of a system overall power
consumption along an active signal path. Our analysis on
LNA and PA further illustrates how W is applicable to a
wide range of transmission schemes, including single carrier,
OFDM, and carrier aggregation.

G. WASTE FACTOR OF THE WIRELESS CHANNEL
In wireless communication systems, the concept of W for
a channel within a cascade is critical to comprehensively
understanding the efficiency of data transmission processes
(e.g., as in Section III). Let us consider a scenario where
the power transmitted from the source is denoted as PTX,
and the power received at the receiver is PRX. The PL of a
lossy channel, defined as LC = PTX/PRX, inversely relates
to the channel gain, expressed as GC = PRX/PTX = L−1

C .
Assuming the ith stage of a cascaded system represents a

wireless channel, the signal power at this stage, Psignali , is
derived as follows

Psignali = GCPsignali−1
, (68)

where Psignali−1
corresponds to the output power of the

transmitter PTX, and Psignali equates to the input power at the
receiver PRX. Consequently, the non-signal power Pnon-signali
at this stage, representing the fraction of transmitted power
that is not successfully received, can be formulated as

Pnon-signali = (1 − GC)Psignali−1
, (69)

where 1 −GC quantifies the proportion of the signal power
lost due to various factors such as attenuation, scattering,
and absorption in any type of channel (e.g., optical, copper,
wireless, sonar, etc.). Thus, multiplying 1 −GC by Psignali−1

yields the amount of power dissipated (e.g., wasted) during
transmission.
Waste Factor for the lossy channel can be calculated using

eq. (68) and (69)

WC = Psignali + Pnon-signali
Psignali

= GCPsignali−1
+ (1 − GC)Psignali−1

GCPsignali−1

= 1

GC
= LC. (70)

Notably, unlike electrical devices, a lossy channel does
not have a non-path power component (Pnon-path), rendering
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it akin to a passive attenuator [28]. Therefore, W for a lossy
channel (WC) is equivalent to that of a passive attenuator
(Watten = Latten). The above demonstrates that WC for a
wireless channel is inherently related to the PL of the channel
(LC).
Considering the antenna gains at both the transmitter and

receiver completes our understanding of W for a wireless
channel. Let Gant

TX and Gant
RX represent the antenna gains at

the transmitter and receiver in absolute (not dB) values,
respectively. These gains improve the effective signal power
and are typically greater than 1 (or 0 dB). The effective PL,
LeffC , considering the antenna gains, is defined as

LeffC = LC
Gant
TXG

ant
RX

,

LeffC (dB) = LC(dB) − Gant
TX(dB) − Gant

RX(dB), (71)

where LC is the PL of the wireless channel without
considering the antenna gains. Consequently, Weff

C , which
now includes the effect of antenna gains, is recalculated as

Weff
C = 1

Geff
C

= LeffC = LC
Gant
TXG

ant
RX

. (72)

The formulation of Weff
C demonstrates that the waste factor

for a wireless channel, when factoring in the antenna gains,
corresponds to the effective path loss (PL). The definition of
effective PL is crucial for modeling the channel efficiency
of a source-to-sink cascade.

H. WASTE FACTOR OF RAN
Referring to Fig. 9, we now use the Waste Factor theory
to model the energy efficiency of the Radio Unit (RU),
which comprises a DAC, a mixer, NTX phase shifters (PSs),
NTX PAs, and NTX antennas. We model the RU setup as a
SIMO system and calculate the overall Waste Factor using
the method outlined in Section III. Each parallel cascade in
the RU includes a PS, a PA, and an antenna. We assume that
each parallel cascade in the RU is constructed with equivalent
components, thus having the same Waste Factor. The power
outputted by the ith antenna of the RU, Pt,i, is assumed to be
the same for each antenna, i.e., Pt,i = Pt ∀i. For simplicity,
we consider non-coherent combining here, but the approach
for coherent combining discussed in Section III can also be
applied.
Given the aforementioned assumptions, W for the parallel

structure of PSs, PAs, and antennas of the RU depicted in
Fig. 9, simplifies to

WRU
M‖ =

∑NTX
i=1 Pt,i ×

(
WAnt + WPA−1

GAnt
+ WPS−1

GPAGAnt

)

∑NTX
i=1 Pt,i

= WAnt + WPA − 1

GAnt
+ WPS − 1

GPAGAnt
. (73)

Next, we determine the waste factor of the cascade
comprising the DAC and the mixer of the RU

WRU
0 = WMix + WDAC − 1

GMix
. (74)

Subsequently, the overall waste factor of the RU, compris-
ing the DAC, the mixer, and the parallel structure of PSs,
PAs and antennas, is calculated as

WRU = WRU
M‖ +

(
WRU

0 − 1
)

GRU
M‖

= WAnt + WPA − 1

GAnt
+ WPS − 1

GPAGAnt

+ WMix − 1

GPSGPAGAnt
+ WDAC − 1

GPSGPAGAntGMix
. (75)

The WRU in eq. (75) succinctly quantifies the power
efficiency of the transmitter cascade by accounting for W
of each component. This insight is pivotal for pinpointing
inefficiencies and boosting the energy efficiency of RF trans-
mission systems. Emphasizing efficient component selection
and strategic design minimizes power waste, enhancing
overall system performance. Following this approach, we
extend our analysis to include Waste Factor for the receiver
(WUE) shown in Fig. 9, ensuring a comprehensive evaluation
of both transmitting and receiving ends of communication
systems for improved sustainability.
The UE comprises an ADC (treated as a non-path

component as discussed previously), a mixer, NRX phase
shifters, NRX LNAs, and NRX antennas. We model the UE
as a MISO system, where each parallel cascade consists of
a phase shifter, an LNA, and an antenna. Similar to the
RU case, we assume that each parallel cascade in the UE
is constructed with equivalent components, thus having the
same waste factor, and each antenna i of the UE receives the
same power, Pr,i = Pr ∀i. Consequently, W for the parallel
structure of antennas, LNAs, and PSs in the UE, defined in
eq. (23), is simplified as follows

WUE
M‖ =

∑NRX
i=1 Pr,i ×

(
WPS + WLNA−1

GPS
+ WAnt−1

GPSGLNA

)

∑NRX
i=1 Pr,i

= WPS + WLNA − 1

GPS
+ WAnt − 1

GPSGLNA
. (76)

W of the mixer in the UE is formulated as

WUE
N+1 = WMix. (77)

Finally, the overall waste factor of the UE is calculated
by combining the contributions from the mixer and parallel
cascades, leading to

WUE = WUE
N+1 + WUE

M‖ − 1

GUE
N+1

= WMix + WPS − 1

GMix
+ WLNA − 1

GMixGPS
+ WAnt − 1

GMixGPSGLNA
.

(78)

Considering the defined Waste Factor for the RU in
eq. (75), for the wireless channel in eq. (72), and for the UE
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FIGURE 12. Numerical example from [59] showing the power consumed by an RU at
different transmit power levels. Note that the Waste Factor of the RU corresponds to
the constant slope φ. From measurements, W for the RU is equal to the slope of 3.5.

in eq. (78), we see that W of the entire cascade comprising
the RU, the wireless channel, and the UE can be written as

W = WUE + Weff
C − 1

GUE
+ WRU − 1

Geff
C GUE

. (79)

Eq. (79) demonstrates the power of the Waste Factor theory
as it permits energy efficiency analysis of a complete source-
to-sink path, including any type of parallel structure and the
channel.

I. COMPUTING W THROUGH MEASUREMENTS
In certain scenarios, determining the W of systems by
analyzing their internal components on the cascade –as
outlined in eq. (75) and eq. (78) for the RU and UE–
may not be feasible due to insufficient knowledge regarding
the hardware components specifications. Nonetheless, W
is a versatile metric that can also be estimated using a
measurement-based approach to solve (3).

Here we explore the computation of W for an RU
using power consumption measurements. It is important to
note that these measurements can be obtained not only
from laboratory equipment but also from cell-level data
autonomously reported by BSs, as referenced in [57], [58].
Fig. 12 illustrates a numerical example of energy

consumption measurements collected by a RU, adapted
from [59]. In particular, the figure shows the relationship
between the total power consumed, Pconsumed,total, and the
output signal power, Psignal. The dataset described in [59]
includes hourly measurements of energy consumption by
7500 RUs over a period of 12 days from a real network.
Notably, the study in [59] reports only normalized values
of energy consumption, hence the values in Fig. 12 have
been rescaled to represent realistic energy consumption in
Watts, following [60]. A linear fitting technique is employed
to mitigate the impact of noisy measurements, which can
be influenced by operational temperature and tolerances of
hardware components.
The non-path power consumption, which is independent

of the transmitted signal power, is identified as the power

FIGURE 13. Comparative analysis of system waste figure reduction strategies.

consumed when the output signal power transmitted by the
RU, Psignal, is zero. Then, the power consumed along the
RU signal path, Pconsumed,path is determined by subtracting
Pnon-path from the RU measured Pconsumed,total, considering
eq. (4),

Pconsumed,path = Pconsumed,total − Pnon-path. (80)

Finally, the W of the RU is calculated by applying the
definition of W provided in eq. (3),

WRU = Pconsumed,path

Psignal
. (81)

Using eqs. (80) and (81), measurements of the energy
consumed by the RU in Fig. 12 show that the slope of the
total consumed power to delivered output power, φ, is equal
to WRU = 3.5 at all operational regions.

Detailed analysis of the W of each internal hardware com-
ponent, or direct measurement of the energy consumption
of the devices at varying output signal power levels or over
an entire cascade is considered by Waste Factor theory (this
is similar to Noise Factor). This versatility makes W an
invaluable tool in characterizing and optimizing signal path
efficiency thereby reducing energy consumption in practical
engineering applications.

V. ANALYSIS AND RESULTS FOR RAN ENERGY
EFFICIENCY
A. IMPACT OF CHANNEL AND COMPONENTS
CHARACTERISTICS ON RAN POWER WASTE
In the realm of system efficiency analysis, W shows promise
as a unifying metric due to its holistic nature of laying bare
the wasted power along a source-to-sink path. W facilitates
the evaluation of both passive and active components within
the signal path, including the channel, thus enabling a
detailed evaluation of the power waste contribution of each
component to the overall energy inefficiency of the system.
This section presents a comprehensive quantitative eval-

uation of W of the system that encompasses the RU,
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TABLE 3. Parameters of the internal components of the RU and UE.

the wireless communication channel, and the UE. Our
methodology for evaluating the waste factor integrates a
detailed analysis of the constituent components within both
the RU and UE, building upon the foundational frameworks
outlined in Sections IV-D and IV-E (e.g., the mathematical
formulations presented in eq. (75) and eq. (78) to compute
W for the RU and UE, respectively).
The specific Waste Factors for both the RU and UE

components are reported in Table 3. Through evaluation
of (75), the RU exhibits a waste factor of 3.5, whereas the
UE is characterized by a significantly higher waste factor
of 18.6. Casual survey of actual equipment and their power
efficiency confirms that these values are reasonable.
Referencing Fig. 13, the analysis using

eqs. (72), (75), (78), (79), and Table 3, reveals the Waste
Factor of the wireless channel is a dominant factor
influencing the overall inefficiency of the system. The
observed linear correlation between the W of the channel
and the overall system indicates the paramount importance
of minimizing the channel losses between the RU and UE
to obtain improved energy efficiency. This motivates small
cells for a future direction of sustainable wireless networks.
Given the practical challenges associated with reducing

channel losses, alternative approaches must be explored to
reduce energy wastage across the signal path. By examining
the key variables in (79), it is clear that strategic improve-
ments on W of the RU, WRU, W of the UE, WUE, and the
gain of the UE, GUE, present the most viable avenues for
enhancing the system efficiency if channel losses cannot be
improved upon. Accordingly, we now explore the impact of
three distinct strategies:

• Halving the Waste Factor of RU, WRU
• Halving the Waste Factor of UE, WUE
• Doubling the gain of UE, GUE

The outcomes of these strategies are visually depicted in
Fig. 13. Reducing by half the waste factor of the RU, WRU,
results in a significant decrease of 3 dB in W for the system
(e.g., doubling of the energy efficiency). Similarly, replacing

the baseline LNA with a gain of 20 dB with a more advanced
LNA exhibiting a gain of 23 dB, thus doubling the UE gain,
leads to an identical decrease of 3 dB in the overall W of
the system (for a fixed SNR at the UE).
In contrast, reducing the W of the UE by 50% achieves

only minuscule improvements in overall system energy
efficiency (a tiny fraction of a dB). These results highlight
that the most effective approach to enhance the overall
source-to-sink W involves acting on either the W of the RU
or the gain of the UE or increasing channel gain [28].

B. COMPARISON OF RU POWER WASTE USING W
In this section, we assess W of two distinct RUs through
measurements, as shown in Section IV-I.

Following the methodology depicted in Fig. 12, we quan-
tify the Waste Factor by measuring the power consumption,
denoted as Pconsumed,total, of each RU across a range of output
power levels, Psignal,out. The non-path power consumption,
Pnon-path, which remains invariant with changes in the
output signal power, is ascertained at a zero output signal
condition (Psignal = 0). Conversely, the power consumed
on the signal path, Pconsumed,path, is derived from eq. (4),
i.e., Pconsumed,path = Psignal + Pnon-signal = Pconsumed,total −
Pnon-path.
Subsequent measurements indicate that both RUs deliver

an output signal power of Psignal = 120W and have a
power consumption of Pconsumed,total = 500W. However,
distinctions emerge in their non-signal and non-path power
consumption; RU-A consumes Pnon-signal = 240W and has
non-path power of Pnon-path = 140W, whereas RU-B exhibits
values of 300W and 80W for Pnon-signal and Pnon-path,
respectively.
When adopting the energy efficiency metric for the RU

defined by ITU in [26] and presented in Section IV-B (see
eq. (42)) we obtain the same energy efficiency values for
both RUs

EERU,A = EERU,B = Psignal
Pconsumed,total

= 120

500
= 24%. (82)

However, W, which provides insight into the efficiency of
power conversion into useful signal transmission, differs
between the two

WA = Pnon-signal + Psignal
Psignal

= 240 + 120

120
= 3, (83)

WB = Pnon-signal + Psignal
Psignal

= 300 + 120

120
= 3.5. (84)

From this analysis, it becomes clear that although RU-
A and RU-B display identical EE values using the ITU
energy efficiency metric, RU-B wastes less power in signal
transmission, due to its enhanced ability to convert power
into useful data transmission. This difference highlights the
limitations of relying solely on the EE metric defined by
ITU [26] to evaluate the energy performance of an RU.
The EE metric in [26], while commonly employed, only
considers the total energy consumed by the RU, ignoring
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FIGURE 14. Optimal energy strategy based on Rate and Waste Factor.

variations and dependencies inherent in the definition over
operational conditions and differences in equipment types.
Such oversight leads to the erroneous conclusion that RU-A
and RU-B are equally energy efficient. It should be clear that
the introduction and analysis of W clearly demonstrate that
the two RUs are not equivalent, underscoring the importance
of incorporating W for a more accurate assessment of the
RU energy performance.

C. WASTE FACTOR: A KEY VALUE INDICATOR FOR
SUSTAINABILITY AND OPTIMIZATION
As demonstrated in Section IV-C, W offers a significant
advantage over existing standard EE metrics from ITU,
ETSI, and 3GPP because W is unaffected by traffic load
variations at which it is quantified. This unique characteristic
of W through the parsing of signal path and non-signal
path energy consumption, and the partitioning of quiescent
or static/stand-by power from energy consumed during
information flow, enables a more accurate assessment of
the efficiency of RUs for data communications. Currently,
EE metrics need to be frequently recalculated to evaluate
the efficiency of RUs under varying traffic conditions. In
contrast, each RU has a unique W determining the intrinsic
energy efficiency in data transmission. The nature of W has
a substantial impact on network optimization and provides
mobile network operators with a means to identify less
efficient RUs independent of their operating condition. For
instance, these inefficient RUs can be replaced with more
energy-efficient hardware or can be shut down during low-
traffic periods, with users being transferred to more efficient
RUs (e.g., with lower W). Moreover, W, when coupled with
other relevant network Key Performance Indicators (KPIs) or
Key Value Indicators (KVIs), offers a powerful tool to drive
decision-making strategies that improve the energy efficiency
of any communication network.
Fig. 14 shows the best decision to improve the energy

efficiency (i.e., decrease the energy consumption or increase
the rate) in different operational conditions in terms of
carried traffic (e.g., data rate) and W. The operational
conditions are divided into four regions, according to the low

FIGURE 15. Optimal energy strategy based on Consumed Power and Waste Factor.

or high level of data rate and W. Importantly, each region
can be mapped to a general energy-optimized strategy.

• (High) Rate, (Low) W: Ideal scenario because high
transmission rate is combined with a low W, indicating
efficient energy use during signal transmission.

• (High) Rate, (High) W: While the transmission rate
is high, W is also elevated, indicating a significant
energy consumption for signal transmission. A viable
approach to reduce energy consumption is to reduce the
transmitted power (for instance, by activating energy-
saving methods that aim at reducing the transmit
power scheduled to the UEs, thus reducing energy
consumption).

• (Low) Rate, (Low) W: The transmission rate is low but
with a minimal W, suggesting low energy consumption
for signal transmission. The low waste factor presents
an opportunity to improve the transmission rate by
either increasing the transmit power or expanding the
bandwidth of the cell since the hardware is energy
efficient given a low W.

• (Low) Rate, (High) W: This scenario is the least
desirable as it combines a low transmission rate with a
high W, leading to extremely inefficient energy use. The
best approach to reduce RU energy consumption is to
deploy more sustainable hardware –equipment having
a smaller W– or design smaller cell sizes to enhance
channel conditions in order to reduce the Waste Factor
of the channel, WC, thereby reducing the need for high
transmission power.

Similarly, Fig. 15 shows the best decisions to improve
the energy efficiency (i.e., decrease the energy consumption
and/or increase the rate) in different operational conditions
in terms of consumed power and W.

• (Low) Consumed Power, (Low) W: Ideal situation,
indicating efficient energy usage with minimal waste.

• (High) Consumed Power, (Low) W: Despite high power
consumption, the low W indicates efficient energy
conversion into a transmitted signal. Energy-saving
efforts should, therefore, focus on reducing non-path
power consumption, which can be achieved through
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implementing shutdown mechanisms[59], [61] or using
less quiescent power consumption, and more efficient
cooling or power conversion within the infrastructure.

• (Low) Consumed Power, (High) W: Although the
overall power consumption is low, the high W suggests
inefficiency in energy used for signal transmission.
Improvements can be made by employing equipment
with both lower W and reduced non path energy
consumption, as well as adopting a small-cell approach
to lower overall W of each link.

• (High) Consumed Power, (High) W: This is the least
favorable scenario, characterized by both high energy
consumption and a high W, indicating significant
energy inefficiency. A viable approach to reduce energy
consumption in this scenario is to decrease the transmit
power or replace the RU with more sustainable hardware
that has a smaller W, while reducing cell size.

The discussions and findings presented in Fig. 14 and 15
elucidate how the Waste Factor theory can be effectively
integrated into both the planning and operational phases of
network design. This integration is particularly useful for
making informed decisions regarding capital expenditures
and managing daily or real-time operations. Moreover, the
real-time adaptability of W, potentially enhanced through
AI/ML technologies at the component, subsystem, or RAN
level, further underscores its utility in optimizing network
efficiency. The application of W is thus not only a theoretical
construct but a practical tool in the ongoing pursuit of
network optimization.

D. ASSESSING THE ENERGY EFFICIENCY OF
DISTRIBUTED MU-MIMO SYSTEMS USING W
In this section, we use the Waste Factor to assess and
compare the energy efficiency of simulated distributed multi-
user MIMO (MU-MIMO) systems at 3.5, 17, and 28 GHz,
where multiple BSs are assumed to transmit to multiple UEs
in a coordinated manner. The concept of coordinated trans-
mission first appeared in Coordinated Multi-Point (CoMP)
communication, which was initially investigated during the
LTE-Advanced study in 2008 [62] to meet IMT-Advanced
requirements [63]. CoMP was later included as a potential
solution in 3GPP LTE Release 11 [64]. The first BS diversity
CoMP channel measurements at 73 GHz were conducted
in 2018 [65]. In 5G, CoMP has been called distributed
MU-MIMO, where the coordinated transmissions to different
users leverage beam-specific control signals from multiple
BSs simultaneously.
For downlink (DL) transmission, coordinated transmis-

sions from various BSs can significantly boost SNR
performance at the UE, by limiting interference through
joint beamforming. For uplink (UL), multiple BS reception
points can greatly enhance the link performance through
interference cancellation [66], [67]. In the following simu-
lation study, we use W to quantify the energy efficiency
of the entire system considering the DL performance of
a distributed MU-MIMO system with multiple randomly

TABLE 4. Simulation parameters for distributed MU-MIMO using W.

FIGURE 16. An M-input (where M ranges from 1 to 20) and 1024-output distributed
MU-MIMO system (A single path termination model is used to analyze the energy
efficiency of the entire multi-user system using a single metric W ).

distributed BSs and UEs implemented in three different
frequency bands (e.g., 3.5, 17, and 28 GHz). We use a novel
modeling method that exploits MISO and MIMO results
given in Section III.
The analyzed distributed MU-MIMO system includes

1024 UEs, with the number of BSs varying from 1 to
20 over a circular area with a diameter of 2 km. Each
UE has one single antenna receiver within it as shown in
Fig. 16. The positions of UEs and BSs are randomly and
uniformly distributed across the area as shown in Fig. 17,
and all the BSs are connected to a network controller for
joint transmission synchronization [68]. Each BS is separated
from the others by a minimum distance of 200 m, and each
BS provides coverage within a radius of 200 m. This setup
ensures overlapping coverage areas between adjacent BSs,
enabling coordinated transmission across the network. Also,
BSs and UEs heights are assumed to be 15 and 1.5 m above
ground, respectively. This configuration represents a typical
urban microcell (UMi) environment, with a bandwidth of
400 MHz and a NF of 5 dB for each of the UEs. The BS
dynamically adjusts its transmit power to ensure that the
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TABLE 5. Path loss and antenna parameters at three different frequencies for distributed MU-MIMO system of Fig. 16.

FIGURE 17. Base station and user equipment layout with uniformed distribution in a
distributed MU-MIMO system (20 BSs and 1024 UEs).

SNR at each UE is equal to 10 dB. The transmit power
is capped at a maximum of 10 dBm for each BS-UE link,
which restricts some UEs from achieving the desired 10 dB
SNR due to propagation variations. All UEs are able to
obtain 10 dB SNR with 20 BSs in all bands using directional
antennas given in Table 5, and for the nonsensical case of
omnidirectional antennas, simulation results with 20 BSs
show that the transmit power limitation still enables more
than 90% of UEs to achieve an SNR greater than 8 dB at a
carrier frequency of 28 GHz, and this percentage increases
to 95% for 17 GHz, and reaches up to 99% at 3.5 GHz.
Simulation parameters are summarized in Table 4.
A single Waste Factor value for the entire distributed

MU-MIMO system is calculated following the methodology
outlined in Section III-C. In Fig. 16, the BSs shown within
the leftmost dashed box represent the M (range from 1 to
20) BSs used in the simulation, while the UEs shown within
the middle dotted box represent the N UEs (N = 1024),
and each UE is equipped with a single antenna (note: using
eqs. (31) and (35) in Section III, we could easily consider
each of the UE together with the BSs in Fig. 16 being a
MIMO system).
The entire distributed MU-MIMO network can be con-

ceptualized as a three-stage source-to-sink cascade as shown
in Fig. 16, wherein a final-stage imaginary sink is used to
non-coherently combine the output power from all of the
distributed UEs to determine a single “sum of powers” W
value for the entire distributed MU-MIMO system. Such an

approach is novel, yet sensible and convenient, as it permits
a very complex system of many transmitters and receivers
to be characterized by a single, unifying metric, whereby
each element of the network (including all of the devices
and even all of the channels), are assumed to combine in
an imaginary sink. This modeling method enables the total
power consumption and power waste of each element, e.g.,
the additive wasted power of each BS, UE, and channel, to
be conveniently accounted for in Waste Factor analysis with
a single metric that represents the signal-path power waste
of the entire system. In this manner, the absolute and relative
energy waste of any complex communication system with
many users and parallel paths may be carried out with ease
by adopting the Waste Factor theory since each element in
the distributed MU-MIMO system can easily be modeled for
its own energy efficiency.
Now, we consider the channels between the BSs and

UEs shown in Fig. 16. The path loss for each BS-UE
link determines the Waste Factor of the channel. In the
simulated network with parameters shown in Table 4 and
Table 5, the PL between the BSs and UEs is quantified
using the Close-In (CI) free space reference distance
model, which is anchored at a 1 m reference distance.
Omnidirectional path loss models for 3.5, 17, and 28 GHz
wireless channels adopted in the simulation are derived from
extensive urban propagation studies conducted by various
research groups [69], [70], [71]. The channel parameters,
including the Path Loss Exponent (PLE, denoted as n) and
large-scale shadow fading standard deviation (σ ) [72], and
directional antenna gain for these frequencies are compiled in
Table 5.

Simulations were conducted of the distributed MU-MIMO
network illustrated in Fig. 17, utilizing both omnidirec-
tional and directional antennas. The omnidirectional scenario
assumes isotropic radiation for both BS and UE antennas,
with a nominal gain of 0 dB, emitting signals uniformly in
all directions. It is noteworthy that 0 dB gain antennas are
not deployed in practice. However, they persist in theoretical
system analysis results from researchers due to a naive,
erroneous, and persistent lack of understanding regarding
the practical physical implementation of antennas and the
fact that practical modern wireless antennas always have
directivity and gain, which both increase by the square of
increasing frequency.

We also considered the more reasonable and practical
scenario where directional antennas at both the BS and UE
are used, and where we assumed the best and proper pointing
directions are found from beam steering protocols and the
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LOS Omni PL mode was used. We further assumed that
for each three frequency bands, the antennas maintained a
physical size that was static, such that a constant physical
area across all studied frequencies was assumed, as is done
in practice. Our simulations assumed physical dimensions of
1 m × 1 m for the BS antennas and 3 cm × 3 cm for the
UE antennas, with an assumed antenna efficiency of 80% at
all three bands of study [37], [73].
The antenna gains GAnt for the directional and omni-

directional transmission across various frequencies are
summarized in Table 5. Antenna gains for each BS and UE
are calculated using

GAnt(dB) = 10 log10

(
4πηAntAp

λ2

)

, (85)

where ηAnt is the antenna efficiency, Ap is the physical area
of the antenna, and Ae = ηAntAp is the effective antenna
aperture. The term λ = c/f represents the wavelength, which
varies inversely with the carrier frequency f , and where c is
the speed of light c = 3 × 108 m/s [74].
To determine the W and total power consumption of

the entire distributed MU-MIMO network composed of M
BSs and 1024 UEs, we first determine the W for each BS
and UE separately using eqs. (75) and (78), respectively.
Based on the detailed gain and efficiency and DC power
consumption from data sheets of real-world components,
we apply equations (48) and (57) for passive and active
components in the RAN system given in Section IV, and (18)
to compute the Waste Factor for a UE and BS, and we
assume all BSs have identical WBS = 15 and GBS = 30 dB,
and that all 1024 UEs have the same WUE = 33 and
GUE = 11 dB. Also, we assume that the non-path power for
each BS is PBSnon-path = 140W (consistent with the values
used in Section V-B), and the non-path power for each UE
is PUEnon-path = 1W, which is a typical value since the display
and the processor of the UE will averagely consume around
1 W [75]. All channels shown in Fig. 16 are different and
yield different values of WC based on the simulation of the
propagation, but we dynamically adjust the transmit power
in the simulation (to model distributed MU-MIMO) for each
of the parallel BSs to achieve a 10 dB SNR at the input
of all UEs, however, in some cases, unrealistic propagation
conditions for omnidirectional antennas do not allow all UE
to achieve a 10 dB SNR as the BSs transmit power is limited
to 10 dBm for each BS-UE link.
Considering the distributed MU-MIMO system shown in

Fig. 16, a sub-system comprising of M BSs from the leftmost
box and one UE in the middle box can be considered a
MISO system. The entire distributed MU-MIMO system in
Fig. 16 can thereby be considered a parallel system of several
MISO networks where each UE is the single output terminus
of all BS transmitters that are simulated to be within and
serving the 200 m range of the UE, as shown in the MISO
architecture of Fig. 4. This same approach is applied over
all 1024 UEs for the particular serving BSs within 200 m
range (note that here we have assumed each UE has a single

antenna, but we can also assume each UE could be equipped
with multiple antennas, then each system involving multiple
BSs and one UE can be considered as a MIMO system
as shown in Section III. The input power at each UE can
be calculated using coherent or non-coherent combining, as
described by equations (33) and (28) ). For the nth UE in
Fig. 16, we compute the Wn

M|| for the MISO system that
consists of parallel BSs and channels (see the leftmost dashed
box of Fig. 16) that transmit to the input of each of the
UEs using (23). By repeating the above step for every UE,
a value of Wn

M|| is computed for each UE using eq. (23),
thereby providing values of Wn

M|| for all of the 1024 MISO
systems in the leftmost dashed box of Fig. 16.
The signal path power consumption of the leftmost dashed

box of Fig. 16, which includes the channels, is then obtained
by multiplying each of the 1024 Wn

M|| of the MISO system
composed of multiple BSs and wireless channels, with the
power received at the nth UE, PRn (it would be easy for
the reader to apply Section III Fig. 7, eqs. (28) and (33)
to handle the input power for each UE that was itself a
MIMO receiver), where we assume non-coherent combining
at the input of each UE (we could also just as easily
have assumed coherent combining at the input of each UE,
as described in Section III). The total signal path power
consumption for the leftmost dashed box in Fig. 16 is
then calculated using eq. (3), where P1

consumed,path is the
sum of the product of received power at each UE (PRn)
and the corresponding waste factor (Wn

M||) for all UEs:

P1
consumed,path =∑1024

n=1 (PRnWn
M||)

Referring to Fig. 16, the distributed MU-MIMO system
is represented as a three-stage cascade. In the initial stage
(leftmost, including the channels), the signal path power
consumption, denoted as P1

consumed,path, is established as
discussed in the above paragraph. We can now compute
the Waste Factor for this leftmost first stage dashed box in
Fig. 16, which involves dividing P1

consumed,path by the total
power received by all parallel UEs (the output power of the
first stage), expressed as P1

signal = ∑1024
n=1 PRn. The formula

is detailed in eq. (86),

W1
MINO = P1

consumed,path

P1
signal

=
∑1024

n=1

(
PRnWn

M||
)

∑1024
n=1 PRn

. (86)

For 1024 spatially distributed receivers represented in the
middle dotted box in Fig. 16, we assume the parallel 1024
UEs and the sink form a MISO system using non-coherent
combining at the input of the sink, as taught in Section III-A.
The Waste Factor for the MISO system of 1024 UEs, WN||,
is obtained by using eq. (23),

WN|| =
∑1024

n=1

(
P2,nWUE

)

∑1024
n=1 P2,n

= WUE, (87)
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FIGURE 18. Waste Figure of the entire distributed MU-MIMO system with different
BS numbers per area of study in 3.5, 17, and 28 GHz DL distributed MU-MIMO system
with (unrealistic) omnidirectional antennas for both BSs and UEs.

FIGURE 19. Total power consumption of the entire distributed MU-MIMO system
with different BS numbers per square kilometer area in 3.5, 17, and 28 GHz DL
distributed MU-MIMO system with (unrealistic) omnidirectional antennas for both BSs
and UEs.

and GN|| can be computed using eq. (41) for non-coherent
combining, which is

GN|| =
∑1024

n=1 (PRnGUE)
∑1024

n=1 PRn
= GUE. (88)

Given the first stage Waste Factor W1
MINO (e.g., the

leftmost box in Fig. 16, which includes all BSs and all
channels), and given WN|| and GN|| for the MISO system
that consists of the parallel 1024 UEs in the dotted box
(e.g., second stage) and the (imaginary) sink of we are able
to compute the Waste Factor for the entire distributed MU-
MIMO system using distributed MU-MIMO system using
eq. (40)

WSystem = WN‖ +
(
W1

MINO − 1
)

GN‖
. (89)

When the overall PL values between the BSs and UEs
decrease, the Wcascade,i in (23) also decreases, and we
observe a reduction in each of the Wi

M‖. As evident from

FIGURE 20. Waste Figure of the entire distributed MU-MIMO system with different
BS numbers per square kilometer in 3.5, 17, and 28 GHz DL distributed MU-MIMO
system with (realistic) directional antennas listed in Table 5 for both BSs and UEs.

equations (86) and (89), the decrease in WM‖ leads to a
decreasing W (and increasing energy efficiency) of the entire
distributed MU-MIMO system. Note that we could have
combined all UEs using MISO coherent combining at the
imaginary sink, but non-coherent seems more practical in
energy analysis as a “sum of powers” for a widely distributed
user base.
Using (89), we can compute the total power consumption

of the system using (4), which is given by

Pconsumed,total = WSystemPSystem,out + PSystemnon-path, (90)

where PSystem,out = GUEP1
signal = GUE

∑1024
n=1 PRn is the

output power from the parallel UEs applied to the imaginary
sink in Fig. 16, and PSystemnon-path = M × PBSnon-path + 1024 ×
PUEnon-path is the non-path power consumption of the dis-
tributed MU-MIMO system. We scale our simulation results
from a π km2 system of Fig. 17 to a standard area of 1 km2,
and the signal-path power consumption is divided by π

(the area of the circle). The total power consumption per
square kilometer is depicted in Fig. 19 with omnidirectional
antennas and in Fig. 21 with directional antennas shown in
Table 4.

Fig. 18 provides incorrect insights because of the use of
0 dB gain antennas at all three simulated carrier frequencies.
At 3.5 GHz, the W of the entire distributed MU-MIMO
network shows a slight decline with an increasing number of
BSs, dropping from around 118 dB to 116 dB. At 17 GHz,
the WFSystem is higher than at 3.5 GHz for the same number
of TXs, due to more pronounced propagation and shadowing
losses. The rate of decrease in the WFSystem initially exhibits
a sharp decline with the addition of BSs; however, this
rate of reduction slows significantly after surpassing a
certain number of BSs. At 28 GHz, WFSystem for small
numbers of TXs is around 132 dB, decreasing only slightly
with increased BS density to 128 dB with 20 BSs. These
results indicate that even with a higher density of BSs,
omnidirectional antennas incur substantial channel losses,
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FIGURE 21. Total power consumption of the entire distributed MU-MIMO system
with different BS numbers per area of study in 3.5, 17, and 28 GHz DL distributed
MU-MIMO system with (realistic) directional antennas listed in Table 5 for both BSs
and UEs.

leading to considerable power wastage. It is noteworthy to
see how a single metric,W, is able to determine the aggregate
power waste for delivering signals through a very complex
multi-user network that includes multiple parallel channels.
It is also clear using eq. (90) that total consumed power is
easily computed using the Waste Factor theory by summing
up the non-path powers of all BSs and UEs to determine the
total power consumption of the entire distributed MU-MIMO
network shown in Fig. 16.
Fig. 19 illustrates the total power consumption of a

distributed MU-MIMO system utilizing omnidirectional
antennas across three carrier frequencies. By aggregating
signal power from 1024 UEs at an imagined sink, and
employing eq. (90), the simulation calculates the total power
consumption of the simulated system.3 The total power
consumption at 3.5 GHz is considerably lower compared to
higher frequencies due to the nonsensical assumption that
omnidirectional antennas are used in all three bands such that
channel loss increases by the square of frequency without any
benefit of channel gain that comes from directional antennas.
Here, we see clearly how the spherical radiation spreading
for omnidirectional antennas [37], [74], [76], [77] include
more propagation loss at 17 GHz, where the total power
consumption is slightly lower than at 28 GHz, but higher
than 3.5 GHz. At 28 GHz, the total power consumption is
the highest among all three frequencies and increases with
the number of BSs and is 30% higher than at 3.5 GHz with
20 BSs.
Fig. 20 illustrates a more realistic mobile scenario where

WFSystem is computed for a distributed MU-MIMO system

3In the assessment of energy efficiency using W, it is essential to clarify
the relationship between power (P) and energy (E). The relationship between
these quantities over a unit of time T in seconds is given by E (Joules)
= P (Watts) × T (s). In the context of our study, this implies that power
efficiency and energy efficiency can be considered synonymous over a fixed
time period. This clarification ensures that our analysis of true power levels
over space (W/km2) is well-grounded and accurately interpreted.

using directional antennas. Here, the WFSystem is remark-
ably reduced for all three bands as compared to Fig. 18,
demonstrating how antenna gains yield less lossy channels
that offer dramatic power savings and improved energy
efficiency as compared to the omnidirectional systems.
WFSystem at 3.5 GHz, though reduced compared to the
omnidirectional scenario of Fig. 18, is larger than the other
higher frequencies due to the limited antenna gains at this
band (see Table 5). At 17 GHz, the WFSystem decreases
rapidly with up to 5 BSs from 81 dB with 1 BS to 79 dB with
5 BSs, but the reduction rate stabilizes as the BS count rises
further, highlighting the efficiency gains from directional
antennas initially. For the 28 GHz band, the WFSystem drops
significantly with increasing BS density, dropping from
78 dB for 1 BS to 76 dB for 5 BSs and 75 dB for 15
BSs, showing a clear advantage due to directional antennas
which counter the propagation and shadowing loss effects.
The WFSystem with 20 BSs is 12 dB lower than at 3.5 GHz
with 20 BSs, highlighting the substantial power efficiency
gains (more than an order of magnitude of power savings) at
higher frequencies. Even greater efficiencies occur due to the
fact that 5G mmWave technology is inherently more power
efficient (by 2×) than legacy 4G technology (see Section IV),
thereby showing the move to mmWave small cells offers
much greater power efficiency over current cellular networks.
Fig. 21 shows the total power consumption of a distributed

MU-MIMO system employing directional antennas across
three different carrier frequencies. By collating signal path
power outputs from 1024 parallel UEs at an imagined sink,
we utilize eq. (90) to compute the total power consumption.
Notably, the 3.5 GHz band shows the highest total power
consumption, which increases significantly with the number
of BSs, being 34% higher than at 28 GHz with 20 BSs.
Meanwhile, power consumption at 17 GHz is less than at
3.5 GHz but higher than at 28 GHz, which is the lowest
across the frequencies studied.
These findings show how W may be used in an easy,

simplified but unified manner to characterize the energy
efficiency and total power consumption of very complex
multi-user systems. The results here show improved power
efficiency and reduction in W when moving higher in
frequency and using directional antennas of constant physical
area, challenging the traditional understanding that lower
frequencies are inherently more energy-efficient [78].

The above results highlight four key phenomena:

1) Increasing the density of BSs at higher frequencies
significantly enhances energy efficiency by improving
the communication channel between the UE and BS.
However, there is a limit to these benefits; beyond
a certain point, further increases in BS density yield
diminishing returns as the channel quality impact
reaches a saturation point. This limitation might be
influenced by specific constraints in our simulation
settings, such as the minimum distance between BSs
and the maximum BS coverage area.
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2) The use of directional antennas reveals an inverse
relationship between WFSystem and frequency. This
advantage arises because directional antennas effec-
tively counteract the increased free space losses
typically seen in the first meter for higher-frequency
wireless networks [8], [76], [79].

3) An increase in the number of BSs naturally leads to
a rise in total power consumption, observed with both
omnidirectional and directional antennas. Specifically,
at 28 GHz, the simulation using directional antennas
demonstrates the lowest total power consumption
required to maintain an SNR of 10 dB at the UE
side, consistent across all three simulated frequencies.
Consequently, to enhance the network energy effi-
ciency while maintaining equivalent throughput, it is
advisable to operate at higher carrier frequencies with
high-gain antennas. Waste Factor is shown to enable
the power consumption of complex systems to be
analyzed easily.

4) Observing the totalpowerconsumptionresults inFig. 21,
it is crucial to note that the slope at 28 GHz is
notably minimal when employing directional antennas.
This observation underscores the potential for reduced
electricity costs and more economically sustainable
system growth as more BSs are added at higher
frequencies. Moreover, if these BSs exhibit lower non-
pathpower consumption (i.e., aremoreenergy-efficient),
there will be additional energy savings, reducing power
consumed shown in Fig. 21, which underscores the
importance of utilizing higher frequencies.

5) In analyzing the power consumption across different
antenna configurations, our findings in Fig. 19 and
Fig. 21 distinctly highlight the energy efficiency gains
of directional antennas. Specifically, for 20 BSs oper-
ating at 28 GHz with directional antennas, the power
consumption is markedly lower, at only 4.4 kW/km2,
compared to 9 kW/km2 with omnidirectional antennas.
This trend is consistent across different densities of
BSs. Utilizing W simplifies the calculation of total
power and energy consumption in real networks,
providing a clear and measurable insight into actual
power and energy levels.

VI. LIMITATIONS AND CHALLENGES OF WASTE FACTOR
ADOPTION
While W presents a novel approach to evaluate energy
efficiency in communication systems, some limitations and
challenges need to be addressed for its broader adoption and
application in the future:

• Linearity Requirement: One of the primary limitations of
W is that it requires thecomponentsof thesystemtoexhibit
linear behavior. Real-world communication systems
include non-linear components, which complicates the
accurate application ofW. The applicability to linearized
models, and the sensitivity of Waste Factor in the face of
real-world non-linearities are open areas of work.

• Novelty and Lack of Comprehensive Application: As W
is a relatively new concept, there is limited practical
experience in its application. Researchers and engineers
arestillexploringhowtofullyutilizeW invariouscontexts.
This lack of comprehensive application knowledgemeans
that further studies and practical implementations are
necessary to understand its full potential and limitations.

• Modeling Various Quiescent States: Accurate modeling
of different quiescent or “stand-by” states within com-
munication systems may be challenging. The ability to
effectively model these states and to assign the power
consumption as being on the signal path or off the
signal path is crucial for the successful usage of W, and
methodologies must be developed and refined through
experience, learning, and trial-and-error.

• Unexplored Network Architectures: Certain network
architectures, such as ring networking structures with
multiple switches and routers, have not yet been thor-
oughly analyzed using W. These architectures present
unique challenges and opportunities for applyingW, and
further research is needed to explore these areas.

• Combining Method Variability: The method of com-
bining signals in the system plays a crucial role in
determining the appropriate Waste Factor formula. In
some network scenarios, parts of the devices may
use non-coherent combining while others use coherent
combining. This variability poses an open challenge that
needs to be addressed further to ensure accurate and
effective application of W.

By acknowledging these limitations and challenges, we
aim to provide a balanced perspective on the potential of the
Waste Factor and highlight the need for ongoing research
and practical experimentation to fully realize its benefits in
improving energy efficiency in communication systems.

VII. CONCLUSION
In this paper, we introduced W, or WF in dB, as a new
figure of merit for power efficiency evaluation in circuits,
cascaded, and parallel systems for components along the
signal path in a device or cascade. By providing a systematic
comprehensive analysis of power utilization and additive
power waste across the system components on the signal
paths in realistic RAN systems, we showed thatW overcomes
the limitations of conventional energy efficiency metrics.
The granular insights offered by W enable a deeper under-
standing of the complex energy dynamics within network
systems including various network configurations, such as
MISO, SIMO, and MIMO systems. Simulation results for
a distributed MU-MIMO system at 3.5, 17, and 28 GHz
highlight the significance ofW in developing energy-efficient
infrastructures, which reveals that both increasing BS den-
sity and using higher carrier frequencies improve system
power utilization by reducing the Waste Factor, thereby
enhancing network energy efficiency. Waste Factor equips
network operators with valuable insights for optimizing next-
generation wireless communications systems. The potential
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of W to inform and drive energy optimization strategies
makes it a promising tool in advancing the sustainability
goals of 5G and 6G network technologies.
As a foundational metric, W opens up new avenues for

future research and practical applications in all facets of
communications, including wireless communications. Future
research could focus on refining non-path power to more
accurately represent real-world total power consumption and
incorporating the Waste Factor into various scenarios, such
as different computing platforms. By leveraging this metric,
the industry can make tangible progress toward designing
energy-efficient network infrastructures, leading to a greener
future in wireless communications.
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