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ABSTRACT This article discusses ‘Metaverse’ from a technical perspective, focusing on networked
systems aspects. Based on a technical definition of the ‘Metaverse,’ we examine the current state and
challenges in communication and networking within Metaverse systems. We describe the state-of-the-art
in different enabling Metaverse technologies and provide a technical analysis of current Metaverse system
architectures. We then detail the state-of-the-art and the gaps in four areas: communication performance,
mobility, large-scale operation, and end system architecture. Based on our analysis, we formulate a vision
for future Metaverse infrastructure, outlining goals, design concepts, and suggested research directions.

INDEX TERMS Metaverse, networking, Internet, information-centric networking.

I. INTRODUCTION

THE TERM ‘Metaverse’ often denotes a wide range of
existing and fictional applications. Nevertheless, there

are actual systems today that can be studied and analyzed.
However, whereas a considerable body of work has been
published on applications and application ideas, there is
less work on the technical implementation of such systems,
especially from a networked systems perspective.
In this article, we want to share some insights into the

technical design of Metaverse systems, their key technologies,
and their shortcomings, predominantly from a networked
systems perspective. For the scope of this study, we define
the ‘Metaverse’ as follows. The ‘Metaverse’ encompasses
various current and emerging technologies, and the term is used
to describe different applications, ranging from Augmented
Reality (AR), Virtual Reality (VR),and Extended Reality
(XR) to a new form of the Internet or Web. A key feature
distinguishing the Metaverse from simple AR/VR is its
inherently collaborative and sharednature, enabling interaction
and collaboration among users in a virtual environment (See
Section II-A for a detailed definition.)
Most current Metaverse systems and designs are built on

existing technologies and networks. For example, massively
multiplayer online games such as Fortnite use a generalized

client-servermodel [1]. In thismodel, the server authoritatively
manages the game state, while the client maintains a local
subset of this state and can predict game flow by executing
the same game code as the server on approximately the
same data. Servers send information about the game world
to clients by replicating relevant actors and their properties.
Commercial social VR platforms such as Horizon Worlds
and AltspaceVR use HTTPS to report client-side information
and synchronize in-game clocks across users [2]. Mozilla
Hubs, built with A-Frame (a Web framework for building
virtual reality experiences), uses WebRTC communication
with a Selective Forwarding Unit (SFU) [3]. The SFU
receives multiple audio and video data streams from its
peers, then determines and forwards relevant data streams
to connected peers. Blockchain or Non-Fungible Token
(NFT)-based online games, such as Decentraland, run
exclusively on the client side but allow for various data
flow models [4], ranging from local effects and traditional
client-server architectures to peer-to-peer (P2P) interactions
based on state channels; Upland is built on EOSIO [5], an
open-source blockchain protocol for scalable decentralized
applications, and transports data throughHTTPS. Connections
between peers in Upland are established using TLS or VPN
tunnels [6].
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Many studies have focused on improving various aspects
of Metaverse systems. For example, EdgeXAR [7] is a
mobile AR framework using edge offloading to enable
lightweight tracking with six degrees of freedom (DOF)
while reducing offloading delay from the user’s view;
SORAS [8] is an optimal resource allocation scheme for
edge-enabled Metaverse, using stochastic integer program-
ming to minimize the total network cost; Aliyu et al. [9]
explores the issue of partial computation offloading for
multiple subtasks in an in-network computing environment,
aiming to minimize energy consumption and delay. However,
these ideas for offloading computation and rendering tasks
to edge platforms often conflict with the existing end-to-
end transport protocols and overlay deployment models.
Recently, a Deep Reinforcement Learning (DRL)-based
multipath network orchestration framework [10] designed for
remote healthcare services is presented, automating subflow
management to handle multipath networks. However, pro-
posals for scalable multi-party communication would require
inter-domain multicast services, unavailable on today’s
Internet (Sections V–VIII provides further details on these
issues).
In practice, there is a significant disconnect between

high-level Metaverse concepts, ideas for technical
improvements, and systems that are actually developed
and partially deployed. Reference [2] analyzes the
performance of various social VR systems, pinpointing
numerous issues related to performance, communication
overhead, and scalability. These issues are primarily
due to the fact that current systems leverage existing
platforms, protocols, and system architectures, which cannot
tap into any of the proposed architectural and technical
enhancements, such as scalable multi-party communication,
offloading computation, rendering tasks, etc. Rather than
merely layering ‘the Metaverse’ on top of legacy and not
always ideal foundations, we consider Metaverse as a driver
for future network and Web applications and actively develop
new designs to that end. In this article, we want to take a
comprehensive systems approach and technically describe
current Metaverse systems, focusing on their networking
aspects. We document the requirements and challenges of
Metaverse systems and propose a principled approach to
system design for these requirements and challenges based
on a thorough understanding of the needs of Metaverse
systems, the current constraints and limitations, and the
potential solutions of Internet technologies.
A range of studies [11], [12], [13], [14], [15], [16], [17],

[18], [25], [26], [27] have explored Metaverse from various
perspectives. Table 1 provides a detailed summary of related
literature in the field. Reference [11] stands out as one
of the initial tutorials on Metaverse, identifying four key
attributes of Metaverse: interoperability, scalability, realism,
and ubiquity, and reviewing the progress in essential virtual
world technologies. Reference [12] discusses the architecture
of Metaverse systems and current use cases, highlighting
Metaverse’s role in the social good. Reference [13] evaluates

Metaverse’s development in relation to social aspects, virtual
reality, supporting technologies, infrastructure, industrial
projects, and national policies. Following [11], [12], [13],
other surveys delve into more specific subsets of topics
related to Metaverse systems. Reference [14] discusses the
role of AI in Metaverse’s development, such as enhancing
communication resource management in dynamic network
environments. Reference [16] introduced the technological
concept of digitally synthesizing and recognizing human
and olfactory senses, envisioning their applications in
various Metaverse-related domains in the context of 6G
communication networks. Reference [15] emphasized the
potential of blockchain in shaping the future of Metaverse,
focusing on current industrial developments and future
industrial prospects. Reference [17] provided a detailed
survey on edge-enabled Metaverse, covering the aspects of
communications, computation, networking, and blockchain.
However, these surveys often overlook implementa-

tion challenges from the communications, networking,
and computation perspectives. While understanding the
enabling technologies of Metaverse systems is impor-
tant, it is also necessary to discuss how they can be
implemented. For example, while [18] examined AR/VR
applications that enhance user immersion in Metaverse
systems, it did not address large-scale deployment issues
such as server load, network capacity, and seamless mobil-
ity support and management. Surveys on AR/VR service
delivery [25], [26], [27] focus on implementation over 5G
mobile edge networks and the computing and offloading
architectures involved. Still, they are not Metaverse-specific
and fail to consider scalability issues of communications
in terms of users in the client-server-based Metaverse
architecture. In contrast, our survey takes a holistic view
of Metaverse systems, tackling fundamental implementation
issues and offering practical solutions.
Unlike previous surveys (Table 1) on the

general Metaverse concept [11], [12], [13], AI-
enabled Metaverse [14], [15], [28], edge-enabled
Metaverse [17], [29], [30], and specific applications in
social goods [12], computational arts [31], education [32],
retailing [33], and social AR/VR gaming [2], our
contribution can be summarized as follows. I) We present
a technical description of the ‘Metaverse’ based on
existing and emerging systems, including a discussion of
its fundamental properties, applications, and architectural
models. II) We comprehensively study relevant enabling
technologies for Metaverse systems, including HCI/XR
technologies, networking, communications, media encoding,
simulation, real-time rendering and AI. We also discuss
current Metaverse system architectures and the integration of
these technologies into actual applications. III) We conduct
a detailed requirements analysis for constructing Metaverse
systems. We analyze applications specific requirements and
identify existing gaps in four key aspects: communication
performance, mobility, large-scale operation,and end
system architecture. For each area, we propose candidate
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TABLE 1. Summary of related works vs. our survey.

technologies to address these gaps. IV) We propose a
research agenda for future Metaverse systems, based on
our gap analysis and candidate technologies discussion.

We re-assess the fundamental goals and requirements,
without necessarily being constrained by existing system
architectures and protocols. Based on a comprehensive
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understanding of what Metaverse systems need and what
end-systems, devices, networks and communication services
can theoretically provide, we propose specific design
ideas and future research directions to realize Metaverse
systems that can meet the expectations often articulated
in the literature. Note that this article focuses on the
technical aspects of communication and networking within
the Metaverse. To maintain clarity and adhere to space
limitations, we do not discuss societal impact, commercial
platforms, security, or other related topics in detail.
The remainder of this paper is organized as follows.

Section II provides a comprehensive overview of the
Metaverse concept. Section III discusses relevant base tech-
nologies. Section IV describes the architecture of Metaverse
systems and current developments. Sections V–VIII conduct
a detailed requirements analysis for constructing Metaverse
systems, including application requirements, gap analysis
in current technologies in communication, end systems,
mobility, large-scale operation, and candidate technologies.
Section IX discusses a future vision for Metaverse systems.
Section X concludes this article. Figure 1 illustrates the
organization of this survey.
The key acronyms are listed in Table 2.

II. WHAT IS THE METAVERSE?
The word Metaverse is used to describe different concepts,
technical visions, and economic visions. In this Section, we
provide a technical definition, beginning with a description of
important general properties in Section II-A and a description
of different relevant application types in Section II-B,
followed by the synthesis of a general architectural model
in Section II-C.

A. PROPERTIES
The definition of ‘Metaverse’ varies, such as lifelogging
(e.g., Ghost Pacer1), collective space in virtuality (e.g.,
Microsoft Mesh2), embedded Internet/spatial Internet (e.g.,
Meta Horizon Workrooms3), mirror world (e.g., Active
worlds4), and omniverse—a venue for simulation and collab-
oration (e.g., NVIDIA Omniverse5). Although no consensus
exists on the definition ([34], [35], [36] list more than 100
different definitions from various papers), we observe that
there are two main perspectives on defining ‘the Metaverse’:

1) A general perspective sees ‘the Metaverse’ as tech-
nology that changes how we work, consume media,
etc. [37], [38], [39], [40], [41] It is a vague idea with
many potentials, similar to the idea of the information
superhighway.

2) A more technical perspective from a computer
networking standpoint sees Metaverse as the next

1https://www.ghostpacer.com/
2https://www.microsoft.com/en-us/mesh
3https://www.meta.com/tw/zh/work/workrooms/
4https://www.activeworlds.com/
5https://developer.nvidia.com/omniverse

evolutionary step in how we work with the Web,
combining technologies such as interactive VR with
media on demand to have stricter latency requirements,
not just for 2D but also 3D content [42], [43], [44],
[45], [46]. The Metaverse is inherently shared and
collaborative, distinguishing it from individual VR/AR
experiences.

The Internet and the Web have evolved over time to
provide richer multimedia experiences to support interactive
communication and scalable distribution of Web content.
For Metaverse, we can identify requirements for further
technology development to support applications better:

• Real-time Interaction Experience: Demand higher band-
width and lower latency to ensure seamless, real-time
user interactions [47]. This requirement is essential for
applications such as telepresence, remote collaboration,
and gaming.

• Enhanced Realism: Metaverse applications may call for
media forms such as holography or volumetric video to
support a more realistic and immersive virtual experi-
ence. These advanced forms of media can enhance the
feeling of presence in virtual environments, providing
users with a more engaging and natural experience [48].

• Connection with the Real World: Certain Metaverse
applications require a tighter link between the virtual
and real worlds, as observed in digital twins or physical
interaction through tactile communication [49]. These
applications often involve integrating data from sensors
and end devices, enabling the virtual environment to
reflect and respond to real-world conditions and events.

B. CURRENT APPLICATION LANDSCAPE
Metaverse applications are proposed and developed for
different application areas, such as healthcare [50], education
[51], entertainment [52], e-commerce [53], and smart indus-
tries [54]. There are many papers [13], [17], [23], [35], [55],
[56] that provide a taxonomy of Metaverse applications. For
example, [55] categorizes Metaverse systems as ‘Metaverse
as a Tool’ or ‘Metaverse as a Target.’ ‘Metaverse as a Tool’
refers to using ‘the Metaverse’ to address real-world chal-
lenges. By contrast, ‘Metaverse as a Target’ focuses on how
Metaverse itself can be used for its own development and
profit generation. Reference [17] considers the development
of Metaverse systems from two perspectives. One is how
actions in the virtual world can affect the physical world
(V2P synchronization). For example, digital twins have been
used to facilitate smart manufacturing, and digital goods in
Metaverse systems can hold real monetary value. The other
perspective is how actions in the physical world can be
mirrored in the virtual world, driven by the digitalization
and intellectualization of physical objects. For example,
virtual 3D environments that mirror real-time reality can
support remote work, socialization, and services such as
education.
From these previous studies, we distilled the follow-

ing aspects regarding technical features to structure the
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FIGURE 1. Roadmap of This Article.

discussion of relevant Metaverse applications below (and
later in Sections III and IV). These are always considered
when designing Metaverse systems:

• Interactive multimedia communications

• Deterministic communications
• Virtual/augmented reality
• Interaction with the virtual/physical world
• Scalability with respect to the number of users

5492 VOLUME 5, 2024



TABLE 2. Summary of important acronyms.

From a high-level application perspective, we can categorize
current applications as follows:
Remote Work and Online Collaboration: Extending exist-

ing online tools for remote meetings and collaboration,
Metaverse-based systems can enable users to create personal-
ized workspaces or virtual offices that enable collaborations
without geographical restrictions [57] (e.g., virtual meetings,
classrooms, workplaces). It aligns with the ‘Metaverse
as a Tool’ concept mentioned earlier, providing a more
spatial and immersive experience than video calls. For
example, applications such as Microsoft Mesh6 and Horizon
Workrooms7 provide spaces where users can interact,
undertake projects, or participate in educational activities.
Moreover, Metaverse enhances spatial perception and immer-
sive experiences by incorporating fundamental work-related
tools, such as file sharing and collaborative documentation,
thereby increasing productivity. Hence, this application class

6https://www.microsoft.com/en-us/mesh
7https://www.theverge.com/2021/8/19/22629942/facebook-

workroomshorizon-oculus-vr

uses interactive multimedia communication, potentially
addressing scalability with respect to number of users in
virtual/augmented reality. For example, VIVE Sync is an
all-in-one VR system for meeting and collaborating [58]. It
offers a powerful avatar creation tool that lets users create
their own avatar in a highly realistic way. Challenges for
this application class include heavy server load and large
network capacity in the presence of high data rates and large
user groups [2]. Depending on the media bridging/mixing
approach, throughput requirements can scale exponentially
with respect to the number of users (see Sections V and VII
for more details).
Social Life: The social aspect of Metaverse systems can

combine the benefits of both online and offline social
interactions [59]. Overcoming temporal and spatial restraints
offers diverse forms of social interaction (e.g., digital
travel, digital exhibitions, shopping). Technologies such as
holographic virtual images and HCI/XR are used to create
immersive environments, offering users a lifelike experience
(see Section III). Such applications also align with the
‘Metaverse as a Tool’ concept as remote work and online
collaboration, but are more socially oriented. This application
class provides interaction with virtual worlds, interactive
multimedia communication, and scalability with respect
to the number of users in virtual/augmented reality.
For example, the city of Seoul has recently launched a
project, named ‘Metaverse Seoul’ [60]. This project creates a
virtual environment of Seoul in Metaverse systems [61] and
visitors worldwide can experience Seoul without physically
travelling there. Platforms such as UC Berkeley’s Virtual
Campus (Minecraft)8 and Tencent’s virtual museum9 also
provide such experiences for various scenarios. This requires
synchronizing vast data between an actual location and the
user’s position, and scalable interactive multimedia transmis-
sion similar to remote office and collaboration applications
(potential solutions will be discussed in Section VII).
Gaming: Gaming is a major proposed Metaverse

application. Rich interactive methods and scene-rendering
technologies can provide an interactive experience and
increase player engagement [62] (see Section III). Advances
in XR have resulted in new forms of interactions compared to
using conventional devices, such as a mouse, keyboard, and
gamepad. XR-based gaming applications, such as Pokemon
Go [63] and Beat Saber [64], allow interaction with virtual
objects (e.g., a knife or a shield) in the same way as
we would experience in the physical world (e.g., grabbing,
gestures, and body movements). For example, Pokemon
Go uses a mobile device camera to capture real-world
scenes (e.g., streets, parks, and buildings), overlaying 3D
virtual Pokemons (i.e., fictional creatures) onto these scenes
using augmented reality (AR), making them appear as part
of the real world on a device screen. Such applications
align with the ‘Metaverse as a target’ concept, being

8https://mcb.berkeley.edu/labs/shastri/virtual_tour.html
9https://en.dpm.org.cn/about/news/2019-09-18/3089.html
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stand-alone and entirely reliant on the virtual environment
compared to Remote Work & Online Collaboration and
Social Life applications. This application class prioritizes
interactive multimedia communication and interaction
with the virtual/physical world,and scalability for large
user groups. For example, about 12.3 million concurrent
users attended Travis Scott’s concert on Fortnite (a Metaverse
gaming platform) in April 2020 [65].
Simulation and Modeling: Metaverse-based simulation

and modeling intertwine with various applications such as
gaming, social phenomenon research (e.g., simulating social
issues, ethics, and policy-related issues [55]), marketing
simulation (e.g., virtual assets and workflow control [66]),
and educational and museum experiences [67]. Simulation
and modeling applications align with the ‘Metaverse as a
Tool’ concept and can simplify complex tasks (e.g., aircraft
engineering) [55]. One particular application in this space is
referred to as Digital Twin, which is a realistic replication
of a real-world system, potentially mirroring the real-world
system in real-time by capturing and controlling physical
world systems. Such systems, especially when involving
the control of critical components, can use deterministic
communication. For example, [68] proposed a deterministic
transmission framework for distributed power systems based
on digital twins, using a time-sensitive network (TSN)
configuration method for information exchange between
the virtual and fundamental aspects of a distributed power
generation system. Omniverse [69] has been applied to indus-
trial simulation and modeling, enhancing productivity across
stages of product development, manufacturing, collaboration,
and optimization [70]. Further details for simulation and
digital twin are discussed in Section III.
Other Potential Metaverse Applications: Metaverse-based

training and education applications [32], [71], [72] extend
existing online tools to virtual interactions that allow learners
to explore and manipulate objects (similar to Remote Work
and Online Collaboration applications but more education
oriented). Through virtual scenes, learners can get close
to reality while avoiding risks, reducing costs, etc [73].
For example, Jong et al. [74] proposed a virtual-physical
blended Metaverse classroom that teaches physical geog-
raphy through spherical video-based VR immersion. This
method leverages spherical video-based VR to immerse
students in a 3D environment, enhancing their engagement
and understanding. The immersive nature of VR bridges the
gap between theoretical knowledge and practical application,
making complex geographical concepts more accessible and
engaging. Pinto et al. [75] proposed using VR for rescue
training for hydrogen vehicle accidents. Traditional training
methods cannot replicate the unique dangers of hydrogen
fuel, but VR creates a realistic, risk-free environment for
rescuers to practice and hone their skills, highlighting VR’s
capability to prepare individuals for specific emergencies
without exposing them to real-world dangers. Sidh [76] is
a gamified firefighter training simulator. By engaging with
virtual environments, trainees receive immediate feedback

on their actions, allowing for a dynamic learning process
that closely mirrors real-life firefighting scenarios. This real-
time interaction enhances the effectiveness and retention of
training, preparing individuals for the physical and mental
challenges of emergency response.
Metaverse has been proposed as a tool for cultural

preservation [77], [78]. For example, rising sea levels have
prompted the island nation of Tuvalu to build a Metaverse
country to protect its cultural and artistic heritage before
it is completely submerged [79]. Similarly, a collabora-
tive discussion has started on preserving the Australian
Aboriginal (First Nation) culture by replication in Metaverse
systems [80] and preserving Japanese cultural elements such
as Japanese tea ceremonies. However, meeting practical
requirements is challenging, especially in terms of immersion
and a sense of presence (similar to Social Life applications).
Some Metaverse systems incorporate virtual economy

elements, such as digital ownership and currencies. People
can trade and exchange virtual assets such as virtual real
estate, digital art, and virtual currency. However, the virtual
economy will differ from the real-world economy, so it
is necessary to have a dedicated regulatory framework
that guarantees capability and fairness. Blockchain and
decentralized systems have also been proposed as enablers
of economic models in Metaverse systems, such as decen-
tralized markets, virtual currencies, and smart contracts [81].
It has been claimed that this could foster a more dynamic
and diversified economy in Metaverse systems composed of
creators, consumers, and entrepreneurs, creating opportuni-
ties for software developers, designers, content makers, and
others. Examples of applications are presented in Figure. 2.

C. CURRENT ARCHITECTURAL MODEL
Despite many studies on various aspects of
Metaverse [14], [82], [83], a comprehensive understanding
of its technical architecture remains challenging. Wang and
Zhao [19] argued that Metaverse systems comprise three
distinct areas: physical, human, and virtual. The physical
area provides the essential infrastructure supporting the
Virtual and Human areas; the human area focuses on social
interactions and activities; and the virtual area handles and
processes digital information from the physical and human
areas. Ali et al. [23] suggested a Metaverse architecture that
integrates the physical, human, and digital worlds through
user-controlled avatars, virtual environments, and computer-
generated elements. While their architecture leverages smart
devices, Human-Computer Interaction (HCI), extended
reality, blockchain, digital twins, and artificial intelligence
to facilitate information flow, they lack detailed explanations
of the Metaverse systems engine or the processes involved
in data management and transmission in the physical
world. Lee et al. [18] viewed Metaverse systems as a
pipeline connecting the physical world to its digital twins,
relying on key technologies (e.g., blockchain, computer
vision, distributed networks, ubiquitous computing, scene
understanding, and interfaces) and ecosystems (e.g., avatars,
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FIGURE 2. Examples of (a) AltspaceVR10 , (b) Decentraland11 , and (c) Nvidia Omniverse12 .

content creation, data interoperability, social acceptability,
security, and privacy) for support. Siriwardhana et al. [25]
explored Metaverse systems architecture from a mixed AR
perspective, classifying it based on the locations of core
AR processing functions (i.e., cloud-based, edge-based,
localized, or hybrid-based).
The concept of a unified Metaverse architecture has yet to

exist. ‘The Metaverse’ comprises various technical systems,
each with distinct characteristics. For example, social VR and
gaming systems differ mainly in design and functionality.
Based on previous studies, we distilled a representative
architectural model (depicted in Figure 3) that includes key
technical elements that are relevant to the application classes
described in Section II-B without necessarily including all
possible niche features that are mentioned in the literature.
First, from a high-level perspective, ‘the Metaverse’ is a
concept that connects the physical world with the digital
world. The physical world comprises the devices, users,
physical infrastructure, etc. Examples include prototype
machines in digital twin systems or users equipped with
smart devices, such as Head-Mounted Display (HMD), AR
goggles [84], and wristband sensors in AR/VR systems. The
physical infrastructure includes sensors and actuators, sup-
porting multisensory data acquisition, perception, processing,
transmission, and decision-making.

• Data Acquisition: Sensing devices such as Internet of
Things (IoT) sensors and wearable and implantable
devices are used for pervasive sensing. Authentication
and access control mechanisms are required to manage
the massive, fine-grained data produced and gathered
in real time within Metaverse systems. Moreover,
throughout the life cycle of Metaverse services, the
reliability and traceability of data must be ensured,
along with stringent requirements for privacy protection.

• Data Management and Storage: A massive amount of
data from multiple sources must be efficiently managed

10https://i0.wp.com/mashdigi.com/wp-content/uploads/vr-interactions.
jpg?ssl=1

11https://cryptosrus.com/this-is-where-jp-morgan-thinks-the-metaverse-
is-going/

12https://github.com/PegasusSimulator/PegasusSimulator?tab=readme-
ov-file

and stored. This ensures the construction and evolution
of virtual representations [85]. Data in this context are
typically heterogeneous, multi-scale and multi-source.

• Data Preprocessing and Analysis: Infrastructure should
provide reliable data-driven preprocessing and analyt-
ics. Accurately extracting underlying information and
knowledge from a massive amount of data enhances the
overall effectiveness of the system.

A Digital World can consist of one or many dis-
tributed virtual worlds, providing virtual environments and
services [86], [87]. For example, Second Life [88] consists of
multiple virtual worlds operating concurrently, each managed
by specific servers with in-game clock synchronization.
Virtual Worlds include the virtual environment, digital
avatars, virtual services/goods, and digital assets, supported
by Metaverse Engine. Metaverse Engine includes all the
relevant enabling technologies in the context of Metaverse.
In Figure 3, we collect the core technical Metaverse

components under the label Metaverse Engine, representing
technologies such as HCI/XR, Artificial Intelligence (AI),
simulation, etc., for creating, maintaining, and updating
virtual spaces. Processing inputs from sensors, control com-
ponents, and data from physical and digital entities alongside
their activities contributes to creating realistic virtual envi-
ronments, guiding avatar behavior, etc. For example, XR/HCI
technologies support users and physical environments to
extend reality and control interaction (e.g., head tracking
and physical controllers). Ubiquitous sensing, actuating, and
computing technologies collect data from physical sensors
to maintain the states of physical systems in digital twins
and control physical systems based on events and decisions
made in the virtual world. Communication protocols and
services such as media mixers and relays enable real-time
communication between physical and virtual entities [89].
AI augments Metaverse systems by enabling personalized
avatars and content creation. Simulations for digital modeling
and reconstruction create virtual replicas of physical entities
in a digital environment. Physical geometries, properties,
behaviors, and rules are digitized holistically to create high-
fidelity virtual representations. These virtual entities rely
on real-world data from the physical world to formulate a
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FIGURE 3. Technical Architecture of ‘the Metaverse.’

real-time status. Real-time rendering generates high-fidelity
images, enabling digital avatars to simulate human behaviors
and interact dynamically (See Section III for more details).
There are synchronizations within Physical/Virtual Worlds

(i.e., Intra-World Flow of Information) and between Virtual
Worlds (i.e., Inter-World Flow of Information ). Intra-World
Flow of Information (within a user group) represents the
flow of information within one single Metaverse (including
both physical world and virtual worlds). This includes
the transmission of data from sensors (e.g., sensory data),
users (e.g., sensing/actuation preference), actuators (e.g.,
actuator capacity), and virtual world information (e.g.,
sensory effects and virtual world object characteristics)
transmission (details in Section IV). Inter-World Flow
of Information (between user groups) represents the
information flow between virtual worlds, such as inter-server
game state synchronization, clock synchronization, and
peer synchronization. This is common in many Metaverse
systems. For example, Minecraft [90] allows up to thousands
of players in shared virtual worlds to be distributed on
multiple servers of a server cluster. This distribution requires
synchronizing the game state information among servers,
with each server updating the game state information to the
other servers in the cluster. More details regarding content
delivery and synchronization are discussed in Sections IV
and IX.

D. TAKE-AWAYS
The term ‘Metaverse’ is broad. It encompasses a wide
range of domains, from immersive education and remote
work to digital twin simulations and virtual economies, each
with distinct characteristics. Despite their diversity, these
applications often rely on common requirements and share
similar architectural principles. In this survey, we organize
these applications within a unified architectural framework
(Figure 3). This framework is not intended as a one-size-fits-
all standard model but rather as a guide to help understand
how these systems work. In the next Section, we will
explore enabling technologies for these applications in detail,
examining their respective state of the art.

III. ENABLING METAVERSE TECHNOLOGIES
The realization and functionality of Metaverse applica-
tions largely depend on the development and integration
of several common enabling technologies. They need to
manage the state of 3D avatars, environments, and objects,
essentially the people, places, and things that make up
‘the Metaverse,’ render graphics at real-time frame rates,
and ensure communications between clients for a consistent
shared experience among participants. In this section, we
discuss these technologies, their current challenges, and their
future directions. Note that while they may not be exactly
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on the same level, these show some specific aspects that are
particularly essential for Metaverse.

A. HCI/XR FOR IMMERSIVE EXPERIENCE AND
INTERACTIVITY
The seamless integration of XR and holographic technologies
is a critical component of HCI/XR [91]. XR is used
as a common name for AR, VR, and Mixed Realty
(MR). Currently, VR/AR/MR are the primary interaction
technologies used by Metaverse to create highly interactive
virtual worlds. AR overlays physical surroundings with
computer-generated content, delivering sensory information
including visuals, audio, smell, and haptics. VR provides
synthetic landscapes, enabling interaction via head tracking
and physical controllers, thus immersing users in digital
worlds; MR blends the real and virtual worlds, forming a
continuum that connects a completely real environment at
one end to a completely virtual environment at the other. It
allows physical and digital objects to coexist and interact in
real time.
Holographic technology is a recording and reproduction

technology that presents a 3-D image of an object using
optical means. It captures the magnitude and phase of
optical waves through computer and electronic imaging
techniques (e.g., coherent optical interference), and acquires
all the information about an object, including its form
and size. Users can view holograms from different angles
with the naked eye without needing a portable device.
Holographic display technologies include reflection-based
(using a reflective surface to display the holographic image,
commonly seen in art and security features, such as credit
cards or ID badges) and laser-driven holography (using
a laser to illuminate the hologram, often used in high-
quality imaging applications) [91]. Recent advancements in
holographic displays have led to the development of digital
holography, which uses spatial light modulators (SLMs) and
computer-generated holograms (CGHs) to produce dynamic
and interactive 3D images [92], [93].
Brain–computer interfaces (BCIs) connect a person’s brain

to external physical worlds by coding a brain signal into
commands that can be identified by computing devices [94],
thus enabling the spatial interface between the virtual world
and the real world. In principle, a BCI system can detect and
register neural signals using external electrodes or optical
sensors attached to the skull and other body parts. These
neural signals are then processed using AI for pattern
analysis and identification before responding to neural
stimulation [95]. Recent advances in neural interfaces have
improved the precision and reliability of BCIs. These include
high-density electrode arrays that provide detailed readings
of neural activity, enhancing signal detection resolution and
accuracy [96]. Improved machine learning algorithms aid in
the interpretation of complex neural signals [97]. Innovations
in non-invasive BCI technologies, such as functional near-
infrared spectroscopy (fNIRS) and magnetoencephalography
(MEG), offer less intrusive methods for neural signal

acquisition [98]. However, challenges remain in achieving
real-time processing speeds and ensuring user experience
during prolonged use [99].

B. UBIQUITOUS SENSING, ACTUATING, AND
COMPUTING
Ubiquitous sensing and actuating technologies collect
parameters from physical devices to maintain identical states
in their digital twins and manipulate physical systems based
on events and decisions taken in the virtual world. In
telesurgery, remote surgical operations are performed on a
patient’s digital twins through a robotic arm, and the results
can be analyzed [100], [101]. Specifically, the collection of
pervasive smart objects, sensors, and actuators forms the
backbone of a comprehensive sensing and control system.
It enables multi-faceted and multi-modal data perception
from the environment and human bodies, thereby ensuring
high-precision device control. Wearable and implantable
biomedical devices, IoT-connected vehicles, and human-
robot interaction systems are examples of sensing devices
used for pervasive sensing [102].
With respect to signals, ubiquitous sensing captures multi-

modal signals from users and their environment, including
human senses (e.g., vision and sound) and beyond-human
senses (e.g., RF and inertial). Its main goals include captur-
ing high-fidelity visual and acoustic information for digital
twin construction, and tracking the user’s detailed position
and body orientation for suitable sensory transformation
during movement and interaction. Progress has been made
in both Inside-out and Outside-in tracking [103]. Inside-out
tracking uses body-mounted devices (e.g., a head-mounted
one), whereas Outside-in involves ambient devices (e.g.,
in the environment). However, the current technologies
have limitations. Outside-in tracking confines users to pre-
equipped physical spaces, whereas Inside-out tracking can
be physically burdensome and may not capture the complete
body position, particularly the lower body. Beyond position
tracking, Metaverse systems demand finer-grained and richer
state sensing, such as identifying the type of floor a user
walks on [104], finger gestures, touch force [105], and
facial expressions. The captured physical signals must be
processed appropriately for such sensing tasks. For example,
LiDAR point clouds need processing to isolate them from
the background [106]. RGB-D images need mesh processing
for viewing. 360-degree video cameras need to be converted
into other representations such as navigation graphs [107].
Ubiquitous computing refers to seamless interaction

between users and their environment through pervasive smart
devices (often mobile) integrated into the surroundings or
worn on the body [108]. This includes real-time, immersive
Metaverse experiences via ubiquitous smart objects and
network access within their environment. It also refers to
omnipresent but invisible computing (not in traditional PC-
like systems, but instead on ubiquitous smart connected
devices that form a user’s local computing cloud), realizing
the user’s virtual presence through avatars or other artifacts.
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First principles algorithms [109] were used in the past
to process ubiquitous sensing data. In recent years, deep
neural network approaches have also been used to detect
complicated and uncertain physics [110], [111] and extract
state information from unstructured high-dimensional sensor
signals.

C. COMMUNICATION
Communications in Metaverse systems are expected to sup-
port distributed multimedia exchange, including continuous
multi-modality media such as graphical animations, high-
quality audio/video, haptics, and interactive images. This
requires high bandwidth to deliver the promised high-quality
multimedia data in real-time while maintaining fairness to
other application flows. Metaverse systems typically need
three types of communication [2], [112], [113]. I) Interactive
Real-time Communication. This involves low-latency, fine-
grained, hierarchical exchanges of arbitrary objects and
data streams (e.g., user-generated content and dynamic
user interactions), and coding for enhanced communication
robustness and efficiency. II) Scalable content distribution.
This includes distributing high-fidelity static and dynamic
2D/3D objects and scene descriptions, supporting link-layer
broadcast/multicast where possible, and efficient, robust
data sharing and multi-destination delivery when applicable.
III) ‘Control channel’ communication. This includes main-
taining and updating the states of physical worlds in digital
twins with data from physical sensors and controlling physi-
cal systems based on user actions, events, and decisions made
in virtual worlds. This type also requires low latency and
high reliability to ensure deterministic behavior, particularly
for mission-critical Metaverse applications such as digital
twins.
Latency also depends on the type of codec. 2D video

coding in the current era predominantly uses rate-distortion
optimization techniques [114], which aim to minimize the
bit rate required for video representation while maintaining
acceptable visual quality. The encoding process needs to
trade-off between the quantity of information to be encoded
(bit rate) and the resultant visual quality (distortion), aiming
to achieve an optimal balance between the bit rate and
distortion for each coding unit [115]. Beyond the transmis-
sion of conventional 2D media, the seamless encoding and
decoding of 3D virtual scenarios and items (e.g., 360-degree
imagery, light field data, volumetric visual signals, and
digital holograms) [116], [117], [118], [119], [120], [121] is
also needed (we will further explain them in Section III-D).
See Sections V and IX for more details on communication
protocols, control schemes, and design ideas.

D. MEDIA ENCODING AND COMPRESSION
Media elements in Metaverse extend beyond conventional
2D videos and images from the current mainstay of
Internet traffic to a broad spectrum of media forms across
various dimensions. For transmission purposes, they can
be segmented into different types: I) high-resolution 2D

video; II) the creation of an explorable 3D environment
reflective of the physical world; III) 3D assets that combine
both computer-generated and sourced content; and IV)
intersections with real-world environments [122].

Specifically, 360-degree video [123], [124], free viewpoint
television (FVT) [125] and light field photography [126]
are integral to features such as pre-recorded backgrounds.
360-degree video records a panoramic 360-degree view
with one or more cameras [123], [124]. Transcending
two-dimensional limitations provides an all-encompassing
view of the virtual space. 360-degree videos typically con-
sume more bandwidth than regular videos, since they require
more data to cover all spatial directions. The bandwidth
needed for streaming 360-degree video depends on the
resolution, frame rate, and QoE desired [127]. For example,
a 360-degree video with an equivalent HD TV viewing
experience at 60 fps would result in a 12K resolution and a
400 Mbps bitrate (see Table 7 for more data). FVT records
scenes from multiple angles and allows interpolation between
views [125]. Facilitating multiple perspective overlays of
pre-recorded content creates a semi-immersive layer within
Metaverse systems. Light field photography allows post-
capture manipulation of focus, depth of field, orientation,
and other parameters [126]. It captures light intensity from
different scene directions, increasing the realism of the
content. A light field video with a resolution of 1920x1080
and a frame rate of 60 fps would require a bandwidth
of approximately 200 Mbps [128]. Spatially selectable
video [129] uses technologies such as MPEG-DASH Spatial
Representation Descriptions (SRD) to provide videos with
dynamic selectivity [130], enabling users to choose areas
of interest within a high-resolution panoramic shot. It
extends beyond 2D to encompass 3D elements, facilitating
a personalized narrative in the digital world by navigating
through non-obscured or interest-specific sections of multiple
sources (e.g., the real-time or just-in-time assembly of video
frames for live streaming). Volumetric streaming offers a
six degrees of freedom (6 DoF) viewing experience, and
encapsulates viewer position (X, Y, Z) and orientation (yaw,
pitch, roll) [131]. It comprises a collection of data points in a
spatial domain, representing a 3D shape or object with each
point designated by its set of X, Y, and Z coordinates [119]
(e.g., 3D point clouds, holograms). However, volumetric
streaming faces challenges, primarily due to the complexities
of 3D data compression and inadequate hardware support.
Performance tests on an RTX 3090 GPU computer [132]
show that volumetric data streaming can incur high network
bandwidth (around 300 Mbps) and encoding and decoding
latency (around 656ms and 248ms, respectively), far from
reaching the performance of 2D video streaming. The
required bandwidth to stream an uncompressed point cloud
video with 100k points per frame at 24 FPS is 9 bytes

point ×100k
points ×24 frame

sec × 8 bits = 172.8Mbps [133].
Tiling schemes have been proposed to enhance transmis-

sion flexibility and sometimes reduce the data volume. These
schemes partition frames into multiple tiles, treating each
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TABLE 3. Compression standards and formats for different media modes.

tile as a discrete segment of the video that can be encoded
independently [134], [135]. They allow for variable encoding
rates across tiles (e.g., some can be encoded at a high rate
and others at a low rate), providing greater flexibility in
quality management by selecting only the tiles required.
Additionally, tiling schemes allow individual tiles to be
requested separately, which can be useful for some network
protocols such as Information-Centric Networking (ICN),
potentially sharing tiles among multiple viewers with the
same viewpoint. This can lead to more efficient content dis-
tribution [136] (see Section IX-C for specific design ideas).
Tiling schemes can be categorized into non-tiling, uniform
tiling, non-uniform tiling, and dynamic tiling. Non-tiling
schemes handle streaming akin to traditional video streaming,
streaming each frame as an entire entity to the HMD [137].
Uniform tiling schemes are adopted [138], [139], [140] to
accommodate users’ dynamic viewports, where video seg-
ments are further divided spatially into equal-sized tiles,
with different tiles allocated at different bitrate levels.
Technologies such as MPEG-DASH SRD [130] are used to
describe the spatial relationships among tiles within the same
temporal video segment, and Low Latency Common Media
Application Format (LL-CMAF) [141] is used to enable
the media segments to be divided into smaller chunks and
delivered faster. However, fixed-size tiling approaches can
reduce the encoding efficiency [135], [142]. Non-uniform
tiling schemes were proposed to address this issue. They aim
to adapt the tile sizes and shapes to better match the spatial
complexity of the content within the video frame, allocating
more resources to areas with higher visual importance or
complexity,
Table 3 summarizes the compression standards and for-

mats for different visual media modes. Standards such as
AVC/H.264, HEVC/H.265, VVC/H.266, VP9, and AV1 are
widely used to encode 360-degree videos, each offering a
distinct trade-off. AVC/H.264, while highly compatible and
less computationally demanding, provides lower compres-
sion efficiency compared to newer standards. HEVC/H.265
improves compression efficiency by about 50% over H.264,
reducing file sizes without compromising quality [143].
However, it demands more computational power and has
complex licensing issues. VVC/H.266 achieves the highest
compression efficiency, with average bitrate savings of
approximately 78%, 63%, and 53% compared to AVC/H.264,
AV1, and HEVC/H.265, respectively [144]. This makes it
ideal for high-resolution content like 8K video. However,
VVC/H. 266’s advanced compression techniques result

in higher computational complexity, with encoding and
decoding times up to 6.5 times and 1.5 times longer than
HEVC [145]. VP9 provides higher compression efficiency
than AVC/H.264 but generally lags behind HEVC/H.265. It
is a popular choice for Web streaming due to its balance of
efficiency and complexity. AV1 surpasses HEVC/H.265 in
compression efficiency by about 30%. However, it has high
computational complexity, with an encoding time of 4 to 10
times longer than HEVC [146].

Several alternative codecs, including Draco [147] and
Corto [148], have been specifically designed to encode 3D
content in point cloud and mesh representations. These
codecs provide effective encoding tools and low-complexity
for decoding, which are widely supported in Web browsers.
However, there is still a lack of temporal redundancy in
dynamic 3D content since frames are typically encoded
independently. Instead, HEVC/H.265 extensions, including
multi-view HEVC and 3D-HEVC [149] were proposed to
encode 3D video content in multi-view and 3D repre-
sentations, respectively. However, despite using temporal
redundancy, such extensions have not been widely adopted
in industry, mainly because of their low coding efficiency
and high decoding complexity, which scales linearly with the
number of views. Therefore, they do not satisfy the scalable
demand for multi-view volumetric video. To overcome these
shortcomings, the visual volumetric video-based coding
(V3C) [150] includes a group of standards (ISO/IEC 23090-
xx) for encoding, storing and transporting volumetric visual
content. Several compression standards have been developed
under the V3C [150], including MPEG immersive video
(MIV) (ISO/IEC 23090-12) [151], video-based PCC (V-
PCC) (ISO/IEC 23090-5) and geometry-based PCC (G-PCC)
(ISO/IEC 23090-9) [152]. For more detailed descriptions of
these codec algorithms and their coding performances, refer
to [153].

E. REAL-TIME RENDERING TECHNOLOGIES
Real-time 3D and AR rendering technologies enhance the
capacity to stream VR games or other virtual content from
cloud servers, enabling high-quality scene rendering on
high-performance computing clusters [154]. Three primary
rendering schemes have been proposed to support next-
generation Metaverse applications such as VR and cloud
gaming.
In the simplest form, local rendering implies exe-

cuting the rendering process entirely on a user-end
device. Commercial mobile VR systems such as Google
Daydream [155] and Samsung Gear VR [156] have used
local rendering to interactively render VR content through the
smartphone’s CPU/GPU. However, these systems struggle to
maintain a satisfactory QoE for high-quality VR applications
owing to their limited computational resources, which
impacts the overall immersion experience [157], [158]. For
example, tests on Google Daydream with seven popular VR
apps in [159] revealed an intense local rendering workload
for high-end mobile systems, resulting in a rendering delay
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of 63-111 ms, dramatically surpassing the optimal per-frame
rendering interval of 16 ms.
Remote rendering uses distant servers or high-end GPUs

to overcome the constraints of mobile and standalone VR
systems. This ‘thin client’ model [160] enables processing
user inputs on a remote server, with the output returned
as a compressed video stream. One notable application
of remote rendering is cloud gaming [161], where user
inputs are relayed to the server, processed according to the
game’s logic, and relayed back to the client as corresponding
frames, facilitating the creation of boundless virtual worlds.
However, shifting from local computation to a network-
centric workload presents significant latency issues. High
network demand can lead to delays in transferring the
rendered frames and in round-trip latency from sending
rendering requests to receiving the first byte of the rendered
frame. Moreover, to ensure a seamless user experience, the
rotational latency from head movement to the corresponding
response must remain under 20ms to prevent VR simulation
sickness (caused by a lag between the visual and vestibular
sensory inputs) [162].
Given the latency and bandwidth challenges associated

with local and remote rendering, leveraging the computa-
tional power of mobile VR hardware to handle a portion of
the rendering workload near the display HMD, while dele-
gating the remaining workload to a remote system, appears
to be a viable solution. Recent studies [157], [159], [163]
have suggested some collaborative rendering schemes that
utilize the computational capabilities of mobile VR hardware
to handle a part of the time-sensitive rendering workload
while allocating the remainder to a remote system. The
basic principle of these schemes is to render lightweight,
interactive foreground objects locally, and offload a heav-
ier background environment to a remote server. While
these systems enable pre-rendering and prefetching of the
background environment to optimize network latency and
bandwidth utilization, they overlook several key factors, such
as the real-time processing capabilities of varying mobile
VR hardware, fluctuating rendering workloads due to real-
time user inputs, and changing network conditions. This is
discussed in detail in Section IV-B.

F. SIMULATION OF COMPLEX PHYSICAL SYSTEMS
The integration of simulation technologies into Metaverse
systems has been proposed to enable the real-time modeling
of virtual realms that closely mirror the physical world. This
degree of realism is supposed to enrich user experience and
facilitate service offerings. At the core of these technologies
are Digital Twins [164]. Digital Twins are much more than
mere replication. They leverage the interplay of data between
physical and digital entities, promoting self-adaptation and
self-learning in Metaverse systems. They can extend their
functionality to allow predictive maintenance and accident
traceability, thereby enhancing efficiency and minimizing
risks in the real world. For example, Omniverse (a digital
twin system) has been implemented in physical automotive

factories [165], [166], with bidirectional communications
between the physical entities and their digital twins. BMW’s
digital twin system [165] enables the exploration of various
factory automation configurations to optimize manufacturing
workflows. Developers can use Metaverse systems to quickly
mock up prototype designs without physical hardware
constraints when designing infrastructures. To test these
designs, developers use Metaverse systems to create physical
‘unit tests’ and other testing frameworks. This involves
simulating diverse environmental scenarios and exposing the
device to unexpected situations to ensure that the device
will perform as expected. Operators can then deploy their
pre-tested implementations and finely-tuned configurations
from the cloud to the physical environment. Digital twins
are supposed to represent real-world conditions in real time.
For example, in time-critical healthcare applications such as
remote surgery [167], digital twins must provide real-time
updates and timely receptions of feedback to facilitate timely
decision optimizations. However, maintaining synchroniza-
tion requires transmitting high volumes of multidimensional
data, including large-capacity content such as video and 3D
computer graphics and haptic signals such as touch sensa-
tions. To achieve this level of synchronization, the system
demands data transmission rates exceeding 100 Gbps, relia-
bility greater than 99.99999%, and latency under 1 ms [168].
These requirements pose challenges, as they exceed the
capabilities of current networking technologies.

G. AI
AI is often proposed as a tool to enhance Metaverse expe-
riences. Examples are given below. I) Massive Metaverse
Scene Creation and Automating Content Generation. For
instance, GANverse3D [169] is an AI-based framework that
allows content makers to photograph a physical object and
create a virtual copy with lights, physics models, and PBR
materials. II) Personalizing Metaverse Services (e.g., live
and custom avatar creation). For instance, Epic Games’
MetaHuman [14] illustrates the ability of machine learning
to produce lifelike digital characters to fill a Metaverse
system as a conversation virtual assistant. III) Analyzing User
Behavior. AI can enhance brain-computer interfaces by inter-
preting their signals, enabling the processing of brain signals
for more complex tasks by facilitating gesture control in vir-
tual environments [170]. A real-world example is Neuralink’s
experiment [170] where a monkey played Ping-Pong through
brain signals. AI also allows intelligent interactions (e.g.,
smart shopping guide and user movement prediction)
between the user and avatar/NPC (non-player character)
through intelligent decision-making, creating personalized
avatars, and intelligently recommending interested goods or
information to users by continuously learning users’ facial
expressions, emotions, etc. IV) Optimizing Communications
and Computing. AI can enable efficient communication
resource management in dynamic and complex network
environments. For example, Xu et al. [17] used AI to improve
classic optimization tools by improving auction convergence

5500 VOLUME 5, 2024



and reducing communication costs for service pricing by
physical service providers. In media encoding and rendering,
Neural Radiation Field (NeRF) [171] is an AI-based solution
to encode the radiation field of a 3D scene in an MLP
network. It takes continuous 5D coordinates as input and
predicts the volumetric density and view-dependent emitted
radiance at the input spatial location, allowing real-time
rendering of high-fidelity static and dynamic 3D scenes.

H. TAKE-AWAYS
Metaverse systems sometimes use new media types such as
360-degree video and free viewpoint television. This can
include holography or volumetric video to support realistic
virtual experiences. These media types (encodings) demand
higher bandwidth than conventional 2D video standards such
as AVC/H.264 and HEVC/H.265. It can be challenging to
transmit these, especially with low latency. Tiling can reduce
data volume and improve encoding flexibility in quality
management by selecting only the tiles. In conjunction with
information-centric tile access, it can also provide additional
efficiency through object sharing However, while increasing
the use of tiling can enhance flexibility, it can also reduce
efficiency. Maximum tiling is not always beneficial as it
may not lead to significant bandwidth savings only by itself.
There is a trade-off in designing tiling schemes that balance
flexibility with efficiency.
The role of rendering technologies in Metaverse systems

cannot be understated. High-quality graphics rendering today
is typically done on users end devices. However, it is
expensive for certain types of devices. Remote rendering
offloads most graphic processing to servers, alleviating
the load on local devices but requiring higher available
bandwidth (e.g., exceeding 25 Mbps for cloud gaming [172])
between servers and end devices) and robust server capa-
bilities to avoid potential server and network overload
which need to manage all these things (as discussed in
Section IV-B)). Continued research and improvement for
rendering technologies and networks are required. Future
Metaverse system should include well-structured graphics
pipelines and be modular and flexible, allowing for flexible
decomposition and function offloading based on current load
and utilization, for example, providing only the necessary
data elements for rendering at different quality levels and
potentially using dynamic transcoding and level-of-detail
support. We discuss these concepts in detail in Section IX-C.

IV. METAVERSE SYSTEM ARCHITECTURES
In this Section, we analyze the design and architecture
of Metaverse systems and explain how technologies are
integrated into current systems. In Section IV-A, we pro-
vide an overview of typical Metaverse system design. In
Section IV-B, we present an in-depth overview of the typical
system architecture of VR systems, including their rendering
workflow and graphics pipeline. Finally, Section IV-C
discusses typical VR systems in individual components
and performs a detailed analysis of two typical social

FIGURE 4. Typical System Architectures [155], [156], [173], [174], [175].

VR platforms: Meta’s Horizon Workrooms and Microsoft’s
AltspaceVR.

A. VR METAVERSE SYSTEMS DESIGN
Figure 4 depicts three configurations of contemporary VR
systems and shows how they distribute VR tasks among their
components.
Tethered Device: As illustrated in Figure 4(a), this system

incorporates a high-performance Personal Computer (PC)
linked to a lower-performance wearable device via wired
or wireless connections. Notable instances of such systems
include the Meta Quest 3 and HTC Vive [176]. Meta Quest
3 tracks the headset orientation, while HTC Vive employs
room sensors for three-dimensional motion tracking. With
regard to limitations, wired connections can constrain user
mobility, pose a tripping hazard, and potentially diminish
the immersive VR experience.
Cloud gaming services such as Google Stadia [177],

Steam Remote Play [178], [179], and NVIDIA’s GeForce
Now [180] use cloud-based GPUs for game rendering,
offering a solution to hardware limitations on user devices
by processing game graphics on remote servers. These
platforms employ advanced rendering techniques, includ-
ing post-render warp, to enhance gaming experience. For
instance, Kim et al. [181] discussed how post-render warp
with late input sampling could mitigate up to 80% of the
latency penalty in controlled environments. Chen et al. [182]
proposed a client-end GPU-accelerated scene warping tech-
nique, estimating rendering frames between keyframes to
hide interaction delays and enhancing user experience in
wireless links between the server and client.
Untethered Device without A Host PC: This VR system

configuration, represented in Figure 4(b), primarily relies
on MUDs for processing (except for social synchronization
tasks or cloud-based rendering that occur on the Internet).
Devices include smartphone-powered headsets and stan-
dalone VR devices. Smartphone-powered headsets (e.g.,
Google Daydream [155], Samsung Gear VR [156]) leverage
phones’ computational capabilities to render and display
images, and use their built-in accelerometers for motion
tracking. However, the hardware constrains the quality (i.e.,
sophisticated VR experiences can be limited on lower end
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devices). Standalone VR devices (e.g., Oculus Go [173],
Oculus Quest [183], Lenovo Mirage Solo [184], and Apple
Vision Pro [185]) function better. These devices are equipped
with screens, sensors, and mobile-phone-grade processors.
For example, Oculus Quest 2 can offer up to around 2K
content resolution and 60–70Hz refresh rate, and Apple
Vision Pro can attain higher refresh rates (about 90-100Hz)
and exceed 4K resolution by connecting to a high-end GPU-
equipped PC for rendering [185].
Untethered Device with A Host PC: This emerging VR

system renders visuals on a separate, high-performance
computer, and streams them to a wearable device via a fast
wireless network. For example, Furion [159] is a mobile
VR framework that separates the rendering pipeline for
foreground interactions and the background environment
between a client and a server. DeepMix [186] is a lightweight
framework for MR headsets that combines edge-assisted 2D
object detection with on-device estimations of 3D bounding
boxes for real-world objects. Several startup companies and
research groups, such as Amimon, KwikVR, and TPCAST,
are developing Untethered VR (UVR) systems using 60 GHz
mmWave wireless networks. However, these systems have
several challenges owing to the inherent characteristics of
mmWave technologies, including high signal attenuation
and transmission beam alignment issues. Solutions such
as MoVR [174], [175] aim to address these limitations
through carefully positioned antennas and mirrors, yet
they require specialized environments. Other research stud-
ies [187], [188] explore 60 GHz wireless networks and
rendering pipelines between a host PC and a receiver.
However, these systems require high decoding rates and
severely limited range. Furthermore, they rely on laptop PCs,
which often fall short of the power, weight, and budget
constraints of an MUD. GamingAnywhere [189], an open-
source game streaming system, works directly with an IEEE
802.11ac wireless network. Furion [159] transmits content
from a host PC using IEEE 802.11ac WiFi. By parallelizing
the video codec and segregating the background/foreground
rendering, Furion minimizes the latency. However, these two
systems require computing resources on the host PC and
MUD and a mobile phone as an MUD.
Summary: Each VR system type has its own advantages

and limitations. Tethered devices offer high processing power
but limit user mobility owing to their physical connection.
Untethered devices without a host PC provide user mobility
but are restrained by their own processing capabilities or
latency issues with cloud servers. Untethered devices with
a host PC exhibit promise for achieving high-quality VR
experiences but face challenges in wireless technologies and
processing requirements.

B. RENDERING WORKFLOW AND GRAPHICS PIPELINE
A key element of an immersive mobile VR experience is the
ability to render high-quality content with low latency, which
is addressed by local, remote, or collaborative rendering.

FIGURE 5. An Example of Local Rendering Workflow [183].

Local rendering workflow: In some instances, VR headsets
depend solely on their built-in computational resources (e.g.,
CPU and GPU) to facilitate the rendering pipeline. However,
untethered headsets such as Oculus Quest 2 only offer a
maximum of 2K content resolution and around 60–70Hz
refresh rate [183]. In contrast, tethered VR headsets such as
Apple Vision Pro can attain higher refresh rates (90-100Hz)
and exceed 4K resolution by connecting to a high-end
GPU-equipped PC for rendering [185]. Uncompressed, full-
resolution immersive VR video data are initially transmitted
to these headsets, with viewport rendering subsequently
conducted locally (Figure 5). To achieve a high-quality
VR experience with local rendering, end devices typically
need to be cable-connected (e.g., Oculus Rift [190], HTC
Vive [58]), pairing with a PC that operates a powerful
graphics card. While this setup is ideal for rendering high-
quality graphics and minimizing latency, it increases costs
for users and hampers mobility due to the physical tethering
to a PC [2], [191].
Remote rendering workflow: Cloud and edge computing

have prompted VR systems to shift from exclusively local
rendering towards a hybrid approach that offloads most
rendering tasks to remote servers [159], [187], [192]. After
rendering, servers return the encoded frames to VR headsets
as a video stream for the display. An example of this
remote rendering workflow is presented in [124] (Figure 6).
A server dynamically renders VR content and sends a
partial panorama to a client device, which then performs
local rendering at 60 Hz to adjust to any head movement.
This approach can provide variable motion-to-photon latency
based on user interaction types, allowing the system
to effectively adapt to different user interaction modal-
ities while continuously evolving VR scenes. Currently,
remote rendering has been implemented in cloud gaming
platforms [172], [177], [193] and video streaming applica-
tions [194], [195]. However, it requires a higher available
bandwidth than local rendering (e.g., exceeding 25 Mbps
for cloud gaming [172]) between servers and end devices to
maintain a seamless experience.
Collaborative VR Rendering Workflow: Collaborative VR

rendering workflow [157], [159], [163], [192] uses the
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FIGURE 6. An Example of Remote Rendering Workflow [124].

FIGURE 7. An Example of A Modern VR Graphics Pipeline [196], [197], [198].

processing power of mobile VR hardware to manage time-
sensitive rendering tasks close to an HMD display while
offloading the rest to a remote system. This approach relies
on the fact that pre-defined interactive objects are typically
less resource-intensive than the background environment,
making it more efficient to render these interactive elements
locally while assigning a more complex background envi-
ronment to the remote server. To further reduce network
latency, these schemes also incorporate pre-rendering and
pre-fetching for the background environment [196].

The overall end-to-end latency of a VR system is deter-
mined by the collective performance of each stage within
the graphics pipeline graphics pipeline (Figure 7). This
pipeline typically comprises three stages. Each stage operates
relatively independently and has specific requirements that
impact the total system efficiency (see Section V-A).

I) User input collection stage involves the collection
of various user inputs, ranging from explicit commands
sent through devices (e.g., keyboards or controllers) to
physical motion data recorded by sensors. They are typically
captured using specialized cameras [199], [200] and are
represented in a spherical format (to form VR videos). These
spherical images are then projected onto planar frames using
techniques such as equirectangular projection, facilitating
subsequent processing [198].
II) Content generation stage processes the user inputs and

selects VR content elements to produces content according to
application requirements. This includes date processing and
retrieval from local storage or cloud services. Initially, the
system processes user inputs and eye-tracking information
through the VR runtime. Then planar VR frames are
re-projected back to their original spherical format. The
client player then creates a spherical area aligned with the
user’s viewing angle, dictated by head orientation. After
data processing, the system creates two planar frames,
one for each eye, establishing a stereoscopic view that
generates a three-dimensional perception within the VR
environment.
III) Content presentation stage presents the VR content to

the user, primarily through video frames and audio effects,
and consists of two sub-tasks: a) Asynchronous Time Warp
(ATW). Before displaying the rendered frames on the HMD,
the system uses ATW to adjust the 2D image plane according
to the lens distortion, making the VR content more natural
to the user’s vision [190], [201]. b) Immersive Perception
Creation. To create an immersive experience, the system
generates high-quality images, sounds, and other stimuli that
simulate the sensation of physical presence within a virtual
world [202], [203], [204].
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C. CASE STUDY: DISSECTING TYPICAL VR SYSTEMS
In this subsection, we examine a particular aspect of
Metaverse systems – Social VR, a fusion of online social
networks and VR technologies (i.e., ‘social life’ application
type in Section II-B). Social VR enables users to interact
in a virtual world as avatars, facilitating communication
and collaboration akin to physical world interactions [2].
Primary features include navigating and conversing in
a virtual space, such as a conference room. Advanced
features include a deeper level of interaction with the
platform and other users, e.g., playing games, generating
user content, and conducting transactions using non-fungible
tokens (NFTs) [205]. Existing social VR platforms share
some similarities. Users typically encounter a welcome page
for system initialization when launching an application.
Subsequently, they can select their desired social interaction
or public events such as concerts and online meetings.
Commercial social VR platforms include VRChat,13 Rec
Room,14 AltspaceVR, Mozilla Hubs,15 Anyland,16 Cluster,17

Bigscreen,18 and Workrooms. For an in-depth comparison of
these platforms, please refer to [2]. By examining how these
platforms operate, we can gain a broader understanding of
Metaverse systems reality, concentrating on its underlying
network protocols and identifying areas for improvement. In
this subsection, we discuss the following three questions:

• How do typical social VR systems such as Workrooms
and AltspaceVR operate?

• Which type of content is delivered in Workrooms and
AltspaceVR?

• Which network protocols and infrastructure do social
VR systems use?

1) HOW DO TYPICAL SOCIAL VR SYSTEMS OPERATE?

Figure 8 depicts the connection establishment and data
exchange process between clients and servers in Workrooms
(top) and AltspaceVR (bottom). In Workrooms, the system
hinges on two main servers. One (called server I or UDP
server) is for content, and the other (called Server II or
WebRTC server) is for streaming and exchanging audio-
visual data. The Workrooms process can be conceptually
divided into two stages. The entire operation starts with
an initialization process, that involves a local setup and
rendering that consumes approximately 25 seconds with min-
imal network activity. During initialization, the background
loading and connection occur establishment predominantly.
When users enter a meeting platform and the loading
interface becomes visible, the system commences a UDP
session with Server I. Following initialization, Server I
maintains an exchange of ‘virtual content’ over UDP, a
task that continues throughout the communication stage,

13https://hello.vrchat.com/; accessed on 25-Aug.- 22
14https://recroom.com/; accessed on 25-Aug.-22
15(https://hubs.mozilla.com/; accessed on 25-Aug.- 22)
16http://anyland.com/; accessed on 25-Aug.-22
17https://cluster.mu/en/; accessed on 25-Aug.-22
18https:// www.bigscreenvr.com/; accessed on 25-Aug.-22

FIGURE 8. The Process of Establishing Connections and Exchanging Data Between
the Clients and The Servers for Workrooms (top) and AltspaceVR (bottom).

providing a continuous stream of virtual content. After
initialization, users transition to the communication stage,
which is marked by entering the corresponding meeting
room and establishing a connection with Server II. A key
point is the divergence in the connection method between
PC and headset clients with Server II. Despite establishing
an initial TCP connection and using Session Traversal
Utilities for NAT (STUN) protocol for NAT traversal,
the headset client continues with the TCP connection,
transferring 1-3 Transport Layer Security (TLS)packets to
each other. In contrast, the browser client transitions to a
Datagram Transport Layer Security (DTLS) connection with
Server II over the UDP after establishing the initial TCP
connection. During this communication period, Server II
uses the UDP flow to transmit the virtual background and
avatar-related content. Concurrently, it employs the Real-
time Transport Protocol (RTP) and RTP Control Protocol
(RTCP) to exchange multimedia content with the server. RTP
is typically used to transmit multimedia streams, such as
audio and video, whereas RTCP monitors data delivery.
In contrast to Workrooms, AltspaceVR employs a slightly

different approach to client-server connections. The client
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begins by downloading data from Server I via HTTPS, which
is typically 10-20MB and is required only for first-time event
participants. Following this, an additional download of 300-
500KB of data from Server I occurs via another HTTPS
connection, this time for loading the main environment. The
connection to Server II is only established once the loading is
complete, and from this point all data exchanges occur over
UDP. Both users continually exchange user-related content,
such as audio, with Server II through this UDP connection.

2) WHICH TYPE OF CONTENT IS DELIVERED?

Workrooms and AltspaceVR differ in the types of content
they deliver and how they deliver it. In-depth experiments
and subsequent data analyses conducted on Workrooms and
AltspaceVR [2], [112], [113] have led to several discoveries
regarding their data transmission modalities. From a network
protocol perspective, Workrooms uses HTTP3 (and QUIC) in
Server I for reliable virtual content delivery [206]. When no
other functions are active, this virtual content comprises two
primary components: a virtual background, which requires
approximately 0.1 Mbps of data, and user-specific avatar-
related content, requiring an additional 0.5 Mbps per user.
However, Workrooms merely forward avatar-related virtual
content to each user, without any further processing, raising
potential scalability issues (it supports only up to 16 headset
users). If 16 headset users are simultaneously active, each
user’s data requirements increase to approximately 8 Mbps.
Moreover, Workrooms does not consider situations where
data forwarding is not required (e.g., when a user is browser-
based), thus adding to the bandwidth overhead.
Video and audio communication in Workrooms (only

through Server II) relies on RTP flows. Unlike the ‘UDP
flow’(in Server I), this RTP flow primarily involves downlink
data transmission, averaging between 1 and 2 Mbps. The
uplink bitrate, used primarily for audio session exchanges
between users, is relatively lower, often under 0.05 Mbps.
Notably, audio sessions are server-forwarded between users,
and video sessions are server-directed to users. However,
Workrooms’ current model fails to optimize audio sessions
via peer-to-peer communication, even for users in the
same subnet, resulting in an additional bandwidth overhead.
AltspaceVR uses a proprietary UDP-based protocol [2],
where the fourth byte of the UDP payload differentiates
between various data types, such as audio data or user-related
content. In summary, although Workrooms and AltspaceVR
deliver similar types of content (i.e., avatar-related virtual
content, background scenery, and real-time audio-video ses-
sions), they differ in their delivery mechanisms, highlighting
the diversity and potential for optimization in social VR
system designs.

3) WHICH NETWORK PROTOCOLS AND
INFRASTRUCTURE DO SOCIAL VR SYSTEMS USE?

Looking beyond Workrooms and AltspaceVR, we provide
a broader overview of the network protocols and infras-
tructure commonly implemented by social VR systems,

as summarized in Table 4. A variety of protocols are
deployed and customized for different goals. For example,
protocols for connection establishment over middleboxes
(e.g., interactive Connectivity Establishment (ICE) [207] and
Session Traversal Utilities for NAT (STUN) [208]), transport
protocols (e.g., TCP, QUIC, RTP/RTCP) for transferring
both content and control components (e.g., downloading
scene descriptions and distributing events), TLS or DTLS
for authentication, integrity, and encryption, and application
layer protocols (e.g., HTTP and proprietary protocols) for
fetching Web resources and controlling. These protocols
run over the Internet and thus have to provide typical
features such as congestion control (for TCP/QUIC) and
flow fairness. Most systems (such as Mozilla Hubs, Horizon
Worlds, and Spatial [3], [209], [210]) use a collection
of existing protocols, sometimes with additional propri-
etary protocols (such as AltspaceVR [211]), which can
lead to unnecessary overhead and sub-optimal performance
[2], [112], [113].
Based on [2], [112], [113], we describe the network

protocols used by these systems as operating across two
distinct channels: control and data. The former pertains to
menu operations and game clock synchronization, whereas
the latter handles avatar embodiment and voice data.
For the control channel, all surveyed systems, including
RecRoom, VRChat, Mozilla Hubs, Horizon Worlds, and
AltspaceVR, use HTTPS for control communication, such
as menu selections (but only Workrooms uses HTTP3).
AltspaceVR and Worlds exhibit recurring HTTPS traffic
spikes approximately every 10 seconds, primarily used
to report client-side information and synchronize in-game
clocks across users. The data channel primarily manages
data plane information such as audio content and avatar
motion. For example, Hubs and Spatial [3], [209], [210]
use WebRTC [212] for multimedia communication (enabling
audio and video streams) among VR users.
As for virtual backgrounds, all five platforms offer only

static virtual backgrounds, which only need to be down-
loaded once. Although using static backgrounds minimizes
the rendering burden and communication overhead, it also
limits user interactions with the virtual environment [31]. The
downloading of these static virtual backgrounds also varies
across platforms. For instance, AltspaceVR and VRChat
download 10–30 MB of data during initialization. Rec
Room pre-downloads the background during the application
installation, as evidenced by the sizable app footprint in
the Oculus store (1.41 GB). Worlds downloads about 5
MB of data during the ‘Preparing for Visitors’ phase every
time users launch the application, whereas Hubs, being
browser-based and lacking an installed application, requires
users to download about 20 MB of data each time they
join the platform. In terms of infrastructure, the servers
that handle these two channels may have different owners
and geolocations, as presented in Table 4. For example,
the official documentation of Hubs reveals that its HTTPS
server operates as a set of load-balanced nodes, whereas its
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TABLE 4. Network protocols and infrastructure of five social VR platforms [2], [112], [113].

WebRTC server serves as a central routing machine [209].
Further details on this topic can be found in [2], [112], [113].

D. TAKE-AWAYS:
One challenge in today’s Metaverse systems is using
different, uncoordinated protocol sessions, each with its
congestion control mechanism. For example, WebRTC is
typically used for live media, while DASH is preferred
for video streaming, alongside other protocols (e.g., HTTP
or proprietary ones) for control communication or general
data exchange. This diversity results in complex protocol
stacks [2], [112], [113] and varying security frameworks
(e.g., TLS over HTTP/HTTPS for DASH and DTLS for
WebRTC) and can also lead to uncoordinated and inefficient
resource allocation [213]. The challenge lies in managing
these protocols efficiently within Metaverse systems, e.g., in
one QUIC connection.

V. COMMUNICATION PERFORMANCE
Balancing low latency and high throughput requirements,
particularly with a high peak to mean bit-rate ratio, is
challenging. Metaverse relies heavily on high-speed com-
munication to address the diverse needs of Metaverse
applications.

A. GAP ANALYSIS
1) LATENCY

Motion-to-Photon (MTP) latency is an important param-
eter for determining the Quality of Experience (QoE),
which refers to the overall performance and satisfaction
perceived by the user during the interaction with an AR/VR
system [214]. This term refers to the duration from the
instance of user movement to the corresponding visual
update on the display screen, denoted by:

τMTP = τcamera + τprocessing,device + τdisplay

Where τcamera is the time taken by the camera to capture
and transmit the user’s movement data, τprocessing,device is the
time required for the device to process the input data and
generate the appropriate output, and τdisplay is the time for
the updated visuals to be rendered and shown on the display
screen.

Studies [215], [216] have shown that the optimal latency
range for immersive experiences is 7-15ms, with a maximum
threshold of 20ms and the potential to reach as low as
1ms for tactile applications like remote surgery. As detailed
in Raaen’s thesis [215], exceeding these stringent latency
requirements leads to delays responses and causes other
symptoms, such as headaches, nausea, and disorientation, in
VR applications. Another important parameter is the jitter,
also called latency variation. Fluctuations in latency lead to
stuttering and choppiness in the display, drastically affecting
the perceived Quality of Experience. Jitter becomes problem-
atic when it causes frame skipping. The maximum tolerable
jitter for a 30 FPS video is approximately 33 ms [217].
Currently, most localized Metaverse applications have man-
aged to achieve sub-20 ms MTP latency and acceptable jitter
owing to technological advancements in sensor detection,
display refresh, and GPU processing, while network-based
applications are still in their early research stages, far from
the satisfied threadshot, with usually 130 - 1118 ms MTP,
as shown in Table 5 [183].

Taking VR as an example, in a typical network-based
AR/VR system, the MTP latency is shaped by several
stages, i.e., sensor detection and action capture (around
1ms), computation for Region of Interest (ROI) process-
ing, rendering and encoding (around 11ms), Group of
Pictures (GOP) framing and streaming (110ms-1s), network
transport(0.2-100ms), terminal decoding(around 5ms), and
screen refresh(around 1ms), as illustrated in Figure 9. The
MTP latency τ is the sum of these components.

τMTP = τcamera + τnetwork, up

+ τprocessing, server + τnetwork, down + τdisplay

Where τcamera is the time taken for sensor detection and
action capture, τnetwork, up is the time for the data to be sent
from the device to the server, including any time spent in
queues or processing for transmission, τprocessing, server is the
time taken for computation for ROI processing, rendering,
encoding, and GOP framing and streaming at the server,
τnetwork, down is the time for the processed data to be sent
back from the server to the user’s device, and τdisplay is the
combined time for terminal decoding and screen refresh on
the user’s device.
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TABLE 5. Current and projected latency in key stages in network based AR/VR
(MTP = T1+T2+T3+T4+T5+T6) [183].

FIGURE 9. Latency Requirements [183].

Specifically, the network delay, represented by τnetwork,
comprises the physical propagation delay and switch-
ing/forwarding delay. The former, in the context of fiber
optics, is defined by the speed at which light travels through
the fiber, which is approximately 200km/ms. The latter
typically exceeds the physical propagation delay and can
vary significantly, ranging from 200μs to 200ms per hop.
This network delay must strike a balance with the on-device
processing time to minimize the overall MTP latency. As
outlined in Table 5 [183], the upper limit of GOP framing
and streaming (T3 : τprocessing) can be potentially reduced
to around 5 ms by improved parallel hardware processing;
display response time (T6 : τdisplay) can be reduced to around
0.1 microseconds through the use of Organic Light Emitting
Diode (OLED) displays. Given the total 20 ms MTP latency
budget, a mere around 7-8ms remains available for graphic
rendering and the RTT between the AR/VR device and the
cloud/edge (T4 : τprocessing, server + τnetwork), consumed by
rendering, propagation, switching, and queuing delays.

2) THROUGHPUT

Throughput is another critical parameter for the quality of
Metaverse applications. Beyond mere display functionalities,
Metaverse systems require substantial real-time computations
that are dependent on consistently high throughput. This
includes processing inputs from sensors (e.g., for tracking
user movement), rendering high-resolution graphics and
conducting physics simulations for real-world phenomena.

These systems predominantly operate in a streaming fashion,
with computation requests arriving frame by frame. This
real-time requirement implies that if a frame’s processing
is delayed, the system may face increased latency or risk
of compromising the quality and accuracy of the output.
The immediacy of such tasks requires very high throughput.
For example, a frame in a 30 FPS system necessitates
processing within around 33 ms [218]. Table 6 outlines
different Metaverse applications and their respective overall
throughput requirements [219]. As illustrated, applications
such as 360-degree video and 6DOF video transmit data at
a higher rate, up to 100 or even 1000 times more, compared
to conventional image or video transfers.
Specifically, the throughput in Metaverse systems can be

differentiated into average throughput and peak throughput.
Average throughput measures the mean data transfer rate over
a specific period. Several parameters influence this bit rate,
including the display resolution, dimensionality (2D or 3D),
view type (normal or panorama), video processing codec
type, color space, sampling algorithm, and video pattern.
Metaverse applications can produce extensive live data
streams such as 360-degree panoramas and 3D volumetric
content. Normally, 3D and panorama view video bit rates
are approximately 1.5 times and 4 times greater than 2D
and normal views, respectively. Furthermore, the bit rate
is influenced by the video pattern and motion rank. When
the changes in the video frames are more frequent, the
achieved data compression is less. A compressed video
stream comprises ordered successive groups of frames or
a GOP. These GOPs consist of three types of pictures (or
frames) [220]: I-frames (fully specified picture), P-frames
(only changes from the previous frame), and B-frames
(content specified by differences between the current frame
and both the preceding and following frames). Each of these
frames performs a role in video compression and contributes
to improved video compression rates.
Peak throughput in Metaverse systems refers to the

highest bit rate required for smooth transmission of video
content. More specifically (Table 7), the ‘peak bit rate’
is the bit rate necessary for I-frame transportation, with
the ‘burst size’ representing the I-frame size, and ‘burst
time’ indicating the duration needed for complete end-to-
end I-frame transport, measured via frame rate (FPS) [221].
Two potential situations trigger the inception of a new
I-frame. The first scenario arises from substantial AR/VR
video display alterations, leaving no similarities between
consecutive images. The second is when the FOV changes
owing to the users’ head or eyeball movements. However,
I-frames present a challenge in terms of compression.
With no reference frame for video compression, I-frames
require intra-frame processing techniques, similar to those
used in static image compression such as JPEG. This
results in a lower compression ratio compared with inter-
frame compression. Moreover, the delay budget of network
transport requires the generation, grouping, transmission, and
display of a new I-frame to occur within a specific timeframe,
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TABLE 6. Throughput of some metaverse applications [219].

TABLE 7. Bit rate for different VR systems (throughput requirements) [183].

causing the peak bit rate and burst size to be larger than in
typical video streaming, such as Internet Protocol Television
(IPTV) [222]. To illustrate the relationship between the peak
bit rate and average bit rate, Table 7 shows the throughput
calculations for different AR/VR systems. The peak bit
rate indicates the highest bit rate needed for transporting
an I-frame, with the burst size and time symbolizing the
I-frame size and the complete transport time respectively (for
efficient application functioning). With the average video
compression ratio ranging from 100 to 200 for 2D and the
I-frame compression ratio ranging from approximately 20
to 30, it is clear that the peak bit rate is approximately ten
times the average bit rate.

3) QUALITY OF SERVICE (QOS)

In networked systems, ‘QoS’ is applied to describe systems
that control the allocation of various resources to achieve
‘managed unfairness’ [223]. However, QoS mechanisms
cannot create or increase resource capacity. Experiments
have shown that QoS cannot provide better user experience
when [223]: I) resources are lightly loaded (as congestion
loss and queuing delays are minimal); II) resources are
heavily oversubscribed (indicating a failure to deliver viable
service); III) failures cause rapid state shift from lightly
loaded to heavily oversubscribed (QoS schemes cannot main-
tain consistent service quality due to slow response times, or
overly conservative resource allocations that result in wasted
capacity under non-failure conditions). Some QoS schemes
such as the Resource Reservation Protocol (RSVP) [224],
require routers to maintain state for each flow, which

has scalability problems in larger deployments. Providing
enough memory for core routers through which millions
to billions of flows pass is infeasible. With Integrated
Services (IntServ), RSVP carries two data structures (i.e.,
the flow specifier and the traffic specifier), identifying the
QoS equivalence class and describing the traffic’s dynamic
characteristics (e.g., average bandwidth and delay, peak
bandwidth), respectively [224]. However, these structures
limit Intserv’s application to small-scale topologies or high-
value usages such as traffic engineering. With Differentiated
Services (DiffServ), the protocol encoding (using six bits
in the TOS field of the IP header) restricts the number of
distinguishable classes [225]. However, when used with fine-
grained equivalence classes, one can encounter limitations
on the number of required queues.
In the context of Metaverse systems, implementing QoS

encounters two additional challenges: I) Lack of QoS
Guarantees. Despite advancements in ultra-low-latency TCP
protocols, such as DETER [226] and TCP Bottleneck
Bandwidth and Round-trip Propagation Time (BBR) [227],
networks still lack QoS guarantees. This absence hinders
deterministic behavior, even if the protocols support it.
While this might be acceptable for less time-sensitive
tasks such as virtual meetings, it becomes problematic for
latency-critical applications such as medical or entertainment
applications [228]. The impact ranges from bandwidth
decrease and latency to packet loss and jitter. Given the
suspicion that TCP loss recovery exacerbates latency, there is
an underlying need to address latency without compromising
packet loss. II) Complex Provisioning. The definition of
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high priority and reliability differs when dealing with multi-
modal data in Metaverse systems, where each stream and
packet within the stream have different QoS requirements.
For example, a packet with I-frames from video data has
higher latency and reliability requirements than packets
with P- or B-frames. Therefore, a cross-layer design is
needed for multimedia communication in Metaverse systems,
where data encoding, compression, and communication are
optimized to meet specific QoS requirements.

B. EMERGING TECHNOLOGIES
This subsection lists potential emerging technologies for
addressing high throughput and low latency requirements.

1) WIRELESS LAYER TECHNOLOGIES

Developing suitable wireless technologies presents chal-
lenges across the entire wireless stack, from antennas
upwards [229]. One strategy to reduce latency (achieving
ultra-low latency) is to use new frequency bands. The
Millimeter Wave (mmWave) band (24GHz-39GHz) sup-
ports a broad channel (up to 800MHz), providing larger
throughput while minimizing latency below 1 ms. However,
mmWave frequencies suffer from low range and obsta-
cle penetration. Hence dense base station deployments in
crowded environments, such as the PyeongChang Olympics
in 2018 (Korea) [230] or airports, are required. This density
deployment allows to serve more customers simultaneously,
while maintaining high throughput and low latency in the
radio access network (RAN). Massive MIMO technologies
use multi-antennas to send and receive signals to improve
data speed, and the beams are directed. A gNB with
three cell sites can support an average of 10 Gbps in
5G when equipped with multiple antennas for transmission
and reception [231]. To realize ultra-low latency at the
Medium Access Control (MAC) layer, solutions such as short
symbol periods, flexible Transmission Time Intervals (TTI),
and low-power digital beamforming for control [232] have
been proposed. Currently, the achievable one-way latency
between a subscriber device and a center unit is 4 ms
for eMBB and 0.5 ms for Ultra-Reliable Low Latency
Communications (uRLLC) [231]. Using deterministic com-
munications in small layer-2 networks, such as Deterministic
Ethernet [233], offers a solution for achieving ultra-low
latency. In these networks, multiple Ethernet transceivers
can share access to an Ethernet broadcast cable through a
repeated Time Division Multiple Access (TDMA) schedule.
This schedule allocates coarse-grain ‘traffic-windows’ for
different traffic classes, including deterministic and best-
effort traffic, ensuring collision prevention through tight
synchronization of all transceivers, typically within 1 μsec
accuracy, using Time-Sensitive Networking (TSN) time
synchronization technology [234].

2) NETWORK LAYER TECHNOLOGIES

Deterministic Networking (DetNet) is a network layer
technology designed for IP/multi-protocol label switching

(MPLS)-based networks [235]. It enables establishing reli-
able communication channels for specific traffic flows,
providing deterministic QoS guarantees including ultra-
low latency, jitter, congestion loss and reliability, ensuring
that they remain unaffected by competing traffic flows.
DetNet explicitly uses a dedicated path for each traffic
flow (both synchronous and asynchronous flows) to improve
deterministic latency. In synchronous flows, DetNet-enabled
endpoint systems use time-synchronized clocks. For asyn-
chronous flows, bandwidth for DetNet flows is reserved
by leveraging the maximum packet size, the number of
transmissions during the observation interval, and proto-
col stack information. This approach ensures deterministic
data delivery, processing, and synchronization, supporting
deterministic multimedia stream operation and management
in Metaverse systems. For example, DetNet can provide
time synchronization and gating mechanisms for transmitting
strict and time-bound time-sensitive traffic in industrial
automation, including sensor data, control inputs to actuators,
and audio or video packets [236]. Currently, DetNet is still
under development [237], [238] and can not be used in
Metaverse systems over the Internet.
Application-aware Networking (APN) [239] is a solution

designed to extend and enhance the principles of QoS by
enabling fine-granularity network service provisioning (i.e.,
traffic operations) within the network. It allows applications
to specify their requirements and enhances network func-
tionality by applying specific policies to traffic flows as
they enter the network infrastructure. In modern networks,
where deterministic networking and networking slicing are
required, there is a need for more functionality than what
QoS can provide.

3) TRANSPORT LAYER TECHNOLOGIES

Modern congestion control has been studied for sev-
eral decades because of its complexity and significance.
Currently, most TCP flows on the Internet adopt the
Cubic congestion control algorithm [240], primarily because
it is the default in most operating systems. BBR [241]
is a more recent and promising proposal for Internet
congestion control, designed for both TCP and Quick
UDP Internet Connections (QUIC). BBR combines loss-
and delay-based congestion control mechanisms within a
sophisticated internal model [242]. However, no single
congestion control algorithm can be universally applied
(i.e., fits all applications), and traditional algorithms face
challenges in handling delay-sensitive multimedia streaming
within Metaverse systems. Low Latency, Low Loss, and
Scalable Throughput (L4S) protocol [243] is designed to
ensure low delay for IP traffic. It uses an Explicit Congestion
Notification (ECN) scheme [244] and is based on the idea of
marking packets as congestion experienced (CE) when the
queue delay at a network node begins to exceed a set thresh-
old. By adjusting the rate in response to congestion signals,
the protocol maintains low queue delays (and consequently
lower end-to-end delay). Implementing scalable congestion
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control algorithms also allows for high throughput and link
utilization, even with many signaled congestion events [243].
L4S is ideal for applications demanding high data rates,
consistently ultra-low latency, and near-zero packet loss,
such as cloud gaming, VR/AR applications, and high-quality
video conferencing. However, there are challenges when
implementing L4S in specific network architectures such as
5G networks. These include the impact of tunnels (GTP-U
and IPSec) that can hinder the propagation of congestion
signals, and issues related to the RLC layer, where queued
packets are already encrypted, making it impossible to mark
packets at the network nodes [243].

According to [245], congestion control algorithms can
be generally classified into three approaches: traffic-based,
resource-based, and hybrid-based.
I) Traffic-based congestion control protocols focus on

managing the flow of data packets based on current network
traffic conditions. They are predominantly used in scenarios
requiring end-to-end and hop-by-hop traffic management.
Such protocols are important in multimedia environments
that demand real-time interaction, which is highly relevant
for Metaverse applications such as social VR platforms,
live video streaming, and VR gaming. For example, the
Buffer Occupancy-based Transport Protocol (BOTCP) [246]
has been developed for congestion detection. It employs
two distinct thresholds to compute buffer occupancy at each
node. As soon as the buffer occupancy exceeds the top
threshold, congestion is identified at once, and the child
nodes decrease the traffic rate to reduce the congestion.
However, it cannot choose the optimal path. The Adaptive
Weight Firefly (AWF) algorithm [247] reduces congestion
by combining the two algorithms and only uses rate control
for negative acknowledgments. However, acknowledgment
of this algorithm increases the delay in the network. Traffic-
Aware Congestion Control (TACC) [248] addresses rate
adaptation in the transport layer and detects congestion via
burst loss information by adjusting the sending rate based
on congestion severity. However, the TACC must be further
enhanced to facilitate the conveyance of prioritized events
to different flows.
II) Resource-based congestion control protocols manage

congestion by leveraging available network resources or
identifying non-congested paths. These protocols are mainly
used in high-reliability applications that require minimal time
delays, such as remote surgery and real-time multiplayer
gaming. By using idle network resources or alternative
routes, these protocols enhance the probability of error-free
communications. However, these protocols require addi-
tional overhead, including end-to-end topology information,
loop avoidance, and packet travel time for sensor nodes.
Techniques include Opt-ACM [249], which uses multiple
routes for data routing with varied QoS values. A Mixed-
Integer Linear Programming mechanism was applied to
validate this method. However, this method does not pay
attention to the energy efficiency of the network. A deep rein-
forcement learning-based routing algorithm [250] minimizes

delays through an unequal clustering scheme, preventing the
entire network from splitting into unequal clusters. However,
a complex methodology has been adapted to use unequal
clustering. The SLEB protocol combines load balancing
and security authentication mechanisms based on clustered
Wireless Sensor Networks (WSNs) [251]. While effective in
balancing network energy and enhancing security overhead,
SLEB allows multiple sensor nodes to send identical data to
the receiver node, which can lead to redundancy.
III) Hybrid congestion control protocols use a combination

of resource-based and traffic-dependent congestion control
protocols to manage network congestion. For example,
HOCA [252] uses active queue management and adjusts data
rates based on traffic sensitivity. This protocol comprises
four phases: initially, the sink node initiates data transmission
to all source nodes, identifying node types, timing, and
data priorities. Subsequently, the sink collects data from
each node, determines the optimal path through hop-by-hop
communication, and adjusts the data rate to alleviate con-
gestion. ECA-HA [253] controls congestion using a hybrid
congestion control approach. ECAHA reduces congestion
in three phases. Initially, it uses ant colony optimization to
identify the best route. Then, through multi-hop communi-
cation, backward ants verify path construction, and forward
ants develop congestion-free routes. If rate adjustment
proves unfeasible, an alternative route is established to
control congestion. However, the ECA-HA’s effectiveness is
constrained to environments with a limited search space.

4) DATA COMPRESSION

The real-time interaction among human avatars and
large storage requirements requires ultra-low delay and
ultra-high efficiency compression technologies [254].
High-dimensional (3D) visual data representations, such
as multi-view videos [255], point clouds [256], light
fields [257], and 360-degree VR videos [258], have been
developed to render the virtual environment beyond tra-
ditional 2D frames vividly. However, the challenge lies
in effectively representing these high-dimensional visual
data. One approach to compress these data is to transform
them into 2D-frame-like video sequences using mature
video coding schemes (2D) and then reverse them to high-
dimensional data at a decoder. For example, light field
data can be decomposed according to visual orientation
and re-arranged into an inter-correlated video sequence
that can be further encoded by Versatile Video Coding
(VVC). The Video-based Point Cloud Compression (V-PCC)
scheme [259], [260] projects a 3D point cloud into different
2D maps, which can then be compressed using 2D video
codecs and remapped to 3D using a V-PCC decoder. This
geometric transformation is also included in the compression
of 360-degree video in the VVC standard. Another approach
to compress high-dimensional data is to use geometric
properties. For example, the Geometry-based Point Cloud
Compression (G-PCC) scheme [153] uses a pruned octree
form to approximate the original data [261].
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Another potential solution for compression is semantic
compression and decoding technology. This approach is
based on a concept: ‘semantic meaning passing’ (e.g., users
only need to share the meaning of a document or figure
to maintain efficient and accurate communication), which
helps eliminate the transmission of redundant information in
Metaverse systems. Current mainstream semantic encoding
transmission systems are designed as end-to-end integrated
systems [262], [263], [264]. The sending end encapsulates
semantic feature extraction and source-channel coding into
one encoder module, while the receiving end encapsulates
source-channel decoding and semantic feature fusion into
one decoder module. Both the encoder and decoder are
implemented using deep neural networks (DNN) to achieve
nonlinear processing gains [265], [266], [267]. This struc-
ture originates from the deep auto-encoder (AE) structure
(similar to the concept of deep joint source-channel coding
(DeepJSCC)). However, the end-to-end training process of
the encoder and decoder needs to consider the distortion of
intermediate bottleneck layer data during channel transmis-
sion, which enhances the encoder and decoder’s ability to
counteract adverse factors such as channel noise and fading.
However, the limited computation and storage capa-

bilities of energy-constrained Metaverse hardware restrict
the local implementation of complex and energy-intensive
ML algorithms (e.g., DNN) in semantic compression and
decoding technology, including the training of semantic
encoders, semantic decoders, channel encoders, and channel
decoders, requiring better communication paradigm design
and optimization. Several solutions have been proposed
to address the devices’ computation and storage capabil-
ity issues [268], [269]. For example, Xie and Qin [268]
proposed a lightweight semantic communication system to
support the transmission of low-complexity text. It removes
redundant weights from the semantic communication model
by adopting neural network pruning techniques, thereby
reducing the computational resources required for devices.
Asymmetric encoder/decoder design [270], [271] is another
approach for enhancing performance. It puts a lower com-
putation load on headsets while using more computationally
intensive algorithms on servers. For example, deep compres-
sive offloading [271] uses a lightweight encoder to compress
outgoing data on end devices and a resource-intensive
decoder to restore the data at servers. Furthermore, it can
use knowledge of downstream application requirements to
determine which data features can be compressed away
and which features are more important for the specific
application, thereby obtaining a higher overall compression
rate.

5) OTHER TECHNOLOGIES

In-network computing can reduce latency by optimizing
service placement between servers and the network, allowing
certain functions to be placed closer to the user (e.g.,
programmable network hardware) rather than deployed on
servers. For example, in ICE-AR [122], mobile devices

continuously send user context (e.g., Point of View (POV)
video and related metadata) to edge nodes that perform
real-time machine learning tasks. These nodes process the
video to generate a detailed semantic description of the
environment (known as the deep context). Different edge
nodes provide different subsets of context extraction services.
The deep context is then used by mobile clients to retrieve
relevant content from cloud services to augment the POV
video (see Section IX for further discussions on in-network
computing).
Field of view (FoV) communication is being developed

to reduce bandwidth requirements by strategically deliver-
ing content based on user inputs such as head position.
Researchers focus on user viewing areas and explore
view-guided optimizations [197]. They share a key idea:
dividing a frame into tiles and applying non-uniform image
resolutions across these tiles according to the user’s sight.
For example, Haynes et al. [272] and Zare et al. [273]
predicted user head movement to lower the resolution of
out-of-sight tiles. Ngo et al. [274] predicted users’ Region-
of-Interest (ROI) and streamed the high-resolution ROIs.
Qian et al. [139], Fan et al. [275], and Liu et al. [276]
streamed only the user’s viewing tiles. Qian et al. [139]
used a linear regression (LR) model to predict future
viewports over time, treating viewport traces in the history
window as a time series. Other studies have employed
the LR model for similar purposes [277], [278], [279]. For
example, de la Fuente et al. [277] considered angular speed
and angular acceleration as forecast variables to estimate
the future direction of the user from prior orientation data.
As the linear model is limited in remembering the user’s
viewing behavior, the LSTM network has been applied for
its long-term memory ability [278]. However, a trade-off
exists. Since the client device requires continuous interaction
with the hosting application server, it needs a guaranteed
low latency and stable connection.

C. TAKE-AWAYS
It is challenging for some Metaverse systems to meet
low latency requirements, high throughput, and determin-
istic communication. Expected advancements in areas such
as next-generation wireless technologies are promising,
targeting to support extremely low latency (0.1-1 ms)
and high reliability (from 99.999% to 99.99999%). These
advancements can come from improved wireless encoding
schemes, higher frequencies, more access opportunities such
as satellites and UAVs, AI-enabled more efficient resource
allocation and other technologies. However, the question
remains: how these enhancements can be achieved over the
Internet and how to fully use these properties? For example,
higher frequencies can lead to smaller scales and more
cost, and increased access opportunities can lead to more
path diversity, complicating network management. The lack
of end-to-end control over Internet also prevents achieving
uniform reliability across the network, thus limiting the
impact of these improvements in next-generation wireless
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technology. These challenges require more thinking about
system architectures and protocols design, including better
communication structures that align with actual networks
capabilities, adapting services to varying conditions, and
enhancing resource allocation based on a deeper under-
standing of application requirements (e.g., moving towards
semantic communication and more aggressive compression
techniques). For example, applications should be designed
to tolerate less reliable and lower-performing networks
rather than assuming high reliability. Additionally, network
architecture needs reconsideration to better support native
broadcast and multicast functions. In summary, enhancing
the communication performance of Metaverse systems is
not solely a question of wireless improvements but also a
question of system architecture and application-adaptation
(as most applications on the Internet).

VI. MOBILITY
Mobility management is required to ensure service continuity
as users move. Unlike Section V, which focuses on direct
performance metrics, this section broadens the discussion to
include additional communication aspects such as handover,
multipath routing, and managing intermittent connectivity,
ensuring a robust and reliable network infrastructure.

A. GAP ANALYSIS
Some Metaverse applications, particularly mobile AR/VR
ones, are expected to operate across diverse environments
with varying characteristics. There are two main types of
mobile Metaverse applications.

• Applications Designed Specifically for Mobile Devices:
These include AR location-based games (LBGs) such
as Pokémon GO, a popular location-based AR game
that allows players to find virtual creatures using their
smartphones. Pokémon GO has a large user base, with
50 million monthly users in 2022 [63].

• Applications Related to User Mobility: These are used
in scenarios such as driving or traveling by train.
For example, [280] proposed a meta-empowered driver
assistance system that visualizes guidance information
on the windshield, where high-speed movement affects
mobility.

This paper primarily focuses on the first type of appli-
cation. Providing a seamless user experience for outdoor
mobile AR/VR users is challenging due to mobility issues
(e.g., unstable network connectivity and decreased service
quality). There are two main perspectives.

1) MOBILITY MANAGEMENT

Consider a smartphone-based AR navigation system on
a university campus [281]. The system overlays 3D
information onto real scenes, using a visual-inertial ranging
algorithm for real-time location tracking and map generation
on mobile devices. Although the use of wired networks is
impractical owing to user mobility, the viability of non-3GPP

access methods such as Wi-Fi is also questionable because
of reliability and handover issues [282]. Wi-Fi mobility is
restricted by sparse open access points, causing interrupted
data transmission even during short trips. Additionally, a
handover can result in several seconds of connectivity gap
when switching access points. A study in a medium-sized
city in France [283] revealed that while Wi-Fi connectivity
was available 98.9% of the time, Internet connection was
accessible only 53.8%. The throughput and ultra-low latency
requirements of mobile AR/VR applications make mobility
support in 5G challenging. Given that 5G networks pre-
dominantly use small-cell Ultra-Dense Networks (UDN), the
frequency of handovers is expected to increase. In contrast to
lower frequency networks, mmWave UDN contains a greater
number of cells with diminished cell radius, inherently
leading to more frequent handovers [25]. Because mmWave
propagation is highly susceptible to fading and blockage,
the channel quality of mmWave links can be extremely
intermittent. To ensure optimal mobile AR/VR functionality,
the user must maintain at least one high-quality connection
and experience minimal delays during transitions between
base stations.
Compared with 5G, 6G performance will be improved,

with peak transmission speeds elevating from 10 Gbit/s
(5G) to 100 Gbit/s to 1 Tbit/s (6G), providing an ultra-low
latency of less than 1 ms under Enhanced URLLC (ERLLC),
ensuring 99.9999999% reliability [284]. 6G offers possibil-
ities for ubiquitous network access and real-time massive
data transmission between virtual and real worlds, with
Space-Air-Ground Integrated Networks (SAGINs) achieving
full network coverage and seamless integration of terres-
trial and non-terrestrial networks [285], [286]. However, in
Metaverse systems, a single virtual space can include many
applications. Communication between these applications and
servers (or blockchains) is expected to be executed through
diverse channels over the 6G network using a service
gateway (providing a unified access point for different
network services) or Application Programming Interface
(API) (enabling software applications to interact with each
other), with each application uses different 6G services
tailored to their specific needs [287]. 6G can provide
even more diversity with respect to access networks (e.g.,
SAGINs), making multi-interface, multi-connection handling
in Metaverse more challenging.

2) PROTOCOLS

Current protocols face several challenges in handling
mobility.
Session Continuation Issues: Vertical handover is the

process by which a mobile node redirects traffic flow
between heterogeneous network interfaces. During vertical
handover, the IP address and the network interfaces alter, and
consequently, the port number would change. The IP address
and port tuples uniquely identify the TCP connection.
Therefore, the changes in the IP address and port would tear
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down the interface. This causes problems with connection-
oriented communication and mobility. For example, HTTP
range requests enable the transmission of partial HTTP mes-
sages rather than the entire message, resuming downloads
effectively during network handovers. As HTTP uses TCP,
the reestablishment of the TCP connection and security
handshake are inevitable. This introduces additional delays
and overhead, impacting the overall efficiency of the network
communication.
Lack of Adaptability: Existing transport protocols (e.g.,

TCP) traditionally assume that network congestion is the
main reason for packet loss and significant delays, which
lack the adaptability to fluctuating network conditions.
Such fluctuations might be induced by device movements,
interference, or alterations in the system load because of
bursty traffic sources or devices joining or exiting the
network. With numerous users in motion, these fluctuations
can lead to unstable performance and disruptions, highlight-
ing the need for adaptability.
Lack of Fault Tolerance: High-speed relative movements

between the access node and the base station often trigger
service disruptions and diminished channel quality, as a
base station struggles to maintain service within its coverage
area. Given the cost of recovery in a latency-constrained
scenario, protocols should ideally avoid recovery from loss.
For example, TCP requires a minimum of one (usually two
to three) round-trip times to detect and recover from a loss.
With applications generating 30 frames per second and a
maximum tolerable latency of 75ms, the recovery of a single
lost frame is feasible only if the round-trip time is restricted
to 37.5ms at most [282]. Since the ideal average end-to-
end latencies for 5G and Wi-Fi are approximately 15.5ms
and 150ms respectively, loss recovery without large service
degradation is challenging.

B. EMERGING TECHNOLOGIES
The high throughput and ultra-low latency requirements in
Metaverse systems impose challenges for mobility manage-
ment. To deal with the lack of adaptability and fault tolerance
explained above and the handover challenges, there are some
potential solution.

1) MOBILITY MANAGEMENT

Intra-cell mobility refers to the management of a mobile
device’s movement within the coverage area of a single
cell (base station), ensuring uninterrupted communication.
It can lead to changes in communication characteristics
and performance, which is primarily a ‘radio problem’.
To address this issue, protocols and applications must
be more adaptive to these changes. However, solutions
for such radio improvements are not the focus of this
survey. See [288], [289] for detailed insights into radio
improvements.
Horizontal handover enables a mobile device’s auto-

matic transition between base stations within the same

operator’s network, maintaining uninterrupted communi-
cation without changing the IP address (e.g., with the
help of the GPRS Tunneling Protocol (GTP) in 5G
network [290]). [291], [292] enable a device to connect
with multiple base stations simultaneously and use various
antennas for signal transmission and reception. By leveraging
real-time tracking data, possibly combined with historical
data, it can select the best current base station for service
and identify the next stations for handover [293]. For
example, Zhang et al. [294] proposed an anchor-based
multi-connectivity architecture to reduce the handover costs
associated with network densification, deriving concise
expressions for handover probabilities through stochastic
geometry analysis. However, this approach increases signal-
ing overhead, as it requires maintaining connections to at
least two base stations due to its multi-connectivity nature.
Choi and Shin [295] proposed a random-access channel
(RACH)-less handover scheme to achieve seamless, low-
latency handovers for mobile User Equipment (UE) in
5G, combining it with a make-before-break (soft handover)
methodology to reduce UE latency. However, they did
not address the additional processing time and equipment
costs for UEs and Original Equipment Manufacturer (OEM)
vendors to support such technologies, which could be much
higher in a multi-connectivity environment.
Vertical handover manages transitions between different

network operators or communication technologies, often
resulting in IP address changes. This process requires
coordination between the Data Link Layer (Layer 2) and
the Network Layer (Layer 3) to manage constant mobility
events and the resulting performance changes [296], [297].
Managing interactions with CDNs or edge nodes during
vertical handovers is challenging, especially in maintaining
high service quality and minimizing disruptions. When
users switch to a different network operator, they cannot
maintain their connection to the previous one, resulting
in the need to adapt to a new CDN environment. There
has been a lot of research in the vertical handover deci-
sions, including guidelines for hand-off schemes based on
factors affecting overall hand-off latency [295], the use
of neighbor graphs and non-overlap graphs to minimize
probed channels and scanning delay for fast handoffs [298]
and the implementation of selective scanning algorithms
and caching mechanisms to reduce MAC layer handoff
latency [299]. Liang et al. [300] proposed a combination
of analytic hierarchy process and cooperative game theory
to address vertical handover problems, considering demand
preferences under different service types and improving QoS
in heterogeneous networks. Bao et al. [301] proposed a
vertical handover scheme based on QoE maximization using
a Markov decision model, which adapts to user movement
and maintains a high average QoE. However, these two
schemes do not consider changes in channel capacities, and
the latter overestimates that a Visible light Communication
(VLC) hotspot can provide higher rewards than a WiFi
hotspot, ignoring the fact that a VLC hotspot may be blocked.
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Ott and Kutscher [302] introduced the concept of
maintaining persistent sessions over disrupted transport
connections using a connection-ID-like identifier. Building
upon this foundation, technologies such as QUIC have been
developed to support IP address changes through the use of
persistent connection IDs without breaking the connection,
eliminating the need for extensive infrastructure manage-
ment. For example, Sinha et al. [303] proposed CQUIC,
a learning-based cross-layer approach for heterogeneous
handover decisions, leveraging QUIC’s benefits by predicting
a CrossLayer Score (CLS) that includes predicted Signal-
to-Interference Noise Ratio (SINR), QUIC Bandwidth, and
round-trip-time (RTT) status from QUIC sessions to model
handover decisions proactively. In the future, 6G is expected
to enhance Metaverse services with more diverse access
networks [304], [305]. With future proposed networks such
as SAGINs, there will be more multi-access opportunities
and a broader range of networks and paths for data
transmission (from equipment to devices). However, this
abundance of options requires concurrent evaluation to
determine the optimal path, which affects network metrics
such as service latency, calling for improved network and
end-system management strategies.

2) PROTOCOL

WiFi is commonly used as the default mode of communi-
cation in mobile devices. However, owing to its unreliable
channel conditions and sensitivity to blockage, packet loss
and handover are inevitable while using WiFi. A solution
to this issue is MPTCP [306], which allows a device to
establish multiple connections or sub-flows simultaneously.
Thus, even if one interface fails, the device can use
another interface. An example of its use is in iOS11 for
Siri [307]. However, protocols built upon the TCP/IP stack
face challenges, such as Head-of-Line (HoL) blocking [308]
and connection breakage issues: the connection continuity
would be broken if the handover process fails, and afterwards
MPTCP has to re-establish the disconnected subflow via a
three-way handshake [309]. Additionally, MPTCP is not the
best-fit for smartphones.
To address the issues with TCP, the features of QUIC [310]

(or other session based approaches), such as stream
multiplexing, frame structure, and 0-RTT handshake, enable
it to improve transmission performance and easily adapt to
various applications. Web browsers and servers increasingly
support transmission through QUIC or HTTP/3. However,
QUIC has limitations. For example, QUIC has a feature
that it will migrate sessions on disconnection of network
interface. This approach, being reactive, causes an additional
delay in migrating the connection after vertical handover.
Also, unaware of the network characteristics, such as packet
loss, SINR, and back-haul Internet connectivity issues, QUIC
might increase the latency [303].

The multipath extension over QUIC (MPQUIC) enables
the simultaneous use of different paths for exchanging non-
probing frames within a single connection [311]. MPQUIC

has better performance because I) 0-RTT Connection
Establishment. MPQUIC spends one RTT to initialize a
subflow if the subflow has never been established before,
and 0 RTT otherwise. In the case of handover failure,
MPQUIC consumes 0 RTT to restore the disconnected
subflow. II) Connection Migration. MPQUIC is designed
with mobility in mind, and instead of using a 4-tuple (i.e.,
source address, source port, destination address and desti-
nation port) to identify a connection, a 64-bit Connection
ID (CID) is used. Thus, the connection remains alive even
if the address and/or port are changed because of mobility.
Even though MPQUIC is still working in progress, there
are already some related studies on protocol designs [312],
protocol implementations [311], scheduling strategies [313],
and congestion control algorithms [314]. However, applying
MPQUIC directly poses challenges, as its standard conges-
tion control scheme, the loss-based Opportunistic Linked
Increases Algorithm (OLIA) is undesirable in applications
where losses are often caused by handover events, leading
to severe performance degradation [314].
Information-centricity [315] is a concept where data

packets (e.g., those making up an object in a microverse)
are named within a network of relays/caches. These packets
are forwarded based on names rather than locations and
are returned to requesters by reversing the paths. This data-
oriented approach natively supports the mobility of data
consumers by a stateful forwarding plane, where consumers
are addressed anonymously by hop-by-hop states, without
explicit locators or equivalents [316]. Consequently, the
mobility of consumers is transparent to producers and
forwarders. Therefore, this approach can prevent the vertical
handover issues commonly in CDNs by requesting the
same names of data objects within the network, rather
than relying on a specific CDN. However, in data-oriented
approaches, consumer mobility is anchorless by design [317].
The challenge for such complete anchorless approaches is
exacerbated when both endpoints are mobile simultaneously,
as the network cannot depend on any stable anchor point
to maintain connectivity, nor can it rely on traditional
routing mechanisms, which can introduce overhead and
instability [317]. An appropriate transport layer must be on
top, capable of adapting to eventual disruptions and path
variations caused by mobility events. More details regarding
information-centric system design in Metaverse systems are
discussed in Section IX-D.

C. TAKE-AWAYS
In mobile Metaverse applications, the combination of high-
throughput (Gpbs) and low-latency (ms) is currently out
of the range of available wireless technologies that can be
used in a front-end device in the real world, and come with
severe range limitations. Some Metaverse services replicate
content using CDNs or cloud services, and some research
prototypes use edge computing to enable the placement
of services at the network edge close to users. However,
managing interactions with CDNs or edge nodes during
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vertical handovers is challenging, particularly in maintaining
optimal service quality and minimizing disruptions. Upon
transitioning to a different network operator, the connection
to the former one cannot be maintained, resulting in the need
to adapt to a new CDN environment.

VII. LARGE-SCALE OPERATION
Some Metaverse applications connect a large user group
over the Internet, posing challenges such as scalable group
communication, state management, and system robustness.
This section discusses the gaps in achieving efficient and
high-performing large-scale operations and evaluates current
technologies to address these issues.

A. GAP ANALYSIS
From a large-scale deployment perspective (e.g., Remote
Work and Online Collaboration, Social Life and Gaming
applications, as shown in Section II-B), one issue is the
scalability of communication in the client-server based
Metaverse with respect to the number of users. As discussed
in Section IV, most virtual world frameworks operate as
server-based, multi-threaded, and centralized systems. These
structures typically feature two focal points: one where
certain servers render the virtual realm for users and process
avatar actions, and the other where servers manage the
collective virtual world state and modify it based on avatar
actions and client instructions. For example, Second Life
employs a server-based centralized architecture for each vir-
tual world, where individual regions are managed by specific
servers. These servers handle the most communication and
computations task for virtual simulations, such as in-game
clock synchronization and 3D animation [318]. However,
these centralized architectures may result in a heavy server
load [319]. It is challenging to adequately accommodate the
demands of a large user base update in real-time without
sacrificing system efficiency and user experience (issues
arising from the architecture will be discussed in Section IX).
Cheng et al. [2] assessed five prominent social VR

platforms, revealing fundamental scalability issues across
several popular social VR platforms. The study found that
throughput and end-to-end latency grow nearly linearly
with increased users. As shown in Table 4, many platforms
have a restricted capacity, barely supporting up to 40 users
concurrently, with Horizon Worlds accommodating just 20.
Tests [2], [112], [113] show avatar-related content in these
platforms equates to 0.5 Mbps per user. Therefore, 40 users
would each receive around 20 Mbps from the UDP flow).
As more users connect, servers simply broadcast each user’s
avatar data without further optimization, causing an almost
linear upsurge in the downlink throughput. Consequently,
as the number of users increases, there are serious network
capacity issues in Metaverse systems: throughput scales
exponentially with respect to the number of users. No strat-
egy has successfully established a stable, broadly recognized
model with demonstrable evidence of notable scalability

improvements. These strategies face a fundamental bottle-
neck in enhancing virtual world scalability: an unavoidable
quadratic increase in simultaneous interactions (e.g., server
mesh). This issue involves the potential for n2 updates
among a group of n interacting entities (i.e., avatars, agents,
or objects), regardless of the interaction type, locational,
communication, or other relational facets [11].

B. EMERGING TECHNOLOGIES
From a large-scale deployment perspective (e.g., million
users), factors such as Content Delivery Network (CDN) and
caching must be considered. This section provides potential
solutions to these issues.

1) SCALABLE MULTI-DESTINATION COMMUNICATIONS

The content dissemination services of Metaverse systems
can place a huge load on existing data-oriented communi-
cations [320], wherein a channel with a large volume is
required for real-time traffic. Therefore, Metaverse applica-
tions require service-level optimization and service diversity
to reduce the burden on wireless channels in edge networks.
Multicast has been employed as a tool to support content
delivery in Metaverse systems. For example, based on the
correlation between the FOV and the location of viewers,
Perfecto et al. [321] suggested a mmWave physical layer
multicast scheme. It separates the multicasting procedure into
two sub-issues (i.e., request access and scheduling) that can
be solved independently. Long et al. [322] considered two
kinds of quality requirements (absolute smooth and relatively
smooth) and multicast patterns (with or without transcoding).
TDMA-based multicast content delivery from one server to
multiple users was investigated in [323]. Optimum transmis-
sion power and delay time are used to achieve maximum
performance. Tan et al. [324] presented an energy-efficient
resource allocation scheme with non-orthogonal multicast
and unicast transmissions, and the energy efficiency was
optimized. The performance of multicast millimeter-wave
wireless networks was studied based on stochastic geom-
etry, and a cooperative Non-Orthogonal Multiple Access
(NOMA)-based multicast scheme was proposed [325].

In Metaverse systems, multiple viewers may simultane-
ously request video content (e.g., in cinemas and shopping
malls), resulting in overlapping FoVs. This leads to the
repeated delivery of a large amount of content, consuming
limited bandwidth resources and exacerbating existing deliv-
ery pressures. NOMA-based multicast can provide support
for such VR transmissions. For example, Xiang et al. [326]
studied collaborative and non-collaborative NOMA-based
transmission schemes in VR livecasts. By optimizing power
allocation, they increased the average outage capability and
enhanced the quality of user experience. Ding et al. [327]
combined NOMA with mobile edge computing and proposed
a dynamic computing offloading solution for Metaverse
applications, reducing computational costs and considering
the requirements of object identification, posture estimation
and vision tracking. Other researchers also highlighted
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NOMA’s impact on multimedia applications (e.g., VR) in
terms of enhancing wireless capacity [328] and resource
optimization efficiency [329]. However, efficiently support-
ing multicast under the TCP/IP protocol in the large-scale
Metaverse presents several challenges. Many wireless link
layer protocols lack support for acknowledgment frames
(ACK) in multicast, hindering packet loss recovery at the link
layer. Moreover, the heterogeneity of devices and networks
in Metaverse systems means that node devices may operate
on different link layer protocols, and the transmission rate
of each link layer protocol varies. Therefore, the multicast
sender must transmit at the lowest rate among all receivers.
Additionally, devices in Metaverse systems may enter sleep
mode to conserve battery life, and these sleeping nodes may
miss multicast packets.

2) CONTENT DISTRIBUTION AND IN-NETWORK
CACHING

The intermittent and dynamic network environment in
some Metaverse systems, such as mobile VR, poses chal-
lenges in maintaining stable connections. One approach to
reduce transmission latency and duplicate traffic is to use
in-network/application-layer caching and proxies to copy
content in servers close to users, achieving efficient data
exchange. Here, we focus on caching at the CDN level from
a large-scale perspective.
CDNs provide managed content distribution and serve

two primary purposes: offloading servers and networks by
caching and replicating data in the network, and reducing
latency by making data assets closer to users. Caching
enables servers to efficiently process similar user commands
by referencing previously recognized instructions. Such
reuse benefits individual users, as seen in pre-rendered
game environments, and multiple users in shared expe-
riences such as interactive city navigation. For example,
Brandenburg et al. [330] proposed an optimization scheme
for tiled VR video delivery in a CDN, reducing video
transmission latency through network stack optimization.
Mahzari et al. [331] proposed a FOV-aware cache strat-
egy, employing a naive Bayes-based scheme to learn the
probabilistic model of tile access and determine cache
replacement priorities when storage overflows. Maniotis and
Thomos [332] proposed the concept of a virtual viewport to
simplify cache decisions, using a Deep Q-Network (DQN)-
based method to optimize cache placement for maximizing
video quality. This approach leverages the neural network’s
fitting ability to adapt to dynamic and complex communi-
cation environments. Maniotis and Thomos [332] proposed
a 360 Video Caching approach using Deep Reinforcement
Learning, employing the Markov Decision Process (MDP)
to locate 360 video content in edge cache networks. A
Deep Q-Network (DQN) algorithm is used to determine
optimal caching placement, prioritizing the caching of
popular 360 videos at base quality along with a virtual
viewport in high quality. In Metaverse systems, application-
layer caching by proxy nodes can shorten response waiting

times by requesting resources, temporarily caching data,
and responding to requests on behalf of the sleeping node.
However, this approach faces several limitations [333]:

• Proxy nodes are pre-configured, and with dynamic
changes in the network environment, these pre-
configured proxy nodes may not be the best choice in
the current environment.

• The necessity for a resource discovery mechanism
to locate nearby proxy nodes introduces additional
complexity and overhead.

• Pre-selected proxy nodes may become unreachable in
a dynamic network environment, requiring rediscovery
and reconfiguration.

• Introducing proxy nodes increases security
vulnerabilities.

Recent researches [332], [334] have sought to address these
challenges. For example, Nath and Wu [334] explored
caching dynamics. They evaluated aspects such as the
necessity of caching a task, the ideal transmission power
for task offloading, and the appropriate amount of Multi-
access Edge Computing (MEC) resources required for a task.
However, this approach requires the network layer to be
aware of application-layer resources and integrate caching
into the forwarding process. It also requires fundamental
modifications to the network security model to ensure the
safety and reliability of network layer caching.

3) MEDIA OVER QUIC (MOQ)
Bandwidth regulation of multiple streams from various
senders and receivers has been researched intensively over
the years, as a part of congestion control [335], [336].
However, these works either guarantee a fair-share among
all competing flows [241], [337], distinguish the background
from the primary traffic [335], or are customized for
specific requirements in particular scenarios [338]. QUIC
tries to solve a ‘lighter’ problem by multiplexing multiple
requests/responses over a single connection using different
streams, thereby avoiding head-of-line blocking. It improves
loss recovery by using unique packet numbers to avoid
transmission ambiguity. However, the default scheduler for
QUIC is either a form of a sequential variant (usually FIFO)
which is sub-optimal, or a weighted Round-Robin (RR)
algorithm instead [339], [340]. Because the weights do not
precisely match the needs, frequent updates are required,
leading to delays and high loss rates [341]. As an extension
of CDN, the IETF formed a new working group called Media
over QUIC (MOQ) in 2022, standardizing the use of QUIC
for large-scale media transmission in one-to-one, one-to-
many and many-to-one applications that require interactivity
(hence, low latency [342]). The goal is to develop a
scalable and efficient low-latency media delivery solution
for media ingest and distribution in both browser and non-
browser environments, facilitating two primary functions:
enabling live streaming of events, news and sports with
enhanced interactive capabilities, and scaling up real-time
media applications to accommodate larger audiences.

5516 VOLUME 5, 2024



Early implementations of this concept are Twitch (i.e.,
Warp [343]) and Meta (the earliest MOQ implementa-
tions [344]). Then MOQ [345] and its extensions, such as
QuicR [346] are designed to further improve the delivery
and quality of real-time interactive media and streaming
services. Specifically, MOQ uses a latency-configurable
delivery protocol for sending media from one or more
producers to consumers through relays using WebTransport
(in browsers) or raw QUIC (elsewhere) [347]. Relays are
responsible for forwarding incoming media to other relays
or consumers to scale media distribution without requiring
separate encoding for each consumer. They prioritize or
discard packets based on specific metadata (‘relative prior-
ity’) exposed in the incoming packets to manage congestion
and meet the application’s latency requirements. Consumers
trade off quality and latency by adjusting their waiting time
for media based on network conditions and the desired
user experience. However, these solutions also introduce
additional complexity [348]. This complexity arises from
factors such as the need for sophisticated management of the
overlay network, the challenge of optimizing data paths in
real-time to account for network congestion and changes, and
ensuring compatibility with existing network protocols and
infrastructure. Currently, the details of the MOQ protocol and
its proposals remain under discussion [348]. What is needed
is a fine-grained, hierarchical media exchange, designed
for low-latency interactive communications that supports
scalable multi-destination distribution, along with in-network
replication and transformation.

C. TAKE-AWAYS
Scalable media distribution has long been a critical com-
ponent of Web and video streaming applications, primarily
addressed by CDNs. However, while existing conferenc-
ing platforms can support a relatively large number of
users simultaneously (e.g., zoom can support up to 1000
participants in a single session19), this is insufficient for
Metaverse systems’ demands of audio-visual quality, high
data rate, and large-scale real-time interactivity (as CDNs
cannot guarantee consistently low latency). Emerging tech-
nologies are needed to better support Metaverse systems.
For example, overlay approaches such as MOQ [345] and
extensions such as QuicR [346] merge real-time interactive
media with an enhanced CDN approach, offering smaller
packet formats and low latency encodings. However, these
approaches introduce additional complexity, and cannot
fully use network capabilities such as native broadcast or
low-latency transport (because of redundancy in wireless
networks). One way to better address this issue is through
data-oriented approaches. ICN inherently supports native
multicast capabilities [349], enabling networks to provide
implicit multi-destination delivery services in a manner that
minimizes the need for application-level awareness of the
network’s edge layers [136] (see Section IX-D).

19https://nerdschalk.com/zoom-limit/#zoom-participants-limit

VIII. END SYSTEM ARCHITECTURE
In this section, we discuss specific topics related to
Metaverse application development and performance, includ-
ing rendering, device energy constraints, and the use of
computational resources, along with their limitations and
potential solutions.

A. GAP ANALYSIS
The performance of Metaverse applications is currently
restrained by several factors, including the inefficient use
of computational resources in processes such as rendering,
encoding, and decoding, the complexity of development due
to protocol stack intricacies, and device energy limitations.
A key challenge is the allocation of mission-critical

computing resources during rendering. As discussed in
Section IV-B, rendering in Metaverse systems involves
transforming raw data (e.g., images, videos, and 3D objects)
into visualizable 2D/3D objects. This process requires
computational tasks to be executed at nodes from the
content source to the destination, requiring various hardware
capabilities and combinations of CPU and GPU from
end nodes to cloud networks. Cheng et al. [2] analyzed
five leading social VR systems, revealing technical chal-
lenges associated with rendering in these systems, including
high computational demands, restricted video frame rates
(even with a small user base), and suboptimal network
utilization. Some specialized third-party applications (e.g.,
CubiCasa5K [350], Vectary [351]) are used for rendering 3D
scenes on mobile devices. These apps integrate rendering
resources within the application’s rendering environment,
completing the rendering process locally with the WebGL
library (preferred for browser rendering) or DirectX library.
Another primary concern for deploying Metaverse systems

is the energy consumption of hardware, particularly mobile
AR/VR devices. Rendering media such as volumetric video
content on these devices is challenging due to their con-
strained computing and energy resources, especially when
multiple volumetric objects are in the scene. Equipped with
advanced sensors, cameras, and processors, these devices
require considerable power, leading to rapid battery depletion
and a tendency to overheat [25]. Although incorporating
larger batteries can extend usage, it can compromise device
design and user-friendliness. The Meta Quest Pro headset20

weighs over 700g and has 256GB of storage, 12GB of
RAM, and a Snapdragon XR2+ Gen1 processor. However,
it faces challenges related to power consumption and cooling
during periods of high utilization [352]. As discussed in
Section III, remote or interactive rendering can reduce the
processing load on the user and enable efficient bandwidth
usage by sending only a partial view of the volumetric object
according to the user’s position. However, this can further
increase the communication and computational overhead by
requiring additional transcoding in the cloud.

20https://www.meta.com/quest/quest-pro/
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In large-scale Metaverse systems (e.g., social VR systems),
simultaneously rendering personalized experiences for many
users is complex. The lack of efficient computational
resource utilization can lead to user scalability issues.
Cheng et al. [2] found that on-device computation resource
utilization grows nearly linearly with increased users.
Although recent data shows some improvement, for example,
Second Life is limited to about 40 people per 256m x 256m
region [353] (there are 27,473 regions live right now21),
Decentraland has a maximum limit of about 200-300 users
per shard [353] (usually there are about 6 shards up22), and
Virtway allows a maximum of 1000 concurrent users in the
same room on its B2B Metaverse platform [354], the user
scalability issue persists. Efforts to improve user number
scalability issues in virtual worlds [355], [356], [357] have
focused on enhancing computational distribution or fine-
tuning system architecture. For example, Colyseus [355] used
a P2P architecture for large-scale cloud gaming, supporting a
larger number of players by partitioning game objects (e.g.,
avatars, items) over participating nodes using a distributed
hash table (DHT). Rokkatan [356] employed multiserver
replication to improve scalability by partitioning objects
across available servers and placing read-only copies on
all other servers. These strategies offer better scalability
than centralized solutions and can minimize throughput
requirements. However, the distribution technique is more
complex to implement, and the interchange of additional
control messages can affect network throughput (resulting
in potential communication overhead) [357], [358]. We
discuss the issues arising from decentralized architecture in
Section IX.

B. EMERGING TECHNOLOGIES
Performance degradation on the end users’ side may result
from issues such as decreased throughput and increased
system load at the application level. To mitigate these issues,
tasks can be offloaded fully or partially to the MEC at the
network edge or cloud data center. However, MEC resources
are often limited and may not suffice to meet the extensive
demands posed by simultaneous users [364], [365], [366].
Given Metaverse systems’ ambition to deliver immersive
experiences to a vast number of users concurrently [367],
optimal allocation of computing resources is important to
address resource demand conflicts among these users. In this
Section, we explore emerging techniques for these issues.

1) DYNAMIC TRANSCODING FOR HETEROGENEOUS
DEVICES AND NETWORKS

‘The Metaverse’ features various media types, including 2D,
3D, holograms, and 360-degree videos. Transcoding these
varied media formats is computationally demanding and
time-consuming, leading to increased costs and delays (as
detailed in Section III). Technologies such as in-network

21http://www.gridsurvey.com/
22https://decentraland.github.io/catalyst-monitor/

computing can improve video transmission by enabling
dynamic transcoding, applying advanced context-based com-
pression algorithms, and enabling pre-fetching, pre-caching,
and movement prediction within the network. It can support
heterogeneous receiver groups and networks with varying
quality layers. Recent studies have explored the role of
edge computing in enhancing efficiency [368], [368], [369],
[370], [371]. For example, Erfanian et al. [368] introduced a
Virtual Reverse Proxy (VRP) at the edge server, which aggre-
gates incoming requests to lower bandwidth usage in the
backhaul network and stabilize client QoE against network
throughput fluctuations by buffering segments at the VRP.
OSCAR [368], [370] is a live streaming framework that
aims to save bandwidth and transcoding costs by aggregating
incoming requests at edge servers and then transferring
only the most demanded representation from the origin
server to the optimal set of Point of Presence (PoP) nodes.
Subsequently, virtual transcoders hosted at the PoP nodes
transcoded the most desired representation to the requested
representations. These are then transferred to appropriate
edge servers and respective clients. However, OSCAR only
uses traditional, resource-intensive transcoding methods,
and is computationally intensive and time-consuming. To
address this, Light-weight Transcoding at the Edge (LwTE)
concept [371] was proposed to streamline transcoding using
edge computing and Network Function Virtualization (NFV)
paradigms. LwTE optimizes this process by taking metadata
from the encoding process and reusing it in a transcoding
process at an edge server, cutting down transcoding times
and computational costs. As metadata is much smaller than
the complete representations, LwTE also decreases storage
and bandwidth requirements. However, LwTE is currently
studied only in the context of Video-On-Demand (VoD)
services [371]. Transcoding is also included in the cache
sub-problem, enabling the cached content to be converted
to a lower bitrate and serve a broader audience. We will
discuss this further in Section IX.

2) HIGH-RESOLUTION MEDIA RENDERING AND
TRANSMISSION

Most scenes in Metaverse systems are virtualized and
need to be rendered in real-time. However, as explored
in Section VIII-A, the quality of rendering is constrained
by various factors including hardware capabilities, software
efficiency, network conditions, and the rendering methods
employed. The capability of dynamically offloading func-
tions, such as rendering, to external servers is required to
improve performance and adaptability.
Cloud rendering is a technology that offloads users’ local

3D rendering tasks to cloud servers equipped with powerful
rendering capabilities. Users interact with these servers by
sending game or avatar inputs, which are then executed by
the servers to complete the rendering tasks and transmit the
results (rendered audio and video) back to the users. The
primary advantage of cloud rendering is that it alleviates
users from the constraints of hardware configurations and
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TABLE 8. Summary of approaches in efficient AR/VR rendering and offloading.

359

360

361

362

363

51

70

software compatibility on their devices, with all rendering
tasks being carried out on the cloud servers. For example,
Sony’s PSNow project [372] enables PS4 (Sony developed
a home game) users to play games using cloud technologies
without downloading game resources to their local machines.
It leverages cloud rendering to process game interactions
and deliver rendering results to users [373]. However, the
instantaneous nature of rendering processes demands high
responsiveness from cloud rendering platforms. The reality
today is that, although it has been around for decades,
cloud rendering still does not meet the requirements of
many Metaverse use cases [374]. Challenges are as fol-
lows [374]. I) Almost always higher bandwidth consumption
than downloading and rendering 3D worlds locally. II) Still
has relatively high latency for things such as VR head-
tracking (i.e., millisecond-level latency constraints).
A hybrid technology combining cloud and local rendering

is called split rendering or partial offloading, a method
proven to enhance AR/VR device battery life by 30%-
50% [375]. The key idea is to achieve minimal latency
and cost by offloading partially rendered 3D scenes to the
cloud [376]. Mobile devices undertake a small portion of
final rendering to update the last-millisecond visual POVs

for best head-tracking. In contrast, servers handle most of
the workload, including intensive computations like global
illumination and fluid simulation. This technology allows
rendered video and audio to be shared among multiple
participants at the same virtual place and time. In an even
more distributed fashion, rendering nodes can be provided
by any network participant, from Metaverse users (e.g., their
home PC, laptop, or gaming console) to Metaverse service
providers. Table 8 presents several strategies for optimizing
AR/VR rendering and offloading. However, a gap in these
studies is the neglect of dynamic characteristics in Metaverse
systems. In contrast to static systems, the computational
resources in Metaverse systems fluctuate in real-time,
presenting additional challenges for optimal performance:
I) Stochastic Demand and Network Conditions. Metaverse
systems are expected to accommodate millions of simulta-
neous users, each with varying demand schedules and usage
criteria. Consequently, predicting the exact number of edge
computation services necessary for offloading is challenging.
Owing to these unpredictable demand shifts, assuming
constant user demand is impractical. II) Heterogeneous
Tasks. The wide range of Metaverse applications, including
work, entertainment, and social interactions, produces diverse
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computational tasks with different latency prerequisites. For
example, rendering forefront VR scenes requires a lower
latency than rendering background VR scenes. Therefore,
the development of rendering and offloading plans should
consider the simultaneous presence of various tasks within
Metaverse systems.

3) MODULAR SYSTEM ARCHITECTURE DESIGN

Metaverse systems should support flexible component
decomposition and function offloading to accommodate
heterogeneous devices and edge networks (i.e., accommodate
only the necessary data elements for rendering at variable
quality levels, possibly using dynamic transcoding and Level
of detail (LOD) support). Such systems require a modular
architecture, where components can be seamlessly adjusted
or offloaded to external servers.
Microservices can be viewed as a lightweight extension of

the cloud computing model, incorporating application logic
in containers and orchestrators for resource allocation and
other management functions [377]. This approach decom-
poses monolithic applications into smaller, interconnected
services that communicate over well-defined APIs. Unlike
traditional VM-based systems, microservices generally adopt
a ‘stateless’ approach, where the service or application state
is independent of the computing platform. This enhances
fault tolerance against failures in computing platforms or
processes. Recent studies [378], [379], [380] have intro-
duced the concept of hierarchical microverses for Metaverse
systems, organizing the virtual environment into structured
tiers, each providing unique functions that contribute to a
larger digital ecosystem. This concept offers a systematic
method for creating and managing virtual spaces. For
example, Qu et al. [381] proposed a task-oriented, edge-scale
microverse solution for using digital twins in smart cities.
Instead of replicating a whole smart city in a single digital
world, every microverse instance represents a manageable
digital twin of an individual network slice tailored for
tasks, supporting on-site/near-site data collection, process-
ing, information fusion, and real-time decision-making.
Bujari et al. [379] proposed a layered conceptual architecture
for manufacturing digital twins. Digital twin components,
such as physics simulators, rendering engines, and streaming
services, are deployed as microservices that can be combined
to form complex services or entire applications. A resource-
aware orchestrator efficiently deploys these microservices,
matching service requirements with available resources to
ensure the QoS/E specifications of various applications.
In scenarios where multiple users interact with a virtual
environment simultaneously, services can be associated
with corresponding user groups to provide a better overall
experience.
Multi-access Edge Computing (MEC) provides solutions

for function offloading in Metaverse systems by enabling
systems to select resources on appropriate edge servers
(so-called MEC application servers) and offload tasks for
execution [19], [382]. Edge servers mainly execute tasks

such as foreground rendering, which demands less graphical
detail but more stringent latency requirements (rendering
foreground and background in some simple scenarios).
They also transmit user data to cloud servers and relay
synchronization information to users. Cloud servers are
equipped with robust computing and storage capabilities
in data centers, handling tasks that are computationally
intensive but more tolerant to latency, such as user
information storage, user state synchronization, and back-
ground rendering [383], [384]. Recent studies [385], [386]
have explored using MEC to address these computation-
intensive, low-latency tasks in Metaverse systems. For
example, Long et al. [386] propose a MEC–cloud collabora-
tive framework to optimize the Metaverse systems experience
at the network edge. They modeled edge resource allocation
for multiple users as a decentralized partially observable
Markov decision process (Dec-POMDP), introducing a
multi-agent deep reinforcement learning (MADRL)-based
approach. In this model, each agent is responsible for
managing communication and computation resources for
an individual user in Metaverse systems. However, there
are several issues when implementing MEC in Metaverse
systems. I) Eliminating the use of buffer makes the system
vulnerable to network jitters. II) Not being able to use
B-frames (see Section III) reduces the efficiency of real-time
coding. III) the resource conditions are difficult to predict due
to variable central processing unit (CPU) utilization rates,
network bandwidths, delays, and jitters [386].

4) IN-NETWORK PROCESSING AND DISTRIBUTED
COMPUTING FRAMEWORK

In-network computing is a potential solution for support-
ing latency-constrained Metaverse applications [9]. It can
leverage unused network resources to perform computa-
tional tasks [387], [388], facilitating the instantiation of
computing functions closer to the end-users. Several stud-
ies [389], [390], [391], [392] have demonstrated the potential
and efficiency of In-Network Computing in enhancing
the performance of distributed streaming applications and
Metaverse experiences. For example, Rashid et al. [391]
proposed an in-network placement and task-offloading solu-
tion for delay-constrained computing tasks in Metaverse
systems. This model optimally decides whether to offload
rendering tasks to In-Network Computing nodes or edge
servers, considering time constraints and computing capa-
bilities using graph neural network (GNN). Cai et al. [392]
design control policies for the joint orchestration of com-
pute, caching, and communication (3C) resources in the
next-generation distributed cloud networks for the efficient
delivery of Metaverse applications that require real-time
aggregation, processing, and distribution of multiple live
media streams and pre-stored digital assets. They describe
Metaverse applications via directed acyclic graphs that can
model the combination of real-time stream-processing and
content distribution pipelines. However, challenges include
increased power consumption due to additional computing
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resources and the need to consider the location of in-
network computing nodes and user demand under dynamic
network conditions. These factors lead to a joint optimization
problem involving the trade-off between time delay and
energy consumption for Metaverse tasks.
Most previous works [365], [390], [393] on offloading

have treated it as a singular process without considering
scenarios where tasks could be distributed and handled by
different computing nodes. However, in Metaverse systems,
a single task often comprises multiple subtasks (as shown in
Section IV) that can be decomposed and offloaded to various
computing nodes (e.g., in-network computing nodes). For
example, Alriksson et al. [394] proposed a method for task
splitting for XR, offering three upload modes. While this
approach may be adequate for VR/AR with limited users,
it cannot work well in large-scale Metaverse deployments
(e.g., large-scale cloud gaming). This distributed computing
and offloading in Metaverse systems must consider the large-
scale simultaneous demand for network resources.
Device-to-Device (D2D) communication serves as a

means to offload the infrastructure network by dis-
tributing computational tasks among nearby devices via
Bluetooth [395], WiFi Direct [396], and NFC [397]. To
efficiently use the computation resources of mobile devices,
users can adaptively participate in D2D multicast clusters,
transmitting shared reused signals (e.g., tracking signals) to
service providers. Therefore, the performance of Metaverse
systems steaming transmission can be improved by increas-
ing the total bit rate within the cell while ensuring short-term
fairness among users. In [398], a D2D scheme was proposed
for small cell networks, which combines cache placement
and D2D link establishment. This scheme allows users to
load caches on mobile terminals and other devices, and
prefetch highly popular content to local caches during off-
peak hours. However, this approach introduces increased
system complexities and depends on user willingness to
allocate resources, which may pose challenges to its practical
implementation.

C. TAKE-AWAYS
Current challenges in Metaverse systems system design
include the lack of flexibility and modularity due to mono-
lithic architectures and centralized servers. To address these
problems, there is a growing need for adaptive and modular
system designs, which can enhance system flexibility and
adaptability by dynamically offloading functions such as ren-
dering, and improve system performance. Recent advances in
platform virtualization, link layer technologies and data plane
programmability offer the possibility to enhance system
modularity. They can enable the deconstruction of vertically
integrated systems into independent components with open
interfaces, elastically scale those virtual components across
commodity hardware, and adjust dynamically to workload
demands. However, more work is needed to make it happen.
For example, optimally allocating limited communication
and computation resources at the edge to a large number

of users in Metaverse systems is still challenging. As
discussed previously, microservices are not really designed
for Metaverse systems, and MEC have not be fully used,
they need more application-layer support. In general, devel-
oping an adaptive, modular system for Metaverse systems
demands a holistic strategy. This strategy should integrate
independent functions with clear interfaces for efficient
operation and interoperability. It requires strategic server
selection and communication optimization for effective task
offloading, prioritizing security to ensure data integrity and
user trust. We will discuss this research direction in detail in
Section IX.

IX. VISION FOR AN IMPROVED METAVERSE
INFRASTRUCTURE
Several performance and usability issues in Metaverse
systems are due to architectural problems in the network,
applications, and the overall system. For example, as
noted in Section V, balancing high-quality and low-latency
communication is problematic, especially with a peak-to-
mean bit-rate ratio; large-scale communication is often
costly or fails to meet required performance levels, as
mentioned in Section VII; commonly used overlay protocols
and corresponding infrastructure (e.g., CDNs) cannot fully
use network capabilities such as native broadcast or low-
latency transport; issues of limited flexibility or modularity,
with monolithic application design and centralized server-
based architectures, resulting in inflexible system design and
performance problems (as discussed in Section VIII).
Some recent Metaverse systems and prototypes have

begun addressing these architectural constraints. For exam-
ple, Servo [399], a serverless backend architecture for
Metaverse environments, leverages a collection of serverless
techniques to provide fine-grained virtual-world scalability;
ARENA [400], a multi-user and multi-application modular
XR system design, facilitates cross-platform interaction with
3D content generated by any number of network-connected
agents (human or machine) in real-time.
We aim to re-assess the fundamental goals and require-

ments, without being constrained by existing system
architectures, protocols, etc. In Section IX-A we first
summarize high-level goals followed by an application
example in Section IX-B. In Section IX-C, we discuss more
specific design ideas for future Metaverse systems, and in
Section IX-D, we suggest future research directions. Note
that these design ideas and directions are not inherently
unimplementable. The point is to consider the constraints
of networking and application design together, which could
lead to future practical implementations and system designs.

A. GOALS
We suggest the following high-level goals for the design of
future Metaverse systems and corresponding infrastructure
evolution:
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1) LOW LATENCY AND SCALABLE MEDIA
COMMUNICATION

Achieving low-latency on-demand/live streaming in the
Metaverse is challenging and inefficient on today’s Internet.
Traditional CDN-based DASH results in latencies that are
too high for Metaverse systems’ stringent MTP and jitter
demands. As shown in the previous sections, no existing
wireless architectures can fully meet the requirements.
Availability, bandwidth, and latency can be satisfied only
in specific scenarios and controlled environments (see
Section V). To provide low latency and high-speed transport
for large user groups, we need: I) fine-grained, hierarchical
media exchanges for interactive communication and coding
for enhanced communication robustness and efficiency, II)
low-latency exchange of arbitrary objects and data streams,
which need quick access to services and real-time user inter-
actions, III) scalability with respect to the number of users
(see Section VII), IV) efficient, robust data sharing and multi-
destination delivery, to address IP multicast challenges [401]
(e.g., inter-domain routing, scalability, and routing com-
munication overhead). This includes fine-granular media
distribution supporting interactive and streaming needs and
proper naming semantics at the network layer for efficient
data sharing across multiple virtual sessions, V) using
multi-access, multipath, and multicast communication where
possible and local broadcast when applicable (e.g., using
wireless broadcast for shared local views and low-latency
interactivity without application-aware edge routers), VI)
inherent secure communication with built-in features for
privacy, user/data authentication, trust in communication
peers, and control on the publishing side.

2) SUPPORT FOR SECURE AND DETERMINISTIC DATA
TRANSFORMATION AND COMPUTING

Today’s computing is generally confined to coarse-grained
CDN-style computing, including MEC. Current trust and
security frameworks depend on TLS connection termination,
i.e., represent an overlay approach, which is not conducive
to low latency communication. The dynamic, just-in-time
instantiation of computing functions on application-agnostic
platforms is currently unavailable (see Section VIII). What’s
needed is scalable multi-destination distribution and in-
network replication and transformation that exposes the
application object hierarchy for fine-grained retrieval and
security: I) The system should support in-network processing
for objects replication (i.e., multi-destination distribution)
and transformation (i.e., supporting heterogeneous receiver
groups and networks with varying quality layers, possibly
dynamic transcoding). II) It should ensure deterministic
behavior for mission-critical Metaverse applications (e.g.,
digital twin). The network must provide the required levels of
flexibility and trustworthiness for computational offloading.
This includes enabling compression and decompression
at various levels (e.g., adapting the semantic commu-
nication compression to the current network status and
user/application requirements) and employing more efficient

encoding techniques (e.g., reducing data sizes through
resolution changes, smarter encoding tiling schemes, etc).
(Refer to Sections III–IX for further details).

3) MORE ADAPTIVE AND MODULAR SYSTEM DESIGN

Decentralized and Server-Based Communication Support:
Centralization vs decentralized is one dimension of design
choices. If ‘the Metaverse’ is implemented as an application
overlay, it can be easily centralized. However, if the goal is to
embed Metaverse support into the network, a decentralized
implementation is necessary. A hierarchical structure would
be required to support the scale of such applications.
Adaptive System Design: An adaptive system design is

important to support a wide range of applications and
networks. This involves outlining the reliability requirements
of sessions at the network layer and considering suitable
transport protocols tailored for Metaverse systems. Transport
protocols should be adapted to different channels from the
user (e.g., for updating positions with low latency or receiv-
ing remote images with more flexible delay constraints).
Modular System Concept: The system should enable

flexible decomposition and function offloading, supporting
heterogeneous devices and edge networks offloading (i.e.,
providing only the necessary data elements for rendering
at different quality levels and potentially using dynamic
transcoding and level-of-detail support). It should also
identify the required network interfaces (e.g., determining if
AR/VR can function purely as an overlay or requires infras-
tructure support for caching, multicasting, traffic engineering,
Quality of Service (QoS), etc.).
Simplified System Design and Protocol APIs for

Developers Today, descriptions and early prototypes for
Metaverse systems leverage different Internet and Web
protocols to provide Metaverse services (see Section IV). The
use of diverse protocols (e.g., DASH for video streaming,
WebRTC for live media, HTTP or proprietary ones for
control communication and general data exchange) intro-
duces complexity due to their uncoordinated congestion
controls and distinct security frameworks (e.g., TLS over
HTTP/HTTPS for DASH, DTLS for WebRTC). This diver-
sity leads to complex protocol stacks, increasing the burden
on developers and complicating the integration with the
underlying network architecture. Newer transport protocols
such as QUIC can help to alleviate the situation, albeit
still with a connection-oriented paradigm. For low-latency,
scalable group communication scenarios, a universal data-
oriented communication abstraction can be more natural
for application developers and allow for more efficient
communication, e.g., in multi-destination or interactive group
communication scenarios.

B. SCENARIO EXAMPLE
The following scenario illustrates the goals. Envision a
scenario where a group of tourists navigates through large,
communal spaces such as historical landmarks. Upon enter-
ing these ancient structures, their smart glasses overlay
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high-resolution 3D historical imagery and navigational maps
onto their view, guiding them to their next destination. As
they wander, the glasses refresh their perspective in real-time.
Considering the vastness of the buildings and the tourists’
varying locations, factors such as indoor/outdoor settings and
network instability are unpredictable. As users move, the
wireless latency and bandwidth available to their devices
change, and the communication link can even fail due to
handover. They can also encounter sudden bandwidth drops
without an increase in latency.
To address these challenges, the system must exhibit

resilience against such events, dynamically adjusting to
changing network conditions. This requires adaptive and
modular system architectures (as suggested in Section IX-A),
capable of supporting a wide range of applications (i.e.,
server-based or decentralized) and networks (i.e., different
quality layers), enabling flexible decomposition and function
offloading (possibly with dynamic transcoding and level-of-
detail support) so that devices with constrained capabilities
can offload functions (e.g., rendering) to the network. Given
the possibility of multiple users accessing similar content, the
adoption of local wireless broadcast mechanisms can ensure
low-latency, scalable multimedia communication with shared
local views and low-latency interactivity. Efficient delivery
and distribution of 3D historical imagery can be achieved
through robust data sharing and multi-destination delivery,
ensuring all users have access to high-quality content despite
environmental and network variability. We will outline how
to implement these technical concepts in Sections IX-C
and IX-D.

C. DESIGN IDEAS
In the following, we provide some suggestions for achieving
the goals and realizing the application scenarios discussed
above.

1) UNIFIED PROTOCOLS AND APIS FOR INTERACTIVE
REAL-TIME COMMUNICATION AND ON-DEMAND MEDIA
STREAMING

Low latency exchange of objects and data streams in
Metaverse systems is challenging for current CDN-based
HTTP infrastructures such as DASH-based video-on-demand
streaming. While DASH aims to enhance the viewport
quality of immersive videos by refining tile delivery, its
client-driven nature limits server-side control. The WebRTC
protocol is more appropriate for multimedia interaction,
but it shifts complexity to applications and lacks a cross-
application method for data object exchange. Overlay
approaches such as MOQ [345] and extensions such as
QuicR [346], blend real-time interactive media with stream-
ing but introduce some complexity (see Section VII). Many
studies [345], [346], [402] propose algorithms, protocols,
and architectures for managing and processing multimedia
information. However, most of these results do not arrive to
applications due to the absence of simple and usable APIs.
To address the goal of simplified system design as outlined

in Section IX-A, we envision more unified protocols/APIs
to simplify developer access to different communications
services such as media-on-demand and real-time streaming
(as proposed by MoQ or ROBUST [402]). Such unified
protocols should be applicable to different use cases (e.g.,
multimedia transport, multisensory data communication,
etc.), adapt to dynamic network conditions, and provide
optimization options to leverage network capabilities such as
multi-path forwarding and multicast/broadcast capabilities.

2) SECURE AND DETERMINISTIC DATA
TRANSFORMATION AND COMPUTING

XR is one example of the Multisource-Multidestination
Problem [403] that combines video, haptics, and tactile
experiences in interactive or networked multi-party and
social interactions with a secure environment and ensures
user privacy. Delivering this via a client-server cloud-based
solution is challenging as it requires a combination of
stream synchronization, low delays and delay variations,
loss recovery mechanisms, and optimized caching and
rendering near the network edge for the user (as suggested
in Section IX-B). However, many of these challenges (see
Section VIII for more details) are still in the realm of
research focused on resolving resource allocation issues
and ensuring adequate quality of experience (e.g., tackling
multi-variate and heterogeneous goal optimization problems
at merging nodes). In-network computing is a potential
solution for improving client-server architecture, facilitating
service deployment, and supporting secure and deterministic
data transformation and computing goals (Section IX-A).
Specifically, there are two design ideas.
Robust/Deterministic In-network Computing Capability

that Supports Function Offloading, In-network
Transformation and Compression: As discussed in
Section VIII, in-network computing can enhance video
transmission by enabling transcoding, applying advanced
context-based compression algorithms, and facilitating pre-
fetching, pre-caching, and prediction within the network.
Advanced functional decomposition, localization, and
discovery of in-network computing and storage resources
can help to optimize the user experience in general. This
focuses on identifying the best resources and assessing
their reliability, particularly for mission-critical services in
Metaverse (e.g., medicine and digital twins). For example,
in ICE-AR [122], mobile devices continually transmit users’
context (POV video and metadata such as IMU data) to edge
nodes running real-time ML processes. The raw video is
processed to generate a semantic description of the current
environment (i.e., the deep context). Different edge nodes
offer different subsets of context extraction services. The
deep context is then used by mobile clients to retrieve
relevant content from cloud providers and overlay it on the
POV video. This concept is an applicable example for the
scenario proposed in Section IX-B.
Secure Semantic Communication Approach Based on In-

Network Computing Platform: As discussed in Section V,
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semantic communication can transmit semantic information
instead of the actual media data, allowing for media
reproduction and rendering at the receivers. It can make
communication more efficient and aid in more intelligent
compression, decompression, and prediction within the
network. However, semantic communication is not inherently
secure. It is merely an intelligent way of exchanging
information [262], [263], [264]. What is missing is an in-
network computing approach for ‘secure’ transformations
in the network. Most existing papers overlook this aspect,
assuming that data transformation and transmission can be
securely managed somehow. But generally, it is risky to
trust these transformers without a robust security framework
on the Internet. For example, it is more difficult to fake
the actual audio stream than to fake some high-level
semantic representation. The semantics can be ‘forgery’ or
‘pollution,’ conveying distinct meanings to different receivers
and tasks [404].
Just-in-time, Segmented Content Storage and Distribution:

To address the inefficiencies of centralized CDNs (and
intermediaries) that often lead to bottlenecks, increased costs,
and vulnerabilities to censorship and tampering, Content
Fabric Protocol (CFP) [405] has been proposed as an
application-specific protocol tailored for just-in-time, seg-
mented content storage and distribution. It is a decentralized
data protocol executing across a global network of hosting
nodes, which dynamically serve video, imagery, applications,
and other active content directly from source objects as
both live and on-demand streaming, and dynamic combi-
nations. Functionally, CFP eliminates the need for separate
content transcoding, aggregation, management, and distri-
bution services by integrating many conventional functions,
including live ingest, cloud origin storage, live transcoding,
content management, encryption/digital rights management
(DRM), program sequencing, rights management, CDN
streaming, and static content distribution. CFP creates and
delivers output, such as adaptive bitrate streaming manifests
and segments and static content, through a just-in-time
process executed within the network’s nodes. This process
generates a data structure called a ‘content object’, a
component object representation consisting of the media
essence, metadata, and code. A content object consisting
of references to cryptographically hashed signatures of the
binary ‘parts’ that make up the object. Upon ingestion,
master file media, assets, data, or streams are broken down
into ‘parts’, distributed across the network, and compiled
into an object. Reusing these ‘parts’ within an object is
by reference, not copy, reducing redundancy. Parts are
only copied when updated, avoiding unnecessary file copies
across the network and in storage, thus enhancing efficiency.
It also includes a fast routing algorithm that enables
real-time location of ‘parts’ in the network, supporting just-
in-time transcoding, packaging, and extensible audio/video
processing.

3) DATA-ORIENTED APPROACH FOR REPRESENTING 3D
CONTENT AND MEDIA OBJECTS

Today’s Web primarily operates as a data-centric application
layer, with data identified by URIs and managed through
REST primitives. However, this creates a semantic gap with
the underlying host-oriented transport, leading to complexity,
centralization, and brittleness problems. Metaverse systems
can be viewed as an extension of the Web into 3D interaction
and immersion, optionally overlaid on the physical world.
Rather than rendering data objects onto a 2D page within
a device, they are rendered within a shared 3D space,
interacting among themselves and with users [42]. Data-
oriented communication can treat virtual content as secure
data objects and distribute them efficiently among a wider
peer group, retrieving only the necessary data to recon-
struct an appropriate representation while considering the
constraints of user devices and access networks. Interactions
between private and shared 3D objects can be simplified
if these objects use similar conventions but with varying
security levels [42]. This contributes to achieving the
goal of low latency and scalable media communication
(see Section IX-A), with fine-grained media distribution
that supports both interactive and streaming content (also
security).

4) ADAPTIVE AND MODULAR SYSTEM DESIGN

Adaptive and modular system design aims to create flexible
systems capable of dynamically offloading functions, such
as rendering, to improve performance and adaptability. This
approach requires a modular structure where components
can be readily adjusted or offloaded to external servers.
For instance, Weber et al. [406] introduced a modular
multi-user XR framework that can be tailored to various
applications. Servo [399] is a modular serverless back-
end system for Metaverse systems, offering fine-grained
virtual-world scalability through a collection of server-
less components. ARENA [400] is a modular architecture
for secure, lightweight serverless-style computing using
REST and Pub-Sub network patterns for interactive virtual
spaces. In general, an adaptive, modular system design
requires a holistic approach that integrates independent
functions with clear interfaces for seamless operation and
transfer. It should include strategic server selection and
communication for effective task offloading while prior-
itizing data and function security to maintain trust and
integrity. Intelligent decision-making is needed for deter-
mining optimal offloading times and tasks, considering
system load, performance goals, and user experience. The
system must incorporate smart decision-making and robust
optimization to determine the best offloading opportunities,
balancing system load, performance, and resources based
on network analysis and offloading benefits (expanding on
Section IX-B).
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D. SUGGESTED RESEARCH DIRECTIONS
The design ideas can be deployed and implemented in
different ways. We suggest the following specific research
directions.

1) INFORMATION-CENTRIC SYSTEM DESIGN

As discussed in Section IX-C, Web and Metaverse appli-
cations are inherently data-oriented (on the application
layer). When we conceive ‘the Metaverse’ not merely
as an application running on the current network but as
an evolution of the network itself, we can narrow rather
than expand the gap between network architecture and
application semantics. Specifically, ‘the Metaverse’ can be
seen as an information-centric system where applications
participate in granular 3D content exchange, context-aware
integration with the physical world, and other Metaverse-
relevant services [42]. Application layer data structures in
Metaverse (e.g., 3D models and scene descriptions) are based
on object hierarchies, in which connection-based systems
cannot fully use. ICN generally enables direct data-oriented
communication, providing access to granular, individually
secured objects, e.g., making up a video stream, directly by
name as needed by applications, without relying on channel-
based abstraction. It provides request-response semantics at
the network layer that are similar to Web semantics, but
at packet granularity, operating without host addressing or
name-to-address mappings such as those used in the Domain
Name System (DNS).
However, several aspects still require investigation. First

is the actual deployment of ICN over the Internet. The
initial deployments require the establishment of an overlay
topology over the current Internet infrastructure. While the
core technologies (i.e., different interfaces and underlay
protocols) are fundamentally ready, other issues related to
the deployment and efficient operation of such overlays
remain (e.g., shortest path communication, routing and
reliability). Moreover, actual systems would need specific
strategies for in-network optimizations (e.g., pre-fetching and
re-transmissions) and quality adaptation (e.g., layered coding
and in-network transcoding). For a data-oriented Metaverse,
where data related to a virtual world could be compiled
into collections (e.g., FLIC) or grouped using manifests
(similar to DASH video streaming), the ability to extend
these technologies to support dynamically creating objects
is important [136]. Additionally, these data require multiple
levels of access control. How to represent and organize
these ownership levels, particularly in a distributed manner,
remains a challenge for ICN [42]. Lastly, concepts and
mechanisms for privacy, selective attention, content filtering,
autonomous interactions as well as ownership and control
on the publisher’s side are required (see Section VII). Next,
we suggest three specific research directions for supporting
Metaverse systems via data-oriented techniques: enhanced
QoS mechanisms, local broadcast/multicast support and
leveraging context-aware networking.

Enhanced QoS Mechanisms: As discussed in Section V,
the concept of QoS is akin to managing ‘managed unfairness’
in network traffic, ensuring that high-priority tasks, such
as audio streams in multimedia applications, are given
precedence over fewer critical data packets [223]. However,
the practical implementation of QoS in networking faces
several challenges [407]. IntServ’s requirement for signaling
makes it difficult to implement across different domains,
while DiffServ offers a simpler model but still lacks usage
in inter-domain scenarios. These challenges are compounded
by the limited controllable resources in IP networks, pri-
marily queue space, which restricts the effectiveness of
traditional QoS management approaches. ICN’s inherent
statefulness within the data plane allows for a rethinking
of QoS mechanisms without relying on separate signaling
protocols such as RSVP. Unlike unicast IP addresses, ICN’s
non-topological naming allows for straightforward QoS
application in multi-destination and multipath environments,
rather than requiring either multicast with coarse class-
based scheduling or complex signaling such as Resource
Reservation Protocol (RSVP-TE) [408], [409]. Additionally,
IP has three forwarding semantics (i.e., unicast, anycast
and multicast), with different QoS needs [410], [411]. ICN
has one single forwarding semantic, so any QoS mecha-
nisms can be uniformly applied across any request/response
invocation, regardless of the forwarding strategy employed
(whether the forwarder employs dynamic destination routing,
multi-destination forwarding with next hops tried serially,
multi-destination with next hops used in parallel, or even
localized flooding such as directly on Layer 2 multicast
mechanisms) [412]. However, ICN-based QoS is still under
development and is not as stable as IP-based QoS. We
suggest further research and experiments on fine-tuning
interest aggregation, caching and their impact on receiver-
based performance estimation and develop a specific QoS
mechanisms [223] for priority of key requests, such as pri-
oritizing interactive data and baseline-quality media objects
over higher quality objects (e.g., MoQ can prioritize audio
streams).
Supporting Local Broadcast/Multicast Through Data-

Oriented Approaches: In Metaverse systems, users can be
participating in the same scene with potentially distinct
viewpoints (Section IX-B), leading to overlapping data
requests centered around a common point of interest (e.g.,
the ball in a basketball game) [349], [413]. The essential
requirement is not merely wide broadcast capabilities but
rather the facilitation of large-scale, multi-destination com-
munication through implicit network replication. However,
scalable multi-destination transport services in Metaverse
systems faces several challenges. One such challenge is
the limited use of local broadcast/multicast in Metaverse
systems, especially in wireless networks where most con-
nections are unicast. Internet Service Providers (ISPs) often
block multicast traffic unless it serves their internal needs,
because ISPs typically block multicast traffic that is not
explicitly used by themselves internally [414]. Another
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challenge in distributing content is the need to deliver
identical bits of information to a group of receivers. This
task can be complicated by current systems’ Digital Rights
Management (DRM) policies or privacy concerns [415].
Interruptions, rights management issues, and other factors
can prevent all recipients from receiving the same bits. For
example, in scenarios such as commercial media streaming
(e.g., Netflix), each media stream is encrypted on an
individual basis [416], which inherently complicates the
multicast distribution of identical information to all users.
ICN inherently supports native multicast capabilities [349],
reducing bandwidth consumption without extra signaling
overhead by naturally aggregating Interests (requests for
data) for common data. ICN enables the network to provide
an implicit multi-destination delivery services, facilitating
shared local views and low-latency interactivity in a manner
that does not require application-awareness on the part of
edge routers [136]. Moll et al. [417] have demonstrated
that implementing the ICN architecture for inter-server game
state synchronization within large server clusters can reduce
traffic compared to traditional IP-based infrastructures.
Leveraging Context-aware Networking: Context-aware

networking with ICN in Metaverse systems can adapt data
dissemination by using both service and network contexts.
I) Recognizing Service Context. In ICN, end-systems that
understand service or application contexts can flexibly
(pre-)fetch data, determine appropriate quality levels, and
choose different modes of communication (e.g., low-latency
streaming or reliable bulk data transfer) that are implemented
on top of the fundamental Interest/Data protocol. This
adaptability allows the system to meet the specific needs of
different services. For example, a virtual meeting requires
low-latency streaming, whereas downloading large assets
benefits from reliable bulk data transfer. Using QoS concepts
described in [223], it would also be possible to define equiv-
alence classes flexibly and use the rich set of controllable
resources (queues, content store, pending interest tables)
to enforce preferential treatment of important application
traffic where needed. II) Recognizing Network Context.
ICN’s forwarding layer inherently supports network context
awareness. Forwarders can independently determine name
prefix reachability, perform self-learning for determining
forwarding information, measure dynamic per-prefix latency,
and decide on suitable forwarding strategies (e.g., Best Route
or Interest Broadcasting), ensuring optimal data routing
based on real-time network conditions. Using technologies
such as ICN Pathsteering [418], consumer endpoints can
learn about suitable path options and then control path
selection in a source-routing manner, depending on current
observed network performance.

2) LARGE-SCALE REAL-TIME MEDIA DISTRIBUTION

As detailed in Section VII, the rapid expansion of large-scale
real-time applications in Metaverse systems is technically
challenging to developers and architects, which raises the
question of the suitability of the current protocol stack.

Traditional real-time video conferencing platforms are tai-
lored for controlled enterprise networks, whereas real-time
Metaverse applications require efficient media transfer across
the broader Internet (including mobile and heterogeneous
networks with best-effort connectivity). The traditional RTC
stack, typically running over UDP, prioritizes the timeliness
of data transmission rather than reliability, leaving the
tasks of ensuring resiliency and managing congestion to
the applications themselves. However, given the complex
and highly interactive nature of Metaverse applications
(which often involve extensive user-generated content and
dynamic user interactions), the existing protocol stack cannot
adequately support real-time Metaverse services.
Since 2018, there has been a discussion on the evolution

of real-time multimedia transport [310], [345] (e.g., DASH,
QUICR [346], RUSH [419], WARP [343], RoQ [420]).
Recently, Media over QUIC has been discussed as a potential
solution for low-latency video distribution(see Section VII);
ICN-RTC [421] is a scalable real-time communication archi-
tecture that modifies media switching in WebRTC. Based
on the standard WebRTC Selective Forwarding Units (SFU)-
based architectures, it realizes media flow switching [422]
and maps it to a request-reply transport stack both at
clients and SFUs. ROBUST [402] was developed to solve
the problem of reliability in real-time applications with a
high level of network control, quick adaptation to variations
(e.g., congestion, cross traffic and network mobility), and
scalable multi-destination distribution. However, a major
challenge in deploying these protocols for large-scale, real-
time Metaverse applications is their integration with the
application and interaction with application-level proprietary
reliability/rate adaptation mechanisms [423]. There is a need
for closer interaction with the application by offering APIs
and possibly integrating the communication protocol as an
SDK directly within the application framework, rather than
as an external module (refer to Section IX-C). Moreover,
what is still missing is the ability to systematically use edge
relays for in-path low-latency re-transmissions and possibly
other in-path recovery, rate, and control functions [424].
Additionally, protocol optimization is needed to reduce
protocol overhead (e.g., through aggregated Interest requests)
and to automate strategy selection based on application
objectives [425].

3) COMPUTING IN THE NETWORK

Computing in the network can serve as an integral com-
ponent for better communication and computation support.
By storing and preprocessing scenes in local elements
(e.g., in the mobile network), it can extend the reach of
applications over the network’s edge. It can also improve
video transmission through better transcoding, context-
based compression (e.g., semantic communication), and
predictive techniques for movement, caching, and fetching
(see Sections V and VIII). Furthermore, it facilitates the
monitoring and distribution of services across collaborative
network elements, enhancing end-to-end performance by
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ensuring that computational tasks are carried out closer
to the data source or end-user. Essentially, it can support
everything from full application offloading to decomposing
an application into small code snippets (e.g., at class,
objects, or function granularity). These snippets can be
distributed and executed throughout the network following
the application’s control flow, enabling execution models
from iterative to recursive calls and from applications on the
initiating host to mobile one.
Compute first networking (CFN) [426] is an example of a

‘computing in the network system’ that is based on compu-
tation graph representation for distributed programs. These
programs consist of stateful actors and functions dynamically
instantiated on available compute resources (e.g., real-time
health monitoring system). CFN’s core concept is to offer
a general-purpose distributed computing framework that can
be programmed without detailed knowledge of the runtime
environment while automatically and efficiently leveraging
dynamic resource properties. In CFN, compute nodes that
executing functions within a given program instance are
called workers. It can dynamically select which worker to
use, optimizing processes such as instantiating functions
near large data inputs. The control over which execution
platforms host specific program interfaces (or individual
functions/actors) is maintained through a computation graph.
Distributed scheduling is implemented as workers in every
resource pool announce and disseminate information about
their availability to all workers in the pool. Worker execution
environments can independently determine which workers
prefer to invoke a function or instantiate an actor without
relying on a centralized scheduler. However, it is still
challenging to implement CFN as a platform that can
enable Metaverse use cases and business opportunities. One
challenge is accounting for the cost of change, including
balancing the time to compute the solution against the time
before the configuration (due to changes in the workload
and/or the resource availability), the cost of activating and
deactivating resources and the optimization of value (rather
than cost) through time (on a longer timescale).Another issue
involves reconciling the policy preferences and constraints of
both CFN operators and users. Given that different owners
can provide resources (e.g., those controlling the radio access
network, distributed computing resources, or computing at a
Point of Presence (POP)), establishing trust in the computing
functions and their outputs becomes a complex problem.
Crowcroft et al. [427] discussed research directions around
computing in the network.

4) DECENTRALIZED/DISTRIBUTED METAVERSE
ARCHITECTURES

Most Metaverse systems today assume a cloud-based system
architecture where identities and trust among them are
anchored through a centralized administrative structure,
with communication mediated by servers and an extensive
CDN overlay infrastructure operated by the administration
(Section IV). This centralization can pose issues in terms

of control, as well as performance and efficiency. Despite
operating on named data principles conceptually, such
systems typically employ traditional layering approaches that
restrict new ways of interacting (e.g., using data formats such
as USD and gITF) and do not support flexible distributed
computing from edge to cloud. Next, we suggest two specific
research directions for these issues: named data microverse
and identity management and security support.
Named Data Microverse project [428] aims to integrate

insights from AR, non-linear 2D media, and game engine
synchronization research into real-time extended reality
platforms using ICN. It aligns with the early stages of
commercial ICN applications in fields such as operational
technology, tactical networks, and content distribution. It
aims to balance scalability and market-based innovation
with principles of democratization, trustworthiness, and fair
empowerment of individuals. Specifically, the Named Data
Microverse is conceived as a Metaverse with 3D data
representation, where objects are independently published
and accessed by any single service. The system adopts a
hierarchical structure for naming and organizing 3D objects,
incorporating core ICN functions such as peer rendezvous,
namespace claiming, certificate generation, and in-browser
repository storage. It focuses on peer synchronization and
data retrieval strategies to showcase a decentralized virtual
space where users can publish, manipulate, and cache 3D
objects. Designed for mobile compatibility, the platform
is developed using HTML/JavaScript and leverages well-
established frameworks. The research details and practices
mainly on three aspects. I) User Experience. Involving
collaborative 3D object creation and manipulation with asyn-
chronous events and visualization of user information and
object security properties derived from ICN. II) Networking
& Distributed Computing. Covering secure bootstrapping
for trust establishment, low-latency state synchroniza-
tion, multi-interface/multi-path connectivity, supporting for
infrastructure-less environments, multi-destination delivery
models, and potential for future computation offload. (This
concept is similar to what we discussed in the ‘Computing
In the Network’ direction.) III) Programming APIs & Data
Structures. Enabling modular scene descriptions using USD
objects as individual ICN data objects. Having a com-
position framework with linking concepts and manifests
for integration, incremental updates to collections, and
information-centric APIs for JavaScript.
As a developing research area, it requires more work,

including evaluating scalability and performance to under-
stand how the system can scale with an increasing number
of users and objects, identifying bottlenecks and optimizing
for high-frequency updates and low latency. It is important
to ensure secure bootstrapping and robust trust mechanisms,
facilitating verifiable and secure interactions within the
microverse. Assessing the intuitiveness and efficiency of the
user interface and interaction models is also needed, espe-
cially for collaborative 3D object manipulation. Additionally,
it is necessary to ensure system compatibility across various
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devices and platforms, with a particular focus on mobile
usability, and continuously evaluate the integration of new
technologies and frameworks to enhance functionality and
performance.
Distributed open realm systems need solutions in identity

management and security support that enable interoper-
ability among multiple systems and a diverse user population.
Mechanisms to support trust are inherently coupled with
various identities, from ‘real world’ identities to application-
specific identities that users can adopt in different contexts.
However, it is difficult to integrate and interoperate in a
shared Metaverse environment without centralized manage-
ment when nodes must use host-centric paradigms to address
not only data interactions but also the underlying service
connections and security relationship. It also exacerbates
the impact of intermittent connectivity on interactivity
when global networking is required for functions such as
rendezvous [429] (which are handled locally in the ICN).
Public interest in technologies such as blockchain indi-
cates growing concern over control concentration. However,
these emerging technologies are primarily built on the
current Internet architecture, which does not bridge the gap
between new network visions and its fundamental technical
approaches [428]. Developed over forty years ago, core
Internet protocols were designed for connecting machines
under an implicit trust model, which still persists in today’s
secure Web protocols. Ideally, society’s data network should
shift from implicit trust based on data pipe ownership
to explicit trust in the data itself, potentially reversing
control centralization trends. Today, achieving cross-platform
interoperability and visualization without centralized hubs is
impractical [430], making it challenging to create secure,
fine-grained data flows required for interactions among
co-existing 3D elements in a virtual world. Solutions
should consider not just media asset exchange but also the
interactions among objects and the data flows needed to
support it. What should be done next is a further exploration
of security technologies in Metaverse systems, including
system bootstrapping, trust establishment, and authenticated
information discovery, especially considering cross-layer
designs to reconcile trust layer disconnects in many existing
systems.

X. CONCLUSION
The term ‘Metaverse’ is deliberately vague and refers to
a range of different concepts, business ideas, application
types, and enabling technologies. For a technical discussion,
it is important to understand the relationship of applications
and their underlying enabling technologies. ‘The Metaverse’
integrates concepts and technologies from different domains,
namely communications, networking, distributed computing,
AR/VR and UX design. From a networked systems per-
spective, we observe that although some (mostly proposed)
Metaverse applications impose new levels of communication
performance requirements, most current systems are largely
built on top of existing technologies and protocol stacks,

which can lead to problems when scaling systems to
larger numbers of users and when incorporating new media
types and encoding, e.g., holographic video. Social VR
systems provide more stringent requirements than today’s
WebRTC-based tele-conferencing systems in terms of media
quality (resulting in larger data volumes) and low-latency
communication. Meeting these requirements is not merely
a question of transmission speed, deterministic networking
guarantees, and new mobile network generations (e.g., 6G).
We argue that it is important to consider key technical

capabilities such as scalable low-latency media distribution
and interactive communications, support for link-layer broad-
cast/multicast, and the ability to accommodate in-network
computing reliably and securely. Enabling these capabilities
requires an architectural change in building demanding
large-scale networked multimedia applications. We argue
that a new holistic design should consider the following
goals: I) low latency and scalable media communication,
II) support for secure and deterministic data transformation
and computing, and III) more adaptive and modular system
design.
These goals should be addressed by I) unified pro-

tocols and APIs for interactive real-time communication
and on-demand media streaming, II) in-network computing
capabilities that support function offloading, in-network
transformation, and compression, III) a data-oriented
approach for representing 3D content and media objects, and
IV) adaptive and modular system design.
These design ideas suggest further research in dif-

ferent directions: I) information-centric system design,
II) large.scale real-time media distribution, III) computing in
the network, and IV) distributed and decentralized Metaverse
architectures.
Information-centricity is a concept that affects many

aspects of a Metaverse system design. On the application
layer, many interactions do exhibit information-centric prop-
erties: Web protocols, namely HTTP, DASH-based/inspired
media streaming, as well as functional RPC communication
are all based on the notion of accessing named information
– either as static data or as dynamic computation results.
Recent technology development and standardization activi-
ties such as MOQ have introduced some information-centric
principles (e.g., named data in a network of relays/caches
and publish-subscribe for dynamic data collections). Future
Metaverse systems can embrace these concepts and extend
their application from the application layer to the network
layer – to form a general, native communication platform
to enable many relevant capabilities that we discussed in
this paper, such as better in-network support for multipath-
communication and load balancing, support of native
broadcast services, more robust in-network computing, and
more decentralized system designs that enable more direct,
more efficient communication.
Thinking this further, the design of such systems is

expected to reveal more insights into opportunities for
applying such concepts not only to Metaverse systems
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but more broadly to the design of a general data-oriented
Web framework, i.e., a Web framework where the inherent
information-centric nature of the application maps directly
to accessing secure Web objects in networks [431].
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