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ABSTRACT The efficient representation, transmission, and reconstruction of three-dimensional (3D) contents are becoming

increasingly important for sixth-generation (6G) networks that aim to merge virtual and physical worlds for offering immersive

communication experiences. Neural radiance field (NeRF) and 3D Gaussian splatting (3D-GS) have recently emerged as two

promising 3D representation techniques based on radiance field rendering, which are able to provide photorealistic rendering results

for complex scenes. Therefore, embracing NeRF and 3D-GS in 6G networks is envisioned to be a prominent solution to support

emerging 3D applications with enhanced quality of experience. This paper provides a comprehensive overview on the integration of

NeRF and 3D-GS in 6G. First, we review the basics of the radiance field rendering techniques, and highlight their applications and

implementation challenges over wireless networks. Next, we consider the over-the-air training of NeRF and 3D-GS models over

wireless networks by presenting various learning techniques. We particularly focus on the federated learning design over a hierarchical

device-edge-cloud architecture, which is suitable for exploiting distributed data and computing resources over 6G networks to train

large models representing large-scale scenes. Then, we consider the over-the-air rendering of NeRF and 3D-GS models at wireless

network edge. We present three practical rendering architectures, namely local, remote, and co-rendering, respectively, and provide

model compression approaches to facilitate the transmission of radiance field models for rendering. We also present rendering

acceleration approaches and joint computation and communication designs to enhance the rendering efficiency. In a case study, we

propose a new semantic communication enabled 3D content transmission design, in which the radiance field models are exploited as

the semantic knowledge base to reduce the communication overhead for distributed inference. In addition, we discuss the utilization

of radiance field rendering in wireless applications like radio mapping and radio imaging, in which radiance field models are used

to effectively represent complex radio environments to facilitate wireless network designs. It is our hope that this paper can provide

new insights on the interesting wireless integration with radiance field rendering for future 6G networks with 3D contents.

INDEX TERMS 6G, immersive communications, 3D Gaussian splatting (3D-GS), neural radiance field
(NeRF), federated learning, inference.

I. INTRODUCTION

SIXTH-GENERATION (6G) networks are experiencing
a paradigm shift from the connected everything in fifth-

generation (5G) to the new vision of connected intelligence,

bridging the virtual and physical worlds. On the one
hand, 6G networks are envisioned to utilize new wireless
technologies such as millimeter wave (mmWave)/terahertz
(THz) and extremely large-scale antenna arrays, which
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can provide ultra-high-data-rate, hyper-reliable, and ultra-
low-latency communications to handle the massive data
transmission demands. On the other hand, 6G networks are
expected to evolve towards new multi-functional networks
by integrating various functionalities such as wireless sens-
ing, communication, mobile edge computation (MEC), and
artificial intelligence (AI) [2], [3], [4]. The multi-functional
operation facilitates the fusion of emerging AI technologies
and wireless networks, and thus helps meet the diverse
requirements of emerging applications such as extended
reality (XR), metaverse, autonomous driving, and intelligent
robotics.
In this paper, we focus on a particular usage scenario

of 6G, namely immersive communications, which aim at
creating a highly engaging and interactive environment for
communication users, with typical applications including
XR, telepresence, immersive gaming, and metaverse [5].
Different from the enhanced mobile broadband (eMBB)
applications in 5G that focus on the transmission of
two-dimensional (2D) contents, the realization of the new
immersive communications applications in 6G highly relies
on the transmission and processing of three-dimensional
(3D) contents. In particular, the 3D contents can represent
the spatial environment and object information, accurately
depict real physical scenes, and effectively model real
physical worlds for, e.g., telepresence and immersive gaming.
Due to the rich spatial information contained, 3D contents
can also be used for more efficient object detection and
localization in 3D environments, facilitating the navigation
and decision-making of auto-driving vehicles and intelligent
robots. Therefore, to fully exploit the benefits, how to
efficiently represent, transmit, and reconstruct 3D contents
over wireless networks is becoming an important research
topic in the 6G era, which requires new interdisciplinary
design approaches, by employing techniques from various
areas including wireless communications and networks,
computer vision, computer graphics, and AI.
Proper representation of 3D contents is the foundation

for their efficient transmission and reconstruction over 6G
networks. Different from 2D contents that are normally
represented via pixels, there are various different approaches
for 3D representation. Conventionally, 3D representation
approaches can be categorized into explicit and implicit
ones [6], [7]. In general, explicit representations are charac-
terized by well-defined formats such as mesh [8], voxel [9],
and point cloud [10] to intuitively present the shape and
surface of 3D objects to viewers, while implicit representa-
tions typically employ implicit functions to express contents
in an implicit manner such as occupancy functions [11].
For instance, point cloud [10] is a widely adopted explicit
3D representation approach, which represents 3D objects
by organizing numerous data points to depict the geometry
without complex data processing. These discrete points,
however, fall short in depicting the details of 3D objects
such as textures. Different from conventional representation
approaches, neural radiance field (NeRF) [12] and 3D

Gaussian splatting (3D-GS) [13] have recently emerged as
new transformative 3D representation approaches based on
radiance field rendering. These approaches represent the
distribution of light and depict the interactions between light
and surfaces, materials, and surroundings, thus effectively
representing the details of 3D contents and rendering
photorealistic images from novel views.
NeRF and 3D-GS have their respective pros and cons.

On the one hand, NeRF innovatively represents 3D contents
by employing neural networks, which have exceptional
capabilities in visual reconstruction. In particular, NeRF
only needs to utilize multi-view images of a scene as
training data to generate novel viewing images via volume
rendering, which is able to represent the detail of 3D contents
in high visual quality with only lightweight models [14].
Nevertheless, NeRF involves dense sampling of light rays
and volume rendering, which require substantial computation
resources and are time-consuming in general. On the other
hand, 3D-GS [13] is a promising explicit radiance field
representation approach, which extends the point-based
rendering by utilizing Gaussian functions to effectively
represent the scene, thus avoiding dense ray sampling.
As compared to NeRF, 3D-GS explicitly represents 3D
contents with a well-structured data format, which can be
edited easily and is able to show the content geometry and
properties more intuitively. Furthermore, the training process
of 3D-GS only requires to optimize Gaussian functions and
the rendering process allows for parallel computation without
querying neural networks and dense ray sampling, which
are generally more computationally efficient. However, the
explicit representation of 3D-GS requires a large amount of
data and may pose challenges for storage and transmission,
especially for the representation of large-scale scenes. As
a result, NeRF models are lightweight but computationally
heavy, while 3D-GS is efficient in computation but less
efficient in storage and transmission.
Due to the rapid advancements of NeRF and 3D-GS for 3D

representation in the computer society, it is envisioned that
these radiance field rendering approaches will play an impor-
tant role in immersive communications applications over 6G
networks. Therefore, it is becoming necessary and urgent
to embrace the radiance field rendering in 6G networks.
However, such integration is still in its infancy, which
introduces various new technical challenges to be tackled. In
particular, the radiance field models (especially the explicit
3D-GS models) are represented by a large amount of data
and require excessive resources for storage and transmission,
and the training and inference (or rendering) of radiance field
models (especially the implicit NeRF models) require inten-
sive computation. While conventional radiance field training
and rendering are implemented in a centralized manner at
remote cloud or at local devices, 6G wireless (edge) networks
have distributed communication, computation, and storage
resources at networked base stations (BSs) and mobile
devices. Therefore, it is demanding to investigate new dis-
tributed training and inference methods for the training and
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rendering of radiance fields by taking into account the practi-
cal constraints on communication, computation, and storage
resources at distributed nodes. Along this direction, new
joint computation and communication designs are crucial.
Furthermore, immersive communications applications such
as telepresence normally have stringent end-to-end latency
requirements on the transmission, reconstruction, and display
of 3D contents to ensure the quality of experience (QoE) [5].
This thus calls for a unified design of the whole sensing-
communication-computation processing pipeline over the 6G
wireless networks to minimize the end-to-end latency while
preserving the QoE requirements. In addition, due to the
complicated wireless environment, user mobility, and the
broadcast nature of wireless signals, the transmission of
radiance field models for distributed training and inference
may experience significantly fluctuated wireless channels
over time and space, and face severe multi-path channel
fading and co-channel interference. The unreliable and
dynamically changing wireless communication channels thus
make the distributed training and inference more difficult.
As such, new training-and-inference-task-oriented wireless
design approaches need to be devised jointly with the
radiance field optimization.
To address the above challenges, this paper provides

a comprehensive investigation on the integration of the
two representative radiance field rendering methods (i.e.,
NeRF and 3D-GS) in 6G wireless networks. Specifically,
in Section II we present an overview on the basics of
radiance field rendering, NeRF, and 3D-GS, and accordingly
point out their potential applications and implementation
challenges over wireless networks. In Section III, we discuss
the over-the-air training for NeRF and 3D-GS models.
In particular, we present the federated learning design
over hierarchical device-edge-cloud architectures, in which
various important issues such as joint computation and
communication resources management and camera (device)
placement are discussed in detail. We also discuss potential
extensions by considering the issues such as synchronization,
generalization, vertical federated learning, and over-the-air
federated learning. In Section IV, we discuss rendering
architectures for the over-the-air rendering or inference of
radiance fields by utilizing distributed computation and
communication resources. We discuss the model compres-
sion to improve the transmission efficiency, and present
acceleration approaches and joint computation and commu-
nication designs to enhance the rendering efficiency. More
specifically, we propose a novel semantic communication
enabled inference design by using the radiance field models
as the semantic knowledge base to reduce the communication
overhead for distributed inference, which is validated via a
case study of 3D human face transmission in Section V.
In Section VI, we show that radiance field models can
also be employed to benefit wireless network design in
return, in which radiance field models are employed for radio
mapping, radar imaging, and multi-modal-sensing-assisted
communications. Finally, Section VII concludes this paper.

II. RADIANCE FIELD RENDERING OVER WIRELESS
NETWORKS
This section introduces the exploitation of radiance field
rendering over wireless networks to support applications with
3D contents. First, we review the basics of radiance fields
and introduce NeRF and 3D-GS. Then, we discuss potential
3D-content-based applications by using NeRF and 3D-GS
in wireless networks. Finally, we present new technical
challenges faced by the integration of NeRF/3D-GS over
wireless networks.

A. BASICS OF RADIANCE FIELD RENDERING
The concept of radiance fields originates from the physical
properties of light. Based on how light interacts with
surfaces, materials, and surroundings along its propagation
path, we can create 3D spatial radiance fields with distinct
light distribution. Radiance fields can be used to describe
scenes in 3D space via a five-dimensional function fradiance,
which maps a 3D location x̂ = (x, y, z) and a viewing
direction in sphere d = (θ, φ) to the RGB color space c =
(R,G,B) and the opacity/volume density value σ , i.e.,

fradiance(x, y, z, θ, φ) = (R,G,B, σ ). (1)

In general, the representations of radiance fields can be
divided into explicit and implicit ones, respectively. The
implicit radiance field representation uses neural networks
to represent radiance information, based on which the
color information and opacity/volume density are derived
by querying the neural networks. In contrast, the explicit
radiance fields intuitively present the radiance information
with discrete spatial data, in which each spatial data element
stores color information and opacity. Among various design
approaches, NeRF [12] and 3D-GS [13] are becoming the
most prominent implicit and explicit radiance field represen-
tations, respectively, which are detailed in the following.

1) NERF

As shown in Fig. 1(a), NeRF utilizes multilayer percep-
tron (MLP) neural networks to approximate the radiance
information in 3D space, which implicitly characterizes
the RGB color and volume density of every volume
point within the 3D scene. In particular, the NeRF model
takes the coordinates of volume point x̂ = (x, y, z) and
viewing direction unit vector d = (θ, φ) as input, and
outputs the corresponding RGB color c = (R,G,B) and
volume density σ of every volume point. These volume
points are virtually generated by mapping the pixels to
camera rays along the given viewing direction d. After
querying the MLP, the colors and densities of volume
points are accumulated based on volume rendering, thereby
determining the pixels of 2D images from given viewing
directions one by one. It is worth noting that the process
of volume rendering is differentiable and thus the MLP
network can be trained by using the mean square error (MSE)
between the sampled images and the rendered results as
the loss function. As the MLP networks implicitly store the
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FIGURE 1. Basics of NeRF and 3D-GS based on radiance field rendering.

color and density information of each sampled volume point,
lightweight models are sufficient for NeRF-based represen-
tation, which only require a relatively small amount of data.
However, due to the implicit representation, NeRF rendering
requires frequent querying of neural networks to obtain the
color and density information for different volume points,
and also needs complex integral calculations during the
volume rendering process, thus resulting in high computation
loads.

2) 3D-GS

As shown in Fig. 1(b), 3D-GS is an explicit representation
approach that utilizes a set of Gaussian functions to represent
the 3D scenes. In 3D-GS, each Gaussian G contains
coordinate parameter x̂ = (x, y, z), 3D covariance � ∈ R

3×3,
opacity α, and color c, i.e., G = {x̂, �, α, c}. Here, the
color and opacity information are explicitly stored in the
Gaussian function G, without relying on the querying of
neural networks. As such, to synthesize an image from a
specified viewing direction (θ, φ), we first need to project
the set of Gaussians into the 2D imaging space determined
by the viewing direction, in which each pixel in the 2D
space can be covered by multiple projected Gaussians. Next,
we segment the image plane into tiles and identify the
projected Gaussians that cover each tile. Finally, we perform
rendering, in which the color of each tile is calculated
through alpha blending. As the rendering process of 3D-GS
is differentiable, backpropagation based on gradient descent
methods can be utilized to optimize the parameters of
Gaussian functions for training 3D-GS models, similarly
as for NeRF. The benefits of 3D-GS are the improved
rendering efficiency and the reduced computation overheads.

In particular, the explicit representation of 3D-GS allows for
easy access to the color and opacity information without
relying on querying neural networks, and each independent
tile allows for parallel rendering. However, the use of explicit
color and opacity data in 3D-GS requires a large amount of
data for representation, introducing new challenges in storage
and communication overloads.
In summary, the implicit representation of NeRF is able

to represent 3D contents by a lightweight model and render
realistic images without deteriorating details of 3D contents,
but it requires the frequent querying of neural networks for
volume rendering and thus is computationally inefficient. By
contrast, the explicit representation of 3D-GS is intuitive
and easy to edit and can render high-quality images without
relying on neural networks or volume rendering and enables
parallel rendering processes, but it requires a large amount of
data for representation, transmission, and storage. Therefore,
there generally exists a tradeoff between the communication,
computation, and storage in selecting the 3D representation
approaches when implementing radiance field rendering in
diver scenarios over wireless networks.

B. APPLICATIONS IN WIRELESS NETWORKS
NeRF and 3D-GS have made great impacts in the
areas of computer vision and computer graphics. Their
excellent capability to represent 3D contents has also
attracted growing interests from the communications
society for supporting various 3D-content-enabled applica-
tions. This subsection provides three typical applications
of NeRF and 3D-GS in 6G networks, as shown in
Fig. 2.

4278 VOLUME 5, 2024



Object detection
and recognition

Server

Positioning Controller

Agent/Robot

Radiance
field

Decision/Planning

Real-time PoseSignalling

Video
decoder

Viewport
extractor

Caching Video
encoder Transmitter

Radiance field 

Server

User device

Data source

Server

Radiance
field

Blockage
detection

Object dectection

Radio map

LocationChannel
knowledge

Service requestRendering
results

FIGURE 2. Typical wireless applications of radiance field rendering.

1) WIRELESS IMMERSIVE VIDEO STREAMING

3D video technologies such as 360◦ video [15] and volu-
metric video [16] have emerged as new paradigms in the
multimedia field, which are crucial to enable immersive
communications. Unlike conventional 2D video, 360◦ video
and volumetric video can provide immersive visual expe-
riences. In particular, 360◦ video can provide users with
three degrees of freedom (3DoF) view (i.e., pitch, yaw,
and roll), and volumetric video explores more immersive
virtual scenes with 6DoF (including pitch, yaw, roll, and
additional x-, y-, and z-axis). Recently, the emergence of
NeRF and 3D-GS are expected to find promising applications
for wireless 3D video streaming, providing immersive vision
experiences to large-scale mobile users. This is due to
the fact that NeRF and 3D-GS can outperform traditional
point cloud and mesh representations in rendering photo-
realistic video frames [16], [17]. In particular, 3D-GS is
advantageous in real-time radiance field rendering, which
makes it particularly suitable for wireless 3D video streaming
when the computation resources are limited at devices.
By contrast, NeRF models are lightweight in general and
can be transmitted efficiently with less communication
overhead, which makes it particularly useful for the sce-
nario when the communication rates among different nodes
are constrained [18]. One prominent application of NeRF
and 3D-GS is telepresence [16], [19], which captures and
transmits a more realistic representation of the human body,
shape, and facial expressions, thereby significantly enhancing
the immersive communication experience. Other applications
include XR, immersive gaming, and digital avatars, in which
the content provider can represent the 3D content with high-
quality NeRF or 3D-GS models, and then transmit these
models to the edge networks (e.g., remote edge servers or
devices) for rendering and display 3D videos to a large
number of end users.

2) 3D-BASED AUTOMATION AND VISION TASKS

Radiance field rendering also holds significant potential
to enhance 3D-based vision intelligence tasks such as
video analytics [20], simultaneous localization and mapping
(SLAM) [21], and robot navigation [22]. This is primarily
attributed to the role of spatial information provided by 3D
contents, which significantly enhances the inference capa-
bilities required for these tasks. For instance, NeRF/3D-GS
models can reconstruct high-quality scenes containing terrain
information to facilitate video object detection and robot
navigation. In the 6G era, these tasks are implemented
at wirelessly connected agent/robots and remote servers in
a distributed manner [23], [24], by fully leveraging their
distributed computation and communication resources. For
example, in a robot navigation task, the robots can transmit
their captured multi-view images to the edge server for
training NeRF/3D-GS models, based on which, the edge
server can subsequently render images of novel viewing
regions by leveraging the rich computation resource. Next,
the server can transmit these novel-viewing images back
to the robots to assist their global path planning and
decision making. In these applications, the training and
inference of radiance fields at the network edge need to be
designed by properly exploiting the distributed computation
and communication resources.

3) WIRELESS SENSING AND ENVIRONMENT-AWARE
COMMUNICATIONS

Motivated by the great success in the field of optical
imagery, radiance field rendering is expected to be applicable
in the wireless field, especially for the representation of
wirelessly generated 3D information by effectively modeling
the physical process of wireless signal propagation. This
application is becoming increasingly important for 6G
networks, as radio sensing and imaging are seamlessly
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integrated as a new function of wireless networks with
the advancement of integrated sensing and communication
(ISAC) [4], [25], [26]. Radiance field rendering can benefit
the fusion of sensing and communication functionalities
by enhancing the sensing performance with 3D spatial
information and provides multi-modal information to facil-
itate the communication designs. In particular, radiance
field rendering such as NeRF can be used to model the
radio frequency (RF) signal attenuation process including
signal reflection, scattering, and refraction, and accordingly
represent radio maps that store the channel information at
different transceiver locations [27]. In addition, radiance field
rendering is also useful for radar imaging (e.g., via synthetic
aperture radar (SAR)) [28], in which the radio imaging
process can be modeled by using NeRF, such that the SAR
imaging information can be obtained from different views.
Furthermore, radiance field rendering can benefit sensing-
assisted environment-aware communications [29], in which
radiance field models can be used to represent the 3D
environment with considerable visual quality and multi-view
vision information, such that the environmental obstacles and
scatterers can be detected to infer and predict the channel
knowledge information [30], [31].

C. TECHNICAL CHALLENGES
Due to the effectiveness in 3D content representation, NeRF
and 3D-GS have emerged as promising techniques for the
efficient transmission and reconstruction of 3D contents
over wireless networks. Nevertheless, the integration of
these radiance field rendering approaches in 6G networks
introduces several new technical challenges that need to be
addressed.

1) INTENSIVE COMPUTATION DEMANDS IN RADIANCE
FIELD TRAINING AND RENDERING

The training and rendering of radiance fields are generally
computationally intensive. On the one hand, the training of
neural networks and volume rendering processes in NeRF are
computationally heavy and time-consuming. For example,
the vanilla NeRF model [12] needs a convergence time of
1-2 days when training on a single graphics processing unit
(GPU), which is impractical for many real-time applications.
On the other hand, though not relying on neural networks
querying or volume rendering, 3D-GS still needs to deal
with a large number of Gaussian functions that can be
computationally intensive, especially in the case with large-
scale scenes. In the literature, there have been various
works [32], [33], [34] focusing on improving the training
and rendering efficiency for NeRF and 3D-GS from the algo-
rithmic perspectives, which, however, do not consider their
implementation over wireless networks. Different from con-
ventional centralized cloud, wireless edge networks consist
of a large number of distributed BSs and mobile devices with
heterogeneous and highly distributed computation resources.
As such, it is essential but challenging to design distributed

training and rendering approaches for radiance fields over
such heterogeneous wireless networks.

2) COMMUNICATION OVERHEADS FOR TRANSMISSION
OF RADIANCE FIELDS

The distributed training, distributed inference, and deploy-
ment of radiance fields at wireless edge networks need
frequent exchange of NeRF and 3D-GS models across
different nodes. This may lead to significant communication
overheads. First, from the training perspective, substantial
observation views are required to construct a fine radiance
field. This massive data delivery introduces great challenges
in bandwidth-constrained wireless networks. Next, from
the model transmission perspective, radiance field models
representing large-scale scenes may require a large model
size for transmission, especially for 3D-GS that utilizes
millions of Gaussians [13]. Therefore, it is important to
explore the model compression methods for reducing the
overhead of transmission. In addition, considering executing
inference over the air, only a portion of the entire 3D
scene associated with the viewport of user is needed for
visualization, as the user normally only sees a portion of a
3D object/scene from a specific viewing direction. In this
case, we need to develop task-specific designs to only render
interested regions for reducing the communication overhead
while preserving the QoE, instead of rendering the full scene
that may incur substantial communication overhead. Last
but not least, wireless transmission experiences significantly
fluctuating wireless channels and faces channel multi-path
fading and interference, which may significantly degrade the
communication data rate. In this case, the rendering process
needs to be devised jointly with the wireless transmission by
considering the bandwidth limitations and wireless channel
fading.

3) CRITICAL END-TO-END LATENCY REQUIREMENTS

Intelligent applications like telepresence and XR have
stringent requirements on end-to-end information processing
latency for real-time transmission and rendering [5]. In
practice, the radiance field models can be deployed at cloud
center, end devices, edge servers, or distributed at both end
users and edge servers. In the rendering process, end users or
viewers need to determine the viewing directions, such that
the rendering task can be performed to obtain the images
under the viewing directions, which are then transmitted and
displayed to the viewers. The above process involves both
computation and communication in general, which jointly
determine the end-to-end rendering latency. Depending on
the deployment locations of the radiance field models, there
generally exists a trade-off between the communication
and computation latency. For instance, the communication
latency becomes significant when the radiance field models
are deployed at far-apart cloud with huge computation power,
and the computation latency is essential when the models are
deployed at local devices with limited computation power.
By contrast, deploying these models at edge servers of BSs
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or deploying them at both edge servers and end devices may
achieve balanced communication and computation latencies,
as the edge servers have high computation power and are
close to end users or viewers. To optimize the efficiency of
radiance field rendering in these scenarios, it is important but
challenging to pursue joint computation and communication
designs.

III. TRAINING OF RADIANCE FIELD MODELS OVER
WIRELESS NETWORKS
This section considers the training of radiance field models
over wireless networks, in which the NeRF or 3D-GS models
are trained to represent the 3D scenes, by using pre-stored
or real-time collected dataset with multi-view images at a
number of distributed mobile devices. First, we briefly intro-
duce two general training architectures, namely centralized
learning and distributed (federated) learning, respectively.
Next, we consider a particular hierarchical device-edge-cloud
federated radiance field learning architecture to support the
training of radiance field models for large-scale scenes.
Furthermore, we discuss critical design issues for federated
radiance field learning. Finally, we discuss some important
extensions along this direction.

A. CENTRALIZED VERSUS DISTRIBUTED LEARNING
The training of radiance field models can be implemented
via centralized and distributed learning in general, which are
detailed in the following, respectively.

1) CENTRALIZED RADIANCE FIELD LEARNING

In centralized radiance filed learning, there exists a central-
ized server (e.g., a cloud center or a powerful edge server)
that collects the multi-view dataset from mobile devices over
the wireless network, and then trains the NeRF or 3D-GS
models via using the collected dataset by leveraging its
rich computation capabilities. This centralized learning is
suitable for scenarios when the computation resources are
rich at the server but severely limited at end devices. This
may correspond to a scenario with distributed urban-block
Internet-of-Things (IoT) cameras with limited computation
power, which can collect multi-view image data and then
send them back to the monitoring center for training the
radiance field models of the concerned block. However,
this leads to increased communication overhead due to the
massive raw data transmission, and also introduces privacy
issue for distributed devices.

2) DISTRIBUTED (FEDERATED) RADIANCE FIELD
LEARNING

In distributed radiance field learning, a number of separate
nodes use their distributed computation resources to collab-
oratively train radiance field models in a distributed manner,
by keeping the multi-view data distributed instead of sharing
them to a central node. Among various approaches, federated
learning [35] is particularly appealing for distributed radiance
field learning. The federated radiance field learning is

normally coordinated by a central node that can be the
central cloud or an edge server at BS, and is implemented in
an iterative manner. In each iteration, participating devices
independently train their local models by using their own
observed multi-view data and only need to transmit model
parameters to the central node. After collecting the radiance
field model parameters from devices, the central node
aggregates them to obtain an updated global model and then
distributes it back to the participating devices. The above
iterations will terminate until convergence. The federated
radiance field learning design utilizes distributed computa-
tion resources at participating devices without sharing the
local multi-view raw data, thus avoiding the data leakage and
preserving the data privacy. Due to the frequent NeRF/3D-
GS model exchange between participating devices and the
central node, the communication overheads are becoming
the performance bottleneck.
In summary, the centralized radiance field learning is

able to process the multi-view data and train the radiance
field model in a central network node without coordinating
distributed devices, but it may incur large communication
overheads and privacy leakage issues. By contrast, the feder-
ated radiance field learning aims at exploiting the distributed
computation resources among separate devices to train the
models without sharing raw data, which, however, generally
requires large iterations of model exchange between devices
and servers.

B. HIERARCHICAL FEDERATED RADIANCE FIELD
LEARNING
Due to the benefits in exploiting distributed computation
power and preserving data privacy, federated radiance field
learning is particularly appealing for training over wireless
networks. Nevertheless, prior works on federated radiance
field learning focused on designing the learning algorithm,
without considering specific wireless network architectures.
In this paper, we present a new device-edge-cloud hier-
archical federated learning architecture for the training of
radiance field models for a large-scale scene.1 Specifically,
this architecture consists of one cloud server, L > 1 edge
servers, and a large number of K > L end devices, as shown
in Fig. 3. At the lower level of the hierarchical architecture,
the end devices are each installed with one or more cameras
to capture the multi-view observation data, and the edge
servers each cover a certain area to coordinate multiple
associated end devices. At the higher level, the cloud center
coordinates the training operation of these edge servers.
The device-edge-cloud hierarchical federated radiance field
learning approach is appealing for the efficient training
of large-scale scene radiance fields (e.g., at a city level).
In particular, the hierarchical architecture allows the cloud

1Generating 3D contents for large-scale scenes may have abundant
applications in various 6G applications like low-altitude economy [36],
smart city [37], and intelligent transportation [24]. The design principles
for large-scale scenes are also applicable to the case with small-scale
scenes [38].
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FIGURE 3. Hierarchical federated radiance field learning over 6G networks with end devices, edge servers, and cloud center.

center to coordinate massive end devices through a limited
number of edge servers, thus significantly reducing the traffic
loads over the whole network. Next, each end devices only
need to send their local model information to nearby edge
servers for aggregating edge models of a relatively smaller-
scale sub-scene, thus enhancing the training efficiency.
Furthermore, the cloud center can aggregate the edge models
from edge servers to update the global models for the large-
scale scene. In addition, the cloud center can also adjust
the learning parameters (e.g., frequencies of edge and global
aggregations) and coordinate the network-level resource
management, by fully exploiting the diverse communication,
computation, and storage powers over the whole network.
To begin with, we briefly introduce the dataset for training

the radiance field models. Let Dk = {(Ik,i, pk,i)} denote
the local dataset at device k ∈ {1, . . . ,K}, where Ik,i ∈
R
H×W×3 denotes the i-th observed image by device k that

serves as the ground truth during the training process. Here,
H and W denote the height and width of the observed
image, respectively. Furthermore, pk,i denotes the corre-
sponding viewing information, which contains the extrinsic
matrix and intrinsic matrix of the cameras. The extrinsic
matrix exploits the rotation and translation information to
transform world coordinates into camera coordinates, while
its inverse matrix can convert camera coordinates back
to world coordinates. The intrinsic matrix uses the focal
information to project camera coordinates onto the 2D
image plane. In computer vision society, there are two

methods to obtain the dataset. The first method is to directly
extract images and the corresponding viewing information
from synthetic datasets [12]. The second method is to
utilize the COLMAP structure-from-motion package [39] to
estimate the extrinsic and intrinsic matrices for real observed
images [40].
Then, the hierarchical federated radiance field learning

is implemented as follows by particularly considering the
use of 3D-GS models. Due to the inherent limitations in
camera views, each device can only access the multi-view
observation data from a subsection of the entire scene. Under
this setup, the training of 3D-GS models is implemented
over nested two rounds of iterations. Specifically, we denote
the local 3D-GS model at device k as Gklocal = {G(i)} =
{x̂(i)

, �(i), α(i), c(i)}i, which is a set of 3D Gaussians.
Similarly, we denote the edge 3D-GS model at edge server
l as Gledge = {x̂(i)

, �(i), α(i), c(i)}i and the global model at
cloud center as Gglobal. In each lower-level or inner iteration,
the end devices each perform local training (via multiple
rounds of stochastic gradient descent (SGD) calculations)
based on the captured data and then upload their local
models and the 3D location information to their associated
edge servers. After receiving the local models and local
location information, each edge server aligns the pose of
its associated devices in a common coordinate, and then
aggregates the received local models to obtain updated
edge models. In particular, each edge server l obtain the
edge model via merging the local models as Gledge =
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G1
local ∪ G2

local∪, . . . ,∪ Gk̂local, where k̂ denotes the number
of associated end devices of edge server l. Then, in each
upper-level or outer iteration, the edge servers transmit the
updated edge models (after one or more rounds of inner
iterations) and the corresponding coordinate information to
the cloud center, such that the cloud center can align the
coordinates and then aggregate the edge models to obtain the
global models. Similarly, the cloud center obtains the global
model via merging the edge models as Gglobal = G1

edge ∪
G2
edge∪, . . . ,∪ GLedge. In general, the frequencies of inner and

outer iterations (i.e., the number of local SGD calculations
within each inner iterations and the number of inner iterations
or edge aggregations within each outer iteration) may affect
the consumed computation and communication resources
towards convergence, and thus are key decision variables for
performance optimization.
Notice that the pose alignment presents a unique challenge

in federated radiance field learning for large-scale scenarios,
where end devices (such as UAVs) are dispersed across
various locations, each observing the scene from unique
viewing directions and thus obtaining the multi-view dataset
with different pose information pk,i [41], [42]. In this case,
the local models obtained at different end devices have
distinct poses, which cannot be directly aggregated at the
edge server. As such, the edge server needs to first use
proper pose alignment to revise these poses towards the
common coordinate, and then perform the edge aggregation.
As such, it is critical for the end devices (and edge servers) to
upload their pose information (and coordinate information)
to facilitate the edge (and cloud) aggregation. Some useful
device pose alignment methods can be referred to in,
e.g., [41], [42].

C. JOINT RESOURCE MANAGEMENT AND DEVICE
(CAMERA) PLACEMENT
For the hierarchical federated radiance field learning over
wireless networks, it is important to pursue joint computation
and communication resource management to improve the
convergence speed for training. Towards this end, it is desir-
able to first analyze the convergence behavior for training
radiance field models. Various prior works provided analytic
results on the convergence behaviors of general federated
edge learning systems in terms of optimality gap [43], aver-
aged gradient norm bound [44], and generalization gap [45],
as a function of computation and communication resources
as well as the federated learning parameters. These results
may be tailored for the federated radiance field learning
of our interest. Next, based on the convergence results,
we can perform joint resource management to enhance the
convergence performance under constrained resources, by
jointly optimizing communication (e.g., transmit power and
bandwidth) and computation (e.g., computation frequency
and learning rounds) resources over the network together
with the federated learning parameters (like the number of
SGD rounds within each inner iteration and the number of
inner iteration rounds within each outer iteration). There

are some very interesting tradeoffs between communication
and computation that can be exploited for performance
optimization. For instance, allowing more SGD rounds in
each inner iteration may lead to increased computation at end
devices but less lower-level communication between the end
devices and edge server (due to the fast convergence with
less rounds of iterations needed). Similarly, employing more
inner iteration rounds may increase the computation and
communication overheads in the low-level network, but may
reduce those in the upper level. There are many interesting
problems worth future investigation.
Another important factor affecting the learning

performance is the camera/device placement. On the one
hand, placing cameras at proper locations with proper
poses helps acquire high-quality multi-view raw data [46],
thus reducing the amount of data required for training
radiance field models and the associated computation
overheads. On the other hand, due to the randomness
of wireless environment, a good placement location for
observing multi-view data may not have good channel
conditions for wireless transmission, and thus may lead
to increased communication latency. Therefore, optimizing
the camera placement locations is an interesting direction
to enhance the training efficiency by properly balancing
the underlying tradeoff between computation (due to data
quality) versus communication (due to channel quality). In
the literature, ActiveNeRF [46] is an efficient method to
construct high-quality multi-view training data under limited
observation views. Specifically, ActiveNeRF introduces an
uncertainty parameter into the original NeRF architecture as
the additional output to identify and select novel views that
can most significantly benefit model performance. It will be
interesting to combine ActiveNeRF for camera deployment
with joint resource management to further enhance the
training performance over wireless networks.

D. EXTENSIONS
Besides the above federated radiance field learning design,
there are also some interesting extensions by considering the
asynchronous model aggregation, generalization issue, ver-
tical federated learning, and novel over-the-air computation
(AirComp) for highly-efficient aggregation. We discuss these
extensions to motivate future work.

1) ASYNCHRONOUS FEDERATED RADIANCE FIELD
LEARNING

The above federated radiance field learning design requires
synchronous learning among different end devices and edge
servers, which, however, can be challenging due to the
heterogeneity of different nodes. From the perspective of
end devices, the local training process varies due to the
heterogeneity of their computation capabilities, and thus
it is difficult to synchronize the local model training and
aggregation across diverse end devices. From the perspective
of data, local multi-view data have different distributions
across different end devices, thus frequent uploading of
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models on particular end devices may incur divergence
to the global radiance field model, resulting in overfitting
to specific datasets (i.e., specific observation views). A
promising solution is to execute the asynchronous learning,
in which the aggregation and construction of radiance field
models are conducted upon receiving local models from a
subset of devices, rather than postponing it until the entire
local models have been uploaded from all devices [47].
In such an asynchronous learning paradigm, proper device
selection becomes important. For instance, we need to
evaluate the contributions of different devices on the learning
of radiance field models over wireless environments, such
that those devices that significantly contribute to the overall
model convergence have higher priorities to be activated in
the learning process [48], [49].

2) GENERALIZABLE FEDERATED RADIANCE FIELD
LEARNING

Generalization is another crucial issue for evaluating 3D
representations. First, limited by inadequate training views,
NeRF and 3D-GS overfit to these sparse training views,
resulting in poor visualization performance from novel views.
Next, a well-trained radiance field model may be scene-
specific and struggle to represent different or dynamic
scenes. In the computer vision community, researchers spend
much effort to enhance the generalization ability [50], [51].
One promising solution is to first train a global model based
on training data from different scenes and then fine-tune this
model into a personalized one based on the private local
data [50]. When these pre-training and fine-tuning processes
of radiance field models are implemented distributedly at
edge servers and end devices, it is important to explore
the computation and communication resources management
designs to balance the training accuracy and latency [52].

3) VERTICAL FEDERATED RADIANCE FIELD LEARNING

Vertical federated radiance field learning is another
interesting issue, where datasets from different devices share
the same sample space but differ in feature spaces [53].
This is the case when depth cameras are practically involved
in generating depth maps (reflecting spatial information of
scenes), in addition to the conventional cameras generating
multi-view RGB images. To leverage the overall data
collected from RGB and depth cameras for efficient radiance
field model learning, we should consider vertical federated
learning paradigm together with depth images based radiance
field construction algorithms (see, e.g., [54]).

4) OVER-THE-AIR RADIANCE FIELD FEDERATED
LEARNING

In radiance field federated learning, a large number of
devices from different views may participate for high-quality
and large-scale 3D model training, where communication
delay becomes the performance bottleneck due to the
frequent exchange of model parameters. To alleviate such
challenges, AirComp [55] has emerged as a promising

solution to enable the so-called over-the-air learning (see,
e.g., [43]), where devices concurrently transmit their radiance
field models/gradients for simultaneous aggregation at the
server. By exploiting the superposition property of wire-
less multiple-access channels, AirComp could dramatically
improve the communication efficiency for aggregating radi-
ance field models, but may introduce a new type of AirComp
errors that may degrade the training convergence [43].
How to invoke AirComp into federated radiance field
learning, and accordingly perform learning performance
analysis (especially by taking into account the effect of
AirComp errors) and overall system resource management
are interesting directions. The synchronization of hierarchical
and heterogeneous devices in over-the-air radiance field
federated learning is a critical problem, especially for the
training of large-scale radiance field models.

5) RADIANCE FIELD FEDERATED LEARNING FOR
DYNAMIC SCENES

Dynamic scene representation is an important issue in
radiance field rendering, which has been investigated in prior
works [56], [57], [58]. In general, there are two methods to
represent the dynamic scenes. Firstly, for NeRF, deformable
neural networks are widely adopted to represent dynamic
scenes. For instance, the work [56] embeds an additional
time dimension into the model to control the color and
density for time-varying scenes. This allows the model
to account for dynamic changes over time. For 3D-GS,
deformable fields are exploited to dynamically control the
position and 3D covariance of Gaussians over time [57]. This
approach enables the 3D-GS model to adjust dynamically
as the scene changes, providing accurate representations of
dynamic scenes. Inspired by these methods, we can employ
federated learning to train deformable radiance field models
to represent dynamic scenes. Furthermore, another promising
method for dynamic scene representation is to first train a
generalized radiance field model to predict coarse color and
density information and then fine-tune it to predict finer
details for accurately rendering dynamic scenes [58].

IV. DEPLOYMENT AND RENDERING OF RADIANCE
FIELD OVER WIRELESS NETWORKS
Once the radiance field models are well-trained, we need to
deploy them over wireless networks for efficient rendering.
In this section, we first discuss three basic architectures for
radiance field rendering. Next, we discuss the techniques
of model compression and acceleration for enhancing the
efficiency of model transmission and rendering. Furthermore,
we provide various joint computation and communication
designs for radiance field rendering.

A. ARCHITECTURES FOR RADIANCE FIELD
RENDERING
Based on the locations deploying radiance field models,
the architectures for rendering are generally categorized as
three types, namely, edge rendering, local rendering, and
co-rendering, respectively, as illustrated in Fig. 4.
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FIGURE 4. Deployment and rendering of radiance fields over 6G networks.

1) LOCAL RENDERING

For local rendering, radiance field models are deployed at
end devices such as computers, mobile devices, and virtual
reality (VR) headsets, and accordingly the rendering process
is conducted locally at these devices. To implement local
rendering, the trained radiance field models are transmitted
to be deployed at local devices, such that local devices can
execute rendering instantly by using its local computation
power, and display the content based on the viewing
information of end users. The local rendering can generally
reduce the rendering latency due to the local processing,
which, however, may only work well when the radiance
models are lightweight, due to the limited computation and
storage capabilities at end devices.

2) EDGE RENDERING

For edge rendering, radiance field models are deployed at
edge servers close to end devices. In the edge rendering
process, the end devices first send viewing information to
edge servers, and then the servers can render images on the
viewing information and send back the rendering results to
the end devices. By leveraging the cloud-like computation
and storage capabilities at edge servers, edge rendering
can support the rendering of large radiance field models
in a swift manner. Nevertheless, the two-way round-trip
communication between the edge servers and end devices
becomes an important issue limiting the rendering efficiency.
Another design issue for enhancing the efficiency of

edge rendering is to select proper edge servers for model
deployment and accordingly determine the server-device
associations. On the one hand, the deployment of radi-
ance field models needs to not only consider the channel
conditions between the end devices and the associated
edge servers, but also the traffic load balancing among
multiple device-server pairs. On the other hand, the end

devices may move randomly over time, and the associated
edge servers need to change dynamically, thus further
complicating the deployment and migration issues. The
edge server selection and server-device association need to
comprehensively consider issues like edge traffic conditions,
wireless channel conditions, as well as user mobility for
efficient edge rendering.

3) CO-RENDERING

To fully utilize the computation resources at edges and
devices as well as exploit both benefits of local and edge
rendering, device-edge co-inference or co-rendering has
emerged as a promising solution, which has been widely
adopted in various AI applications nowadays [59]. In the
device-edge co-inference or local-remote co-rendering, the
radiance field models (e.g., the MLP neural network for
NeRF) are split into two parts to be deployed at end
devices and edge servers, respectively, such that the rendering
is implemented distributedly at the two types of nodes.
In the co-rendering process, the end devices first obtain
the opacities and colors of sampled points along the rays
based on the deployed partial radiance field models (e.g.,
MLPs). These colors and opacities serve as the intermediate
parameters, which are then sent to the server for volume
rendering. Finally, the server sends the rendering results
back to the devices. The co-rendering design is expected to
enhance the rendering performance via properly designing
the task allocation between the devices and servers, for which
the joint communication and computation designs become
essential.
In summary, the local rendering, edge rendering, and co-

rendering have their pros and cons in terms of rendering
latency and computation/storage resource requirements. First,
local rendering deploys trained radiance field models on local
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devices, enabling instant rendering by leveraging local com-
putational resources and avoiding long-distance transmission.
This approach minimizes latency but demands lightweight
models due to limited local computational and storage
capacities. Next, edge rendering allows the end devices to
send viewing information to edge servers, which render
images and then send the rendering results back. This may
result in substantial latency due to two-way communication,
but can handle larger models due to the richer computational
resources at edge servers. Furthermore, co-rendering com-
bines the strengths of local and edge rendering by utilizing
distributed resources of end devices while offloading heavy
tasks to edge servers, thus improving the overall rendering
performance. Despite its efficiency, co-rendering may still
encounter latency issues from the intermediate parameter
exchange between devices and servers. Therefore, the choice
of proper rendering architecture should consider specific
latency requirements and available computational/storage
resources.

B. MODEL COMPRESSION AND ACCELERATION
The compression of radiance field models and the algorith-
mic rendering acceleration designs are important to enhance
the efficiency for the transmission/deployment and rendering
of radiance fields.2

1) MODEL COMPRESSION

Compressing the radiance field models is essential for model
deployment, especially when the training nodes generating
the models are far-apart from the end users and the size of
trained models becomes large, e.g., for representing large-
scale scenes. The model compression can reduce the model
size, ensuring faster and more reliable transmission, which is
particularly important in scenarios with limited bandwidth or
under stringent latency requirements. Efficient radiance field
model compression approaches generally include network
pruning, quantization, low-rank approximation, and knowl-
edge distillation [16], [17]. For NeRF, network pruning and
weight quantization are efficient to remove the redundant
network layers and transform the full-precision floating-
point numbers into lower-bit representations, respectively.
Furthermore, low-rank approximation is applicable to replace
the high-rank matrices with low-rank ones, while knowledge
distillation extracts knowledge from a large model and
condenses it into a smaller one. Different from NeRF, the
size of 3D-GS models depends on the volume of explicit
data, i.e., the number of Gaussian functions. To efficiently
compress 3D-GS models, pruning [60] and quantization [61]
are promising to reduce the number of Gaussian functions
for decreasing the amount of explicit data, while maintaining
the rendering quality.

2Note that network routing and load balancing are also important for
the transmission of radiance field models over large-scale communications
networks when there are a large number of edge servers and end devices
demanding various different radiance field models. These issues, however,
are out of the scope of this paper on wireless edge networks in 6G, which
are interesting topics for future work.

2) ALGORITHMIC MODEL ACCELERATION

The acceleration of rendering from an algorithmic perspec-
tive is also useful to reduce rendering latency. This is
especially crucial for NeRF, where synthesizing new views
based on a well-trained model requires frequent queries to
MLPs for generating density and color at each sampling
point. This may incur significant time costs in the rendering
stage, and thus influence the overall latency of inference.
There are generally two approaches from the computer vision
community [32], [33], [34]. One approach is to pre-compute
and store the neural networks [32], transforming the original
NeRF model into more easily accessible data structures to
significantly reduce the rendering time. The other approach
is to learn the scene features by additionally utilizing other
representations like voxel grids [34], allowing for reducing
the size of neural networks and leading to less rendering
time.

C. JOINT COMPUTATION AND COMMUNICATION
DESIGN
Edge rendering and co-rendering require intensive compu-
tation at edge servers and end devices as well as frequent
information transmission between them. Therefore, it is
becoming necessary to jointly design the computation and
communication for enhancing the efficiency. In the follow-
ing, we first discuss joint computation and communication
resource management, and then introduce new semantic
communications for facilitating radiance field rendering.

1) JOINT RESOURCE MANAGEMENT

Joint communication, computation, and storage resources
optimization has been investigated in the MEC literature
for enhancing the service performance. For example, the
authors in [62] considered the immersive VR video trans-
mission design with MEC in THz communication scenarios,
where the rendering task offloading and transmission power
allocation are jointly designed to minimize total energy
consumption. The authors in [63] proposed a joint com-
munication, caching, and computing design to optimize the
mobile VR delivery strategy, providing profound insights into
the communication-storage-computing tradeoff. The authors
in [64] proposed an edge-device collaborative rendering VR
framework, in which the rendering tasks are split to be
executed at edge servers and end devices by taking into
account the practical constraints on bandwidth resources and
latency. While these joint resource management designs are
promising, they have not considered the specific properties
of radiance field rendering for 3D contents. With NeRF and
3D-GS based representations, we can design the rendering
resolutions as a new design degree of freedom for NeRF
or 3D-GS, together with the joint resource management,
for enhancing rendering efficiency. For 3D-GS, we can also
design the number of Gaussian functions together with the
resource management optimization.
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FIGURE 5. Illustration of proposed semantic communications framework for 3D human face transmission with NeRF.

2) SEMANTIC COMMUNICATIONS ENABLED RADIANCE
FIELD RENDERING

Under the local-remote co-rendering architecture, both the
server and the device collaboratively execute rendering
tasks, where frequent data exchanges may incur significant
communication overhead. To tackle this issue, semantic
communications, a novel communication system design
paradigm beyond the conventional bit-level transmission, is
becoming an interesting new solution that can be applied to
enhance the end-to-end rendering performance. The effective
transmission and rendering of 3D contents with semantic
communications rely on the semantic knowledge base
construction and semantic feature extraction. Specifically,
semantic knowledge base provides rich knowledge for
semantic information processing (i.e., feature extraction and
data recovery) [65], which can be exploited as the side
information at both the transmitter and the receiver to
reduce the transmitted bits while preserving the QoE. In
particular, radiance field models can be exploited as high-
quality semantic knowledge base storing fruitful radiance
information of 3D scenes [1]. With such knowledge base,
the transmitter only needs to extract and transmit essential
semantic features to the receiver for real-time 3D recon-
struction. Furthermore, to accommodate the dynamic channel
conditions especially in the wireless environment, channel
condition-aware semantic feature selection and transmis-
sion policies should be further designed. The semantic
communications-based co-inference is appealing for not only
reconstructing 3D contents, but also for further performing
downstream intelligent tasks such as 3D video analysis. A
case study on using semantic communications for 3D human
face transmission is presented in the next section to show
the value of semantic communications in this direction.

V. CASE STUDY: SEMANTIC COMMUNICATION FOR 3D
CONTENT TRANSMISSION
This section presents a novel semantic communications
framework for the transmission and reconstruction of a

particular type of 3D content, i.e., 3D human face, by con-
sidering the presentation via NeRF [1]. In the literature, there
have been extensive prior works investigating the semantic
transmission of 2D content (see, e.g., [65], [66], [67]).
However, there are only a few studies exploiting 3D content
transmission via semantic communications [19], [68]. The
work [19] proposed to use keypoints, 2D images, and text
as the semantics to transmit the 3D content by using the
mesh representation. The work [68] explored the 3D point
cloud wireless transmission by using the keypoints of human
avatars as the semantic features. Despite these advancements,
3D content semantic communication with radiance fields,
especially NeRF and 3D-GS, has not been studied yet.
The semantic communications framework with NeRF

(NeRF-SeCom) for 3D human face transmission is shown
in Fig. 5, which includes face semantic feature extraction,
feature selection, feature chunk packing, learning-based fea-
ture prediction, and face rendering. Semantic knowledge base
aims to provide rich knowledge for semantic information
processing (i.e., feature extraction and data recovery), which
is essential in semantic communication systems [65]. We
exploit the NeRFBlendShape [69] face NeRF model, which
employs a multi-level hash table [33] to associate expression
coefficients for accelerating the rendering process. This
model serves as the semantic knowledge base, assisting in
both face semantic feature extraction and face rendering. The
NeRFBlendShape face model is expressed as

R̂β(C, e) → (σ, c), (2)

where R̂ represents the querying of hash table and MLP
networks, β represents the learnable weight parameters
of the MLP network, and C and e = {e1, e2, . . . , eM}
∈ R

M denote the camera parameters and the expression
feature coefficients, respectively. Here, M denotes the total
dimension of the expression features. NeRFBlendShape
adopts the facial expression as the semantic feature to
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represent 3D faces. Accordingly, the human face based on
NeRFBlendShape is rendered by

Î = V
(Rβ(C, e)

)
, (3)

where V(·) represents the volume rendering. In our imple-
mentation, we first pre-train the NeRFBlendShape-based
facial knowledge base with a segment of monocular video
of human faces as the training dataset in an offline manner.
Next, the pre-trained semantic knowledge base is shared at
the transmitter and receiver before 3D face transmission. The
semantic knowledge base corresponds to the facial identity,3

and as a result only needs to be trained and transmitted
once for the same person over a long time period consisting
of a large number of video chunks. It is worth noting
that the NeRFBlendShape model is lightweight and thus it
can be transmitted without influencing the communication
latency in real time. In the following, we provide the detailed
workflow of our proposed NeRF-SeCom framework.
First, semantic feature extraction is performed on the input

video at the transmitter. The face feature extraction follows
from the facial blendshape method [70], in which each
expression coefficient has a corresponding specified semantic
meaning. Then we obtain the expression coefficients and the
face pose parameters as e = {e1, . . . , eM} of each frame,
where M represents the dimension of expression coefficients.
Next, features are packed into a video chunk. Unlike

traditional video streaming, which encodes a batch of video
frames into video chunks for each transmission, our frame-
work packs the extracted features into chunks. To efficiently
reduce the communication overhead for transmission, we
classify the expression features into static and dynamic types.
Accordingly, for each chunk, we allow the transmitter to
send the average value of static expression coefficients only
once for the whole video chunk with N frames, and transmit
the dynamic expression coefficients for a number of Nf ≤ N
frames to adhere to the rate constraint. In particular, suppose
that the total number of dynamic expression features is Mdyn,
and each expression coefficient in one frame is quantized
to a size of Q bits. Therefore, the transmitted bits in the
first frame are QM, and the transmitted bits in the remaining
frames are Q(Nf −1)Mdyn. Then we have the total bits to be
transmitted as QM+Q(Nf−1)Mdyn, which should not exceed
τR, with τ , R denoting the latency and communication rate,
respectively. Accordingly, we have QM + Q(Nf − 1)Mdyn
≤ τR.

After receiving the expression features in the whole chunk,
the receiver renders the 3D human face by utilizing the
NeRF models in the shared facial knowledge base. Here,
the users can freely change their viewing directions to
render the viewpoints of the 3D content. However, the
face rendering needs the complete expression features over
all frames, but only dynamic expressions in the first Nf

3The research on generalizable face models applicable to different
identities is indeed an interesting direction and holds significant potential.
How to generate such models is beyond the scope of the current work and
can be considered for future research.

FIGURE 6. Performance comparison between our proposed NeRF-SeCom
framework versus benchmark schemes in terms of average PSNR under variational
communication rates.

frames are transmitted. Therefore, we need to develop
proper feature prediction methods for estimating the dynamic
expressions in the remaining N − Nf frames based on the
received features. In particular, we develop a long short-term
memory (LSTM) network for prediction. Specifically, we
utilize the expression parameters from previous frames in the
sequence to predict the expression parameters of subsequent
frames. On the receiver side, the received expression features
{e1, e2, . . . , eNf } of each chunk are fed into the LSTM
network to generate the predicted expression coefficients
{eNf+1, eNf+2, . . . , eN}.
To demonstrate the effectiveness of our proposed frame-

work, we conduct the following experiments under the
communication rate constraints. First, we compare the
quality of facial reconstruction of our proposed NeRF-
SeCom framework with the benchmarks that deactivate
feature selection scheme or deactivate both feature selection
and prediction schemes. We evaluate the performance via
the average peak signal-to-noise ratio (PSNR) in one chunk
(i.e., 100 frames). Second, we compare the visual rendering
results on different frames by our proposed framework,
versus those by NeRFBlendShape (without communication),
and the source images.
Fig. 6 shows the performance of our proposed NeRF-

SeCom framework and the benchmark schemes under
variational communication rate. It is observed from Fig. 6
that our proposed framework maintains satisfied recon-
struction performance under different data rates, and the
performance increases as the communication rate increases.
Moreover, in high rate regime, the performance of our
proposed framework converges to the upper bound since the
communication rate can ensure the full transmission of total
video frames in one chunk. Next, it is also observed that the
proposed framework outperforms the benchmark schemes
significantly, which demonstrates the effectiveness of our
proposed framework with feature selection and prediction.
However, in high and low rate regimes, the performance gaps
between the proposed framework and benchmark schemes
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FIGURE 7. Rendering results comparison sampled from frame 61, 80, and 100 with
NeRFBlendShape and ground truth by setting Nf = 60.

are limited. This is due to the fact that, on the one hand,
in low rate regimes, long time-step predictions lead to
accumulated errors. On the other hand, in high rate regimes,
the need for feature selection and prediction significantly
reduces due to the sufficiently high communication rate for
feature transmission.
Fig. 7 shows the comparison of visual rendering results

among our proposed framework, NeRFBlendShape, and the
source images under Nf = 60. We provide the rendering
results of the 61-st frame (the first frame to start prediction),
the 80-th, and the 100-th frame (the last frame) for compar-
ison. It is observed that our proposed framework can render
high-quality facial images compared to the NeRFBlendShape
scheme. It is also observed that as the amount of predicted
frames increases, the error of the rendered face rises. This
is due to the fact that each shift of the sliding window
incorporates the current predicted results as true values for
subsequent predictions. In such a case, the accumulation of
prediction errors from the previous sequence deteriorates the
system performance.
It is worth emphasizing that although this case study

focuses on 3D human face transmission by exploiting the
NeRF face model as the semantic knowledge base, our
proposed semantic framework can be well generalized to
other 3D contents. First, this framework can be implemented
in the 3D human avatar transmission by exploiting avatar
radiance field models such as [71] as the semantic knowledge
base to facilitate semantic information processing. The
effectiveness of this paradigm has been demonstrated by the
prior works that exploit conventional 3D representations as
the semantic knowledge base in human avatar transmission.
For example, the work [68] proposed a point cloud semantic
communication framework, in which an avatar model storing
skeleton and appearance information is exploited as the
knowledge base to help semantic information extraction and
avatar pose recovery, but this work did not consider radiance
field model. Besides, our framework can be implemented
in the transmission of complex scenes. We can exploit a
radiance field model to store the features of scenes like [50]
as the semantic knowledge base, which is a generic model

pre-trained on large scene datasets. By leveraging this model
at both transmitter and receiver, we only need to transmit
features extracted from the images of target scenes at the
transmitter and fine-tune the pre-trained scene model based
on the received features at the receiver. Accordingly, we can
reconstruct the scene following the volume rendering. This
is an interesting direction worth investigating in future work.

VI. RADIANCE FIELD RENDERING FOR WIRELESS
APPLICATIONS
The previous sections focused on how to use distributed
computation and communication resources to support the
training and rendering of radiance fields over 6G networks.
Motivated by the success of radiance field in representing
the distribution of light, it is envisioned that radiance field
rendering is promising for the representation of wirelessly
generated 3D information based on the physical process
modeling of wireless transmission. This is becoming increas-
ingly vital for the development of 6G networks with sensing
integration [4] and environment awareness [29]. In this
section, we discuss three wireless applications using radiance
field rendering. First, we discuss the utilization of radiance
field rendering to facilitate radio map construction and radar
imaging (particularly SAR imagery), respectively. Finally,
we introduce the use of radiance field rendering for multi-
modal-sensing-assisted communications.

A. RADIO MAP
Radio map is a location-specific database that stores the wire-
less environment information, providing channel knowledge
based on the locations of transmitter and receiver [29]. By
using the knowledge of RF signal propagation in radio map,
we can predict the wireless environment to enable efficient
environment-aware communications and flexible frequency
management. Motivated by the fact that neural networks
in NeRF are effective in modeling light propagation, the
work [27] proposed to use neural networks to model the
RF signal propagation, thus constructing an RF radiance
field. More specifically, the RF radiance field takes the
positions of transmit antennas and receive antennas and the
signal measuring direction as input, and outputs the received
signals and the attenuation from the measuring direction. As
such, the RF radiance field performs as an implicit radio
map. Given the position of the transmitter, we can predict
the received signals at specific positions. Compared to the
conventional approaches, the radiance field-based radio map
achieves better performance due to the excellent capability of
neural networks to simulate the extremely complex wireless
environment. It is interesting to exploit radiance field-based
radio map to enable various designs in wireless networks,
such as transceiver beamforming, channel estimation, and
wireless infrastructure deployment.

B. RADAR IMAGING
Radiance field rendering also holds potential to enhance the
performance of radar imaging. Radar imaging, especially
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SAR, has achieved great success in the field of remote
sensing due to its robust ability to sense targets and generate
images under poor light and weather conditions. However,
SAR imaging suffers from its sensitivity to viewing angles.
This property makes it difficult to exploit conventional deep
learning techniques to effectively learn the features of SAR
imagery and infer images from novel viewing angles. To
address this issue, the work [28] proposed to use neural
networks to learn the distribution of attenuation coefficients
and scattering intensities, and then render images based on
the mapping and projection algorithms. This method demon-
strates superior performance over conventional techniques
in generating high-quality images from multiple viewing
angles. Such advancements can be utilized to improve the
recognition and detection capabilities of applications in
remote sensing.

C. MULTI-MODAL-SENSING-ASSISTED
COMMUNICATIONS
Radiance field rendering can be exploited to obtain rich
environment information from multi-modal data to help
predict the wireless channel information and construct the
channel knowledge map. First, NeRF and 3D-GS have been
successfully used to effectively represent light distribution
in 3D space to render multi-view vision images and depth
images, which can be utilized to improve the performance of
detecting objects in 3D space by using spatial information.
Accordingly, the detected objects are useful to predict the
environmental blockages and scatterers for inferring the
channel state information, and accordingly construct the
channel knowledge maps. Next, radiance fields are also used
to model the wireless signal propagation and render the RF
signals, which can be exploited to assist BS deployment,
wireless sensing, beamforming, and wireless resource alloca-
tions. There are some existing works to explore the utilization
of vision information to assist communication [30], [31].
However, these works use 2D single-view images, without
considering spatial information. Therefore, exploring multi-
modal-sensing-assisted communications with radiance field
rendering is a promising research direction and requires
further investigation.

VII. CONCLUSION
This paper provided a comprehensive overview on the inno-
vative integration of radiance field rendering in 6G networks,
by particularly focusing on the over-the-air training and
inference of NeRF and 3D-GS for support various emerging
intelligent 6G applications. First, we provided a brief review
on radiance field rendering techniques, highlighting their
applications and technical challenges encountered when
implementing over wireless networks. Then, we discussed
the architectures and techniques to train NeRF and 3D-GS
models over the air, by paying particular attention to
the federated learning design over a hierarchical device-
edge-cloud architecture. Next, we discuss the practical
rendering architectures of NeRF and 3D-GS models in

wireless networks to enable over-the-air inference by using
distributed computation and communication resources. We
proposed a new semantic communication enabled inference
design, in which radiance field models act as a semantic
knowledge base, thereby reducing communication overhead
and optimizing rendering efficiency. Finally, we discussed
the application of radiance field rendering in wireless fields,
such as radio mapping, radar imaging, and multi-modal-
sensing-assisted communications, in which NeRF models are
used to effectively represent complex radio environments
for supporting environment-aware wireless network design.
Overall, this paper aims to shed light on the technical
feasibilities and advantages of embracing NeRF and 3D-GS
in 6G networks and open up new prospects for leveraging
3D contents in enhancing future wireless networks. It is our
hope that the insights presented in this paper will inspire
further research and development in the field, pushing the
boundaries of 6G networks.
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