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ABSTRACT In-band full-duplex (IBFD) can double the spectral efficiency of wireless communications
systems. However, its major drawback is the self-interference, which interferes with the desired signal at
the terminal. Self-interference cancelation can be operated in antenna, analog, and digital domains. In the
antenna domain, beamformers are designed to minimize the leaked signal entering the system. This paper
proposes an efficient analog beamforming design to maximize the channel achievable rate of massive
multiple-input multiple-output (MIMO) IBFD systems. Specifically, we propose a low-complexity deep
unfolding technique that provides a significantly better achievable rate than the state-of-the-art to deal
with the non-convex design objective and constraints. More concretely, a complexity reduction of 75%
is achieved for some scenarios, and of 50% is reached for the rest.

INDEX TERMS Analog beamforming, deep learning, deep unfolding, in-band full-duplex, PGA, POCS,
zero forcing.

I. INTRODUCTION

DUE TO the ever-growing demand for high-speed
data transmission and ubiquitous connectivity in

future wireless networks, the quest for spectral efficiency
has become crucial. Among the potential techniques for
spectral-efficient wireless communications, in-band full-
duplex (IBFD) is one of the most promising technologies, as
it can double the system throughput. Nevertheless, the sig-
nificant challenge in IBFD is to mitigate the self-interference
that the IBFD transceiver causes to itself [1], [2], [3].
The existing methods developed for self-interference mit-
igation can be divided into antenna, analog, and digital
domains [4], [5]. The antenna-domain self-interference can-
cellation can be passive (i.e., achieved by optimizing the
system layout) or active (i.e., via optimizing the antenna
radiation pattern with beamforming) [6].

In a massive multiple-input multiple-output (mMIMO)
context, very large antenna arrays are deployed to utilize
the high spatial beamforming gains. In such systems, the
conventional digital beamformer, which requires a dedicated
RF chain for each antenna, becomes infeasible due to
the excessively high cost and power consumption. As
a solution, analog or hybrid analog-digital beamformers
can be employed with much lower cost while main-
taining significant multiplexing gains [7], [8], [9], [10].
Phase shifters are typically equipped in such beamform-
ers. This requires the analog beamforming coefficients to
have constant modulus, making the beamforming design
problem non-convex and, thus, challenging [11]. Various
alternatives for this design problem have been introduced,
including the Riemannian manifolds [12] and alternating
optimization [13]. While offering good performance, these
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methods require high complexity and latency due to the slow
convergence.
On the other hand, deep learning (DL) has emerged as

an efficient solution to many wireless communications and
signal processing problems [14], [15], [16], [17]. Specifically,
DL can be applied in two ways: data-driven and model-
based. The former uses deep neural networks (DNNs),
including multilayer perceptrons (MLPs) [18], convolutional
neural networks (CNNs) [19], and transformers trained
in a supervised, unsupervised, or reinforcement learning
fashion to perform complex data mappings. The latter
relies on combining classical model-based methods with
DL tools, taking advantage of optimization via DL and the
domain knowledge of classical methods [20], [21]. One of
the most representative techniques for model-based DL is
deep unfolding (DU), which focuses on unfolding iterative
algorithms and optimizes their specific key hyperparameters.
The optimized hyperparameters play an important role in
improving theoperationof the conventional iterative optimizer,
ensuring and accelerating the convergence, offering not only
performance gains but also complexity and latency reduction.
This paper studies a massive MIMO IBFD system with

wirelessly connected two transceivers equipped with analog
beamformers. We formulate a beamforming design problem
to maximize the system achievable rate, which is non-convex
due to the constant modulus constraints imposed by the analog
beamforming coefficients. We propose four design solutions
based on projected gradient ascent (PGA), zero-forcing onto
convex sets (ZF-POCS), and their corresponding unfolded
versions.Ournumerical results show that theunfolded schemes
offer better performance with faster convergence than their
conventional counterparts. The unfolding models are trained
in an unsupervised manner, which does not require any ground
truth data in the training process.
The contributions of this paper are summarized as follows:
• We derive the closed-form gradients of the system
achievable rate concerning the analog beamformer for
the PGA optimizer.

• We propose a deep unfolding method based on unrolling
the interactive PGA algorithm.

• A ZF-POCS procedure is modified to our concrete use
case of IBFD.

• We deep-unfold the ZF-POCS approach for the first
time. Allowing for a faster convergence of the method.

• Finally, extensive simulation results are provided to
demonstrate the efficiencies of the proposed schemes.

The rest of the paper is organized as follows. We first
analyze and propose the design problem in Section II.
Section III explains in detail the developed methods. These
are evaluated by simulations in Section IV. Finally, the
conclusions are collected in Section V.

II. SYSTEM MODEL AND DESIGN PROBLEM
A. SYSTEM MODEL
We consider a massive MIMO system where two transceivers
(TR), denoted as TR1 and TR2, communicate. Specifically,

FIGURE 1. Scheme of the considered MIMO IBFD system.

TR1 transmits signals to TR2, while TR2 simultaneously
receives and transmits signals from/to TR1. Let nF be the
number of antennas at TR1, and let nR and nL be the numbers
of receive and transmit antennas at TR2. The loopback signal
generated at TR2 interferes with the signal received from
TR1. The system is illustrated in Fig. 1.
TR1 and TR2 are equipped with a single RF chain and

analog precoders. Let us denote fF ∈ C
nF×1 and fL ∈

C
nL×1 as the analog precoders of the transmit antennas of

TR1 and TR2, respectively. Furthermore, let w ∈ C
nR×1

be the combiner of the receiver antennas at TR2. The
transmitted symbols from TR1 are denoted as sF, while the
symbols transmitted from TR2 are sL. Finally, we denote
the forward and loopback channels as HF ∈ C

nR×nF and
HL ∈ C

nR×nL , respectively. Thus, the received signal at TR2
can be expressed as,

y = √
PFwHHFfFsF + √

PLwHHLfLsL + wHz, (1)

where PF and PL are the transmit powers of the TR1 and
TR2, respectively. z ∈ C

nR is the additive white Gaussian
noise (AWGN) at the receiver antennas, following a complex
normal distribution CN (0, σ 2).

B. CSI ERROR CONSIDERATION
In the bibliography perfect knowledge of the channels (HF
and HL) is assumed [22], [23], [24], [25]. Nevertheless,
a more realistic assumption would imply channel state
information (CSI) errors. More concretely, channel estima-
tion is in general non-perfect. In the case of the loopback
channel, the digital cancellation block is challenging due
to the relevant leaked power, potential dynamic channels,
and hardware impairments intrinsic to IBFD systems [2].
Regarding the direct channel, the self-interference cancel-
lation should be ideal for a perfect estimation. As can
be deduced from the previous statement this is generally
challenging. Further, the ideal estimation of the direct
channel is not guaranteed even if the previous condition is
fulfilled, this is especially relevant when highly dynamic
channels are considered and when non-linear hardware is
used [26]. We model the CSI error as an uncertainty added
to the system as

H̄F = HF + UF, (2)

3754 VOLUME 5, 2024



H̄L = HL + UL, (3)

where the matrixes UF ∈ C
nF×nL and UL ∈ C

nF×nL model
the uncertainty of channels HF and HL, respectively. Their
values come from a complex Gaussian distribution with
variance

σ 2
i = 10

Pu,i
10 , (4)

where i ∈ [F,L] indicates the channel and Pu,i refers to
the power of the uncertainty in dB. The impact of this
consideration will be studied via simulations in the results.

C. PROBLEM FORMULATION
From (1), the achievable rate of the channel can be expressed
as [27]

C(fF,w, fL) = log2

(
1 + PF|wHHFfF|2

σ 2 + PL|wHHLfL|2
)

. (5)

We aim to design the analog precoders to maximize the
channel’s bitrate, which can be formulated as in the following
design problem:

maximize
fF,w,fL

C(fF,w, fL), (6a)

subject to
∣∣[fF]f

∣∣ = 1√
nF

, f = 1, . . . , nF, (6b)

|[w]r| = 1√
nR

, r = 1, . . . , nR, (6c)

|[fL]l| = 1√
nL

, l = 1, . . . , nL, (6d)

where [x]j denotes the j-th element of x. Constraints
(6b)–(6d) imply the constant magnitudes of analog
beamforming coefficients. These constraints make the
maximization problem non-convex. Further, the design
problem is intractable because the design variables {fF,w, fL}
are highly coupled in the objective function.

III. ANALOG PRECODING DESIGN
This section proposes four analog precoding designs for
problem (6). We first derive the gradients of the objective
function for the analog precoders to develop the classical
PGA procedure, which is then unfolded and improved with
the deep unfolding methodology. Furthermore, we leverage
the iterative ZF solution in [28], which will lead to an
unfolding solution with significantly faster convergence.

A. PGA-BASED DEEP UNFOLDING ANALOG
BEAMFORMING DESIGN
1) PGA PROCEDURE

In the PGA procedure solving problem (6), fF, w, and fL
are updated over iterations until convergence. Specifically,
the update process in the i-th iteration can be given as

fF,(i+1) = fF,(i) + δ(i) ∇fFC
(
fF,(i)

)
, (7)

[fF]f = [fF]f√
nf‖[fF]f | , f = 1, . . . , nF, (8)

w(i+1) = w(i) + λ(i) ∇wC
(
w(i)

)
, (9)

[w]r = [w]r√
nr|[w]r| , r = 1, . . . , nR, (10)

fL,(i+1) = fL,(i) + γ(i) ∇fLC
(
fL,(i)

)
, (11)

[fL]l = [fL]l√
nl|[fL]l| , l = 1, . . . , nL, (12)

where δi, λi, and γi are the step sizes associated with fF, w,
and fL in the i-th iteration, and ∇xy is the gradient of y with
respect to x. Note that the value of the updating magnitude
is defined by the multiplication between the step size and
the gradient. Then a normalization is applied after each
update step to ensure the constant modulus constraints in
problem (6). As can be seen, the gradients, i.e., ∇fFC(fF,(i)),
∇wC(w(i)), and ∇fLC(fL,(i)), are required for the PGA
approach. We derive the required gradients in the following
lemma.
Lemma 1: The gradients of C with respect to fF, w, and

fL admit the following closed-form expressions

∇fFC = PFHH
Fww

HHFfF
σ 2 + �L + �F

∈ C
nF×1, (13)

∇wC = PLHLfLfHLH
H
Lw + PFHFfFfHFH

H
Fw

σ 2 + �L + �F

− PLHLfLfHLH
H
Lw

σ 2 + �L
∈ C

nR×1, (14)

∇fLC = PL�FHH
Lww

HHLfL(
σ 2 + �L

)(
σ 2 + �L + �F

) ∈ C
nL×1, (15)

where �L = PL|wHHLfL|2, and �F = PF|wHHFfF|2.
Proof: Please see the Appendix.
Besides the gradients, the PGA procedure requires the

step sizes δi, λi, and γi to update the variable over
iterations. Indeed, these step sizes are deciding factors for
the convergence and performance of the PGA approach.
These can be obtained via manual settings, or via more
complex searching approaches such as line search and
backtracking [12], [29]. While manual settings are simple,
they usually have unsatisfactory performance. In contrast,
complex searching for the step sizes must be performed in
every iteration, which would require excessively high time
and computational complexity. To improve the convergence
of the PGA procedure in (13)–(15) with efficient step sizes,
we propose considering them as tuning hyperparameters,
which are optimized and learned via data training. This
strategy is done by incorporating the PGA procedure into a
deep unfolded model, as elaborated next.

2) UNFOLDED PGA MODEL

The main idea of the deep unfolding method for the
considered analog beamforming design problem is to unroll
the iterative PGA procedure, incorporate its iteration into a
fixed number of neural network layers, and leverage data
training to optimize the step sizes. Let L be the number of
layers of the deep unfolding model performing the operations
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FIGURE 2. Proposed deep unfolding PGA model for IBFD analog beamforming design.

of L PGA iterations. Then, the step sizes δi, λi, and γi are
treated as the trainable parameters of the i-th layer. For ease
of exposition, let us denote δ = {δi}Li=0, λ = {λi}Li=0, and
γ = {γi}Li=0.
The deep unfolding model performs the updating and

projection steps in (7)–(12). This ensures that the deep
learning model follows the well-established optimization
flow of the PGA with improved convergence thanks to the
step sizes optimized via data training. Furthermore, because
the number of layers is fixed, and the model is trained within
the fixed number of layers, the computational complexity
during inference, i.e., the online application phase, is fixed.
We will further analyze its computational complexity in
Section III-C.

The network structure of the proposed PGA-based deep
unfolding model for analog beamforming design is depicted
in Fig. 2. Each layer performs the operations defined in the
PGA method (i.e., (7)–(12)). For this purpose, the transmit
power at the transceivers (i.e., PF and PL), the channel state
information (i.e., HF and HL) are the input of the network.
Furthermore, all precoders fF, fL, and w are initialized
isotropically.
Choosing the right step-sizes {δ,λ, γ } for the PGA is

fundamental to optimizing the methods’ performance, as
mentioned earlier. However, it is also a challenge for
optimization. We herein propose to perform that task by via
data training with the following cost function

LPGA(δ,λ, γ ) = −
L−1∑

i=0

C
(
w(i), fF,(i), fL,(i)

)
. (16)

It is observed that the loss is computed as the negative total
objective value obtained over all the L layers of the network.
During the training, the step sizes are tuned to minimize the
loss, or equivalently, to maximize the channel bitrate. This
enables utilizing classical DL methods. Finally, note that we

use unsupervised learning, i.e., no labels are required during
training. This methodology is more realistic considering that
the labels or ground truth values for the precoders (i.e.,
w, fL, and fF) are unavailable. This DL optimization aims to
minimize the loss function concerning the free variables. This
is successfully achieved through back propagation. Which
propagates the gradients through all the layers of the network,
allowing the correct tunning of {δ,λ, and γ }.

B. ZF-POCS-BASED DEEP UNFOLDING ANALOG
PRECODING DESIGNS
1) ZERO-FORCING AND PROJECTION ONTO CONVEX
SETS

ZF is a linear precoding scheme that performs well in
large MIMO systems [22]. Nevertheless, due to the con-
stant amplitude constraints imposed on analog precoding
coefficients, the conventional ZF precoder is not readily
applied for analog precoding designs. To tackle this chal-
lenge, the ZF precoder can be employed with successive
projections to orthogonal and feasible spaces [28], known as
POCS. Specifically, first, a ZF precoder is obtained without
constant amplitude constraint by solving the following
problem

maximize
fF,w,fL

C(fF,w, fL), (17)

subject to ‖fF‖ = ‖w‖ = ‖fL‖ = 1, (18)

wHHLfL = 0. (19)

Note that (18) ensures the (normalized) power constraints
of precoders, while (19) forces the interference signal to
zero. Since this constraint is the critical operation of the ZF
and considering that the fF precoder has no impact on the
interference signal, it will not be optimized in the proposed
solution. Due to the variable coupling, the problem’s solution
does not admit a closed form.
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We propose to solve the variable coupling with the
following iterative procedure based on [22]. First, fL is
initialized isotropically, followed by solving

maximize
w

|wHFfF|, s. t. ‖w‖ = 1, wHHLfL = 0. (20)

With the solution to w fixed, fL is obtained by solving

minimize
fL

|wHHLfL|, s. t. ‖fL‖ = 1. (21)

The procedure is repeated using the resulting vectors as
initialization in subsequent iterations. Problem (20) admits
the following closed-form solution

w̃ =
(

I − HLfLfHLH
H
L

‖HLfL‖2

)

HFfF, w = w̃
‖w̃‖ . (22)

where I represents the identity matrix. This operation
projects the vector HFfF into the orthogonal subspace to
HLfL, followed by the normalization to guarantee the power
constraint of unity. Similarly, the solution to (21) can be
obtained as HLw.

f̃L =
(

I − HLwwHHH
L

‖HLw‖2

)

o, fL = f̃L∥∥∥f̃L
∥∥∥
. (23)

where o = {oi}nLi=1 is a uniform vector (i.e., |oi| = 1
nL

∀i and
their phases are uniformly distributed on [0, 2π ]). Finally,
to ensure the constant amplitude constraints the following
projections are performed [28]

|[w]r| = 1√
nr

, r = 1, . . . , nR, (24)

|[fL]t| = 1√
nl

, l = 1, . . . , nL. (25)

As we have mentioned, the reasons that make this
optimization a complex problem are the dependencies
between variables to be optimized and the unit norm and
constant amplitude constraints. However, for this particular
case, it can be observed that the subproblem (20) implicitly
solves (due to the conditions of ZF) the subproblem (21). So,
in the proposed method of ZF-POCS, we set the precoder
fL as a uniform vector and we optimize the vector w. For
this purpose, the subproblem (20) and the constraint (24)
will be considered. We propose to solve this problem with
the Algorithm 2.

2) UNFOLDED ZF-POCS MODEL

Algorithm 2 performs well. However, it has slow conver-
gence. In this section, we propose unfolding the ZF-POCS
scheme for faster convergence. Specifically, we introduce μi

to the projections in the orthonormal space, which control
the updating speed of w. In this way, once μi is chosen
properly, the update process can converge faster. With this
introduction of μi, the operations of the ZF-POCS can be
modified as

wi+1 =
(

I − μi
HLfLfHLH

H
L

‖HLfL‖2

)

wi, (26)

Algorithm 1 Operation of the Deep Unfolded PGA Model
Input: PF,PL, σ , HF,HL and the trained step sizes {δ, λ, γ }.
Output: fF, w, and fL
1: Initialization: Isotropically generate {fU,(0),w(0)}.
2: for i = 0 → L− 1 do
3: Obtain ∇fFC based on (13) with fF = fF,(i), w = w(i), and

fL = fL,(i).
4: Obtain fF,(i+1) based on (7) and (8) using trained δ(i).
5: Obtain ∇wCS based on (14) with fF = fF,(i+1), w = w(i),

and fL = fL,(i).
6: Obtain w(i+1) based on (9) and (10) using trained λ(i).
7: Obtain ∇fLC based on (15) with fF = fF,(i+1), w = w(i+1),

and fL = fL,(i).
8: Obtain fL,(i+1) based on (11) and (12) using trained γ(i).
9: end for

10: return fF,(L), w(L), and fL,(L).

Algorithm 2 Operation of the ZF-POCS
Input: PF,PL, σ , HF,HL, fF.
Output: w
1: Initialization: Isotropically generate fU,(0), w(0) = HFfF.
2: for i = 0 → L− 1 do
3: Project and normalize w(i) based on (22).
4: Apply constant modulus constraints based on (24).
5: end for
6: return w(L).

wi+1 = wi+1

‖wi+1‖ , (27)

[
wi+1

]
r =

[
wi+1

]
r√

nr
∣∣[wi+1

]
r

∣∣ , r = 1, . . . , nR. (28)

Similar to the unfolded PGA scheme, the unfolded ZF-
POCS scheme is developed by incorporating the above
updating procedure into a deep neural network with learnable
parameters μ = {μi}Li=0. The network structure of the
proposed model is illustrated in Fig. 3. To optimize μ, we
employ an unsupervised training strategy with the following
loss function

LZF−POCS(μ) = −
L−1∑

i=0

C
(
w(i)

)
, (29)

wherein the sum of achievable rates of all the layers is
considered. A faster convergence is obtained when we
minimize the loss using the aforementioned DL techniques.

C. COMPLEXITY ANALYSIS
Most of the computational complexity of the PGA comes
from the computations of the gradient (i.e., ∇fFC, ∇wC, and
∇fLC), as can be seen in the Algorithm 1. Their complexities
are O(nR(4nF + nL)), O(nR(4nF + 8nL)), and O(nR(nF +
4nL)), respectively. Let I denote the number of iterations
until convergence of the conventional PGA scheme. Then,
the complexity of the conventional PGA is O(I(nR(9nF +
13nL))). Note that the deep unfolding algorithm performs
the same operations in the deployment stage. Therefore,
its complexity can be expressed as O(L(nR(9nF + 13nL))),
where we recall that L is the number of layers in the network.
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FIGURE 3. Proposed deep unfolding ZF-POCS model for IBFD analog beamforming design.

Regarding the ZF-POCS method, most computational
complexity is required for the projection onto the orthogonal
subspace (22). The complexity for that is O(nR(5nL + nR)).
Thus, its complexity is given as O(Ĩ(nR(5nL + nR))), where
I is the number of iterations until convergence. On the other
hand, the unfolded ZF-POCS model with L layers has a
complexity of O(L̃(nR(5nL + nR))).

Note that the per-iteration complexities of a conven-
tional scheme and its unfolding version are the same.
The complexity reduction of the latter comes from the
faster convergence, i.e., to achieve the same performance
within fewer iterations/layers. We will further justify this
numerically in the next section.

IV. SIMULATION RESULTS
A. SIMULATION SET-UP
In this section, we show the simulation results to demonstrate
the efficiencies of the proposed schemes. The training of
the unfolding models is carried out with 300 samples during
10 epochs. All the numerical results are averaged over 100
testing samples, separated from the training ones. We assume
the Rayleigh model for all the channels. Note that the
uncertainty of the channels is only considered in Fig. 9.
Unless otherwise stated, we assume nF = nL = nR = 32,
and the signal-to-noise ratio (SNR) is set to 20 dB for
the feedforward signal, i.e., PF = n0 + 20 dB, where n0
represents the noise power in dBm. We define the loopback
gain as g = 10 log10(

PL
PF

) dB. This represents the power
difference between the loopback signal and the feedforward
signal. For comparisons, we show the performance of the
conventional ZF-POCS and PGA schemes with fixed and
varying step sizes, which are set manually based on empirical
observations. Let us use θ = {θ}Li=1 as common step sizes
for all variables (i.e., δi = λi = γi = μi = θi,∀i). Fixed
step sizes of θi = {0.1, 1},∀i are set for the PGA and ZF-
POCS, respectively. Furthermore, to show the convergence
of these schemes with varying step sizes, we set the step
size in the i-th iteration to θi = ξ

i ,∀i, implying that the step
size decreases with the iteration index.

FIGURE 4. Convergence of the proposed methods. 32 antennas, g = −20 dB for the
PGA, g = 30 dB for the ZF-POCS.

B. NUMERICAL RESULTS
In Figs. 4 and 5, we compare the convergence of the
proposed unfolded PGA and unfolded ZF-POCS schemes to
their conventional counterparts. We set g = −20 dB for the
PGA and g = 30 dB for the ZF-POCS.

In Fig. 4, it is observed that the proposed deep unfolded
PGA method converges much faster and reaches higher
objective values than its conventional counterparts, i.e.,
PGA without unfolding. Specifically, the unfolded PGA
scheme converges after 10 iterations, while the conventional
methods are still far from convergence. Furthermore, the
proposed unfolded method exhibits stable convergence with
monotonically increasing objective values, a feature not seen
in conventional methods, especially with small numbers of
iterations. After 10 iterations, the unfolded PGA scheme
achieves significantly higher objective values compared to
the conventional ones. It is also observed that although
the PGA scheme with decreasing step sizes achieves better
convergence than that with fixed step sizes, the convergence
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FIGURE 5. Convergence of the ZF-POCS. 32 antennas, g = 30 dB.

is still far worse than the unfolded version with step sizes
optimized via data training.
The superior convergence offered by the deep unfolding

technique is further demonstrated in Fig. 5 for the ZF-
POCS scheme. It is clear that the unfolded ZF-POCS
converges after about 8 iterations, which is much faster
the conventional ones. Specifically, the conventional ZF-
POCS with step sizes being fixed to θ = 1 can only
achieve the same objective value as the unfolded one after
20 iterations. The ZF-POCS schemes with varying step sizes
exhibit very slow convergence, and their achieved objective
values are much worse than the unfolded ZF-POCS scheme.
The good convergence of the proposed unfolded methods
clearly demonstrates the advantages of optimizing the step
sizes via data training, as done in the proposed unfolded
PGA and ZF-POCS schemes.
Fig. 6 shows the achievable rates of all the considered

approaches versus the loopback gain g. We show that for the
low g (e.g., g = [−40,−20] dB), the deep unfolding-PGA
performs the best to offer the largest achievable rates. The
classical PGA offers a higher achievable rate for g = 20
dB than for g = 40 dB. This is because we elected the
step sizes based on 4, where g = 20 dB. This motivates the
need to tune the step sizes in all the scenarios. Searching
for the step sizes through manual iteration is infeasible. Our
solution dynamically finds step sizes that offer better results
than the hand-tuned alternatives. Regarding larger g (e.g.,
g = [0, 40] dB), the performance of all PGA alternatives
decrease rapidly. In this regime, the ZF-POCS scheme offers
significantly better results. In particular, the unfolded ZF-
POCS offers better performance than its classic version for
g > 0 dB. In general, it can be seen that for all cases, the
unfolded version of the algorithms offers a better or the same
result as its classic version.
Fig. 7 shows the antenna dependency when the loopback

signal’s gain is 20 dB (i.e., g = 20 dB), and the SNR =
20 dB. Augmenting the antenna number results in a higher

FIGURE 6. Channel achievable rate (bps/Hz) vs. loopback signal power gain (dB) for
32 antennas.

FIGURE 7. Channel achievable rate (bps/Hz) vs. antenna number for g = 20 dB.

bitrate. However, in Section III-C, we have demonstrated that
the complexity increases quadratically with this parameter.
We can also observe that the deep unfolding for ZF-POCS
achieves the same objective value as the ZF-POCS with
only half iterations, implying 50% complexity reduction. As
observed in Fig. 6, the PGA method can not achieve positive
achievable rates for that loopback signal power.
We study the impact of the SNR in the system in

Fig. 8. The same behavior is observed concerning the PGA.
The too high loopback signal power makes it difficult for
the considered schemes to converge within 15 iterations.
However, the deep unfolding ZF-POCS approach can still
achieve much better performance within those iterations
compared to its conventional counterpart.
Finally, the impact of the CSI error in the channel

estimations is shown in Fig. 9. The uncertainty powers of
the loopback and direct channels are assumed to be the same
(i.e., Pu,L = Pu,F = Pu). The PGA is not efficient for the
studied loopback gain g, as in the previous figures. Regarding
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FIGURE 8. Channel achievable rate (bps/Hz) vs. SNR for 20 dB gain.

FIGURE 9. Channel achievable rate (bps/Hz) vs. uncertainty for 20 dB gain, 32
antennas.

the ZF-POCS, as expected the uncertainty has a relevant
impact in the system. Nevertheless, it can be observed
that even for high uncertainty powers (Pu = 0 dBm), the
beamforming allows a successful communication. The same
50% iteration reduction is observed when using DU with
respect to the classical approach.
Fig. 10 shows the complexity of the algorithms in terms

of iterations. The upper line shows the PGA complexity for
20 iterations. The second line shows the complexity for 10
iterations, which, as we show in Fig. 4, is the convergence
value for the unfolded PGA. We also show the ZF-POCS
complexity for 10 iterations and the complexity required by
the same unfolded method to reach the same achievable rate.
We can conclude that when the loopback signal gain is

low (g = [−40,−20] dB), the unfolded PGA is the best
alternative. In this regime, the unfolded PGA provides a
bitrate augment of approximately 25% with respect to the
classical method. When the gain is high (g = [20, 40] dB),
the ZF-POCS is the most suitable alternative. In this case

FIGURE 10. Complexity (Operations) vs. antenna number.

the unfolded version of this technique halves the complexity
of the classical method.

V. CONCLUSION
We have developed analog beamforming strategies for IBFD
scenarios. We have adapted two of the most compelling
proposals in the literature (i.e., PGA and ZF-POCS) to
our specific use case. In addition, we have applied deep
unfolding to this methodology for the first time in this
context. The results show that the PGA is the most suitable
alternative for low loopback gain regimes. In those cases,
the deep unfolding PGA shows stability, adaptability to the
different use cases, and higher performance than the classical
approaches. Further, the DU method reduces the needed
iterations in a 75%. Conversely, the ZF-POCS outperforms
the PGA in high loopback gain regimes. In such context,
the deep unfolding ZF-POCS complexity is 50% smaller
than its classical counterpart. In short, the results show
that unfolding the classical approaches offers not only
performance improvement but also complexity reduction.

APPENDIX
PROOF OF LEMMA 1
In this appendix, we outline the derivation of Lemma 1. The
function (5) can be expressed as,

C(fF,w, fL) = log2

(
1 + �F(fF,w)

σ 2 + �L(w, fL)

)
, (30)

where �F(fF,w) = PF|wHHFfF|2 is a function measuring the
feedforward received power and �L(w, fL) = PL|wHHLfL|2
is a function measuring the leaked loopback power.

�F(fF,w) and �L(w, fL) can be expressed as,

�F = PFwHHFfFfHFH
H
Fw, (31)

�L = PLwHHLfLfHLH
H
Lw. (32)

Both can be expressed under the generic form,

G(x) = xHAHaaHAx, (33)
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where G is a generic function with the free variable x ∈
C
n×1, A ∈ C

n×m is a complex valued matrix, and a ∈ C
m×1

is a generic complex valued vector. Having that the gradient
with respect to x is [30],

∇xG(x) = AaaHAHx, (34)

the gradients ∇fFC, ∇wC, ∇fLC can therefore be obtained

∇fFC = ∇fF�F

σ 2 + �F + �L
, (35)

∇wC = ∇w�F + ∇w�L

σ 2 + �F + �L
− ∇w�L

σ 2 + �L
, (36)

∇fLC = − �F∇fL�L(
σ 2 + �F + �L

)(
σ 2 + �L

) , (37)

respectively, and the proof is completed.
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