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GaitAGE: Gait Age and Gender Estimation Based
on an Age- and Gender-specific 3D Human Model
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Abstract—Gait-based human age and gender estimation has
potential applications in visual surveillance, such as searching for
specific pedestrian groups and automatically counting customers
by different ages/genders. Unlike most existing methods that
exploit widely used appearance-based gait features (e.g., gait
energy image and silhouettes) or simple model-based gait features
(e.g., leg length, stride width/frequency, and head-to-body ratio),
we explore a recently popular 3D human mesh model (i.e.,
skinned multi-person linear model (SMPL)), which is more robust
to various covariates (e.g., view angles). Furthermore, instead of
the commonly used gender-neutral SMPL model, we propose
a simple yet effective method to generate more realistic age-
and gender-specific human mesh models by interpolating among
male, female, and infant SMPL models using two learned age
and gender weights. The age weight controls the proportion
of importance between male/female and infant models, which
is learned in a data-driven scheme by considering the paired
relation between ground-truth ages and age weights. The gender
weight controls the proportion of importance between male and
female models, which indicates the gender probability. Then, we
explore the use of generated realistic mesh models for age and
gender estimation. Finally, the human mesh reconstruction and
age and gender estimation modules are integrated into a unified
end-to-end framework for training and testing. The experimental
results on the OU-MVLP and FVG datasets demonstrated that
the proposed method achieved both good mesh reconstruction
and state-of-the-art age and gender estimation results.

Index Terms—Gait-based age and gender estimation, 3D hu-
man mesh reconstruction, age- and gender-specific SMPL.

I. INTRODUCTION

HUMAN age and gender are two important soft biometric
traits that are crucial for many practical applications in

surveillance scenarios, such as specific pedestrian group search
(e.g., finding lost children or the elderly), automatic customer
counting scenarios by different age groups or genders for
product marketing research, and age/gender-specific recom-
mendations in entertainment scenarios. They can also be used
as auxiliary information for popular vision tasks (e.g., person
detection, tracking, and re-identification). Generally, the face
and gait are two major biometrics used in this topic [1]–[3].
Considering that facial images are often low resolution in
surveillance scenarios or even covered by face masks because
of the threat of COVID-19, gait is more suitable because it is
accessible remotely.

In most previous gait-based age and gender estimation stud-
ies, researchers considered age estimation [5], [6] and gender
classification [7], [8] separately. And in some recent studies,
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Fig. 1. Given input images, an existing mesh reconstruction method
(HMR [4]) reconstructs gender-neutral mesh models while ignoring age and
gender information. By contrast, the proposed GaitAGE aims to reconstruct
age- and gender-specific mesh models, and further estimate the age and gender
from the meshes.

researchers have also considered simultaneous estimation in
multi-task pipelines [9]–[11]. The gait features used generally
fall into two categories according to the task: appearance-based
and model-based features. Appearance-based features mainly
contain silhouette-based representations, such as raw silhouette
sequences and averaged silhouettes (known as gait energy
images (GEIs) [12]), which are more likely to be affected by
various covariates (e.g., clothing, carrying, and view angles)
and it is also true for gait recognition [13]. While model-based
features are more robust to covariates that mainly contain
some anthropometric and kinematic representations, such as
leg length, stride width/frequency, and head-to-body ratio.

Recently, an advanced human model representation (i.e.,
skinned multi-person linear model (SMPL) [14]) was pro-
posed. It describes the human body without clothes and carried
objects through multiple 3D meshes from a canonical view;
hence, it is suitable for gait-based analysis against various
covariates. In previous studies [15], [16], researchers validated
the effectiveness of SMPL in gait-based identity recognition.
Thus, in this paper, we explore the use of SMPL for gait-based
age and gender estimation.

However, we note that, like many pure SMPL reconstruction
approaches [4], [17], [18], existing approaches [15], [16] for
gait recognition only use the default gender-neutral SMPL
model while ignoring subjects’ gender information. Similarly,
a recent study [19] proposed using SMPL for online model-
based gait age and gender estimation but also fell into the
same problem. In addition, the SMPL model [14] mainly
uses adults for training, so it fails to describe children’s body
shapes and loses the subjects’ age information. As shown in
Fig. 1, gender-neutral and age-independent SMPL models are
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unsuitable for describing the given female and male samples.
There are some studies in which researchers have included

age or gender information in the SMPL reconstruction. For
gender information, in [20], the authors applied an auxiliary
gender classifier to determine whether to use a male or female
SMPL model; however, it requires training an additional gen-
der classifier and is somewhat inefficient. For age information,
AGORA [21] first generates an extension to linearly blend an
adult SMPL body template and infant SMIL template [22] with
an optimized weight α ∈ [0, 1] to approximately describe the
shape of children. When α is close to 0, this means that the
adult template has a larger weight. When α is close to 1, this
means that the infant template has a larger weight. Considering
that α is an age-relevant parameter, it can also be used for age
estimation.

Inspired by this approach, we consider both age and gender
weights (i.e., the age weight α and gender weight wg), and pro-
pose a simple but effective method to generate more realistic
age- and gender-specific SMPL models (called SMPL+AG) by
interpolating among male, female, and infant SMPL models.
Thus, we include both age and gender information in a
unified model. Regarding α learning, we rely on the simple
assumption that the younger subject tends to have a larger
weight for the infant model than the older subject in the
interpolation, and thus use a relative relation loss for subject
pairs to estimate α in a data-driven manner. Moreover, the
proposed SMPL+AG model with age and gender weights is
not only responsible for realistic model fitting but also suitable
for age and gender estimation in this study. Then, we design
age and gender estimation networks to estimate both age and
gender information from the reconstructed SMPL+AG models.
Finally, we integrate the human mesh reconstruction, and age
and gender estimation into an end-to-end training framework.

The contributions are summarized as follows:
(1) SMPL+AG reconstruction

We first generate a novel gait representation (i.e.,
SMPL+AG model) by interpolating among male, female, and
infant SMPL models using learned age and gender weights,
which can describe more realistic age- and gender-specific
mesh models than existing mesh reconstruction methods, as
shown in Fig. 1.
(2) Data-driven learning scheme for the relation between
an age and age weight α

Unlike the existing method [23] that defines a pseudo
relation between age weight α and four age groups (adults,
teenagers, children, and infants), we use a data-driven learning
scheme through a pair-based relative relation loss for age
weight α estimation.
(3) SMPL+AG model for age and gender estimation

We propose a unified framework to use the reconstructed
SMPL+AG model for effective gait age and gender estimation,
which is referred as GaitAGE. We also conducted ablation ex-
periments on various sub-features derived from the SMPL+AG
model, such as the latent shape feature, pose feature, 3D key
joints, and 3D vertices. The experimental results on the OU-
MVLP [24] and FVG [25] datasets demonstrated the effective-
ness of the proposed method for both mesh reconstruction, and
age and gender estimation.

The remainder of this paper is organized as follows: In Sec-
tion II, we present related work on gait-based age and gender
estimation methods, and 3D human pose and shape estimation
methods. In Section III, we introduce the proposed end-to-
end framework for simultaneous human mesh reconstruction,
and age and gender estimation. In Section IV, we present the
qualitative and quantitative experimental results. In Section V,
we discuss the study. In Section VI, we conclude the paper
and consider future work.

II. RELATED WORK

A. Gait-based age and gender estimation

Age estimation. In early studies [26], [27], researchers
mainly focused on the classification of several typical age
groups (e.g., children, adults, and the elderly), and tended
to use model-based features, such as leg length, stride
width/frequency, and head-to-body ratio. With the advent of
large-scale gait datasets [28] and the popularity of appearance-
based features, particularly GEIs, in many recent studies,
researchers have applied various traditional machine learning
and deep learning techniques to improve the accuracy and
precision of age estimation. For example, in some traditional
methods, manifold analysis [29], [30] is first used on GEIs
to determine the discriminative subspace, then regression
methods (e.g., Gaussian process regression [31] and support
vector regression [30]) are used to estimate a single age value.
Other deep learning methods use various deep convolutional
neural networks (e.g., dense convolutional network [32] and
deep residual network [6]) on GEIs to learn deep features,
which achieve better performance. In addition to a single age
value regression, Sakata et al. [5] proposed a label distribution
learning framework to estimate the probability distribution of
the estimated age, which provided a confidence level for the
estimated age.

Gender classification. Compared with age estimation, gen-
der classification is a relatively easy task. In most studies,
researchers achieved promising classification accuracy, even
using traditional methods. Some of them used model-based
features. For example, Huang and Wang [33] fitted the el-
lipse model to silhouettes and extracted ellipse parameters
as features. In most of the remaining studies, researchers
used appearance-based features (e.g., GEI or averaged gait
image [34]), which avoided additional model fitting. Then
they applied some strategies to help to extract more effective
features, such as component segmentation guided by hu-
man prior knowledge [35], sparse reconstruction-based metric
learning [36], and the discrete cosine transform [7]. Finally,
they used traditional classifiers (e.g., SVM or XGBoost) to
classify the gender.

Multi-task estimation. In some studies, researchers also
considered simultaneous age and gender estimation in deep
learning-based multi-task pipelines. For example, Marı́n-
Jiménez et al. [37] proposed a multi-task convolutional neural
network (CNN) that receives a sequence of optical flow
measurements as input and outputs several biometric features,
including identity, gender, and age. In [38], the authors pro-
posed a joint CNN-based framework for both gait recognition
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and gait-based soft biometric (e.g., age, gender, and body
shape) estimation, which receives GEIs and silhouettes as
input. Zhang et al. [10] also used GEIs as input, and combined
the independent age and gender distribution estimation into a
joint distribution estimation. Lau and Chan [11] proposed a
tree structure convolutional neural network for age and gender
estimation in both single-view and multi-view gait settings. In
previous studies, researchers required multiple frames of a gait
period; however, Xu et al. [39] investigated a real-time age and
gender estimation framework for a single silhouette.

Compared with the aforementioned methods, the proposed
method has two main differences: 1) the end-to-end multi-task
framework combines both gait feature extraction, and age and
gender estimation; and 2) we use a novel model-based gait
representation (i.e., SMPL+AG). In [8], although the authors
also used the shape feature of the traditional SMPL model to
estimate gender, the used SMPL model was age and gender
independent.

B. 3D human pose and shape estimation

In most studies on 3D human pose and shape estimation,
researchers have aimed at fitting the parameters of SMPL
models from monocular images or videos. There are two main
paradigms: optimization-based [40] and regression-based [4],
[18], [41]. The former attempts to fit the SMPL parameters to
the detected 2D key points, whereas the latter is more popular
and uses the powerful nonlinear mapping properties of deep
neural networks to regress the model parameters. In these
paradigms, 3D supervision, such as the ground-truth SMPL
parameters or 3D joint annotation, is undoubtedly important
for regressing 3D models from 2D images in a single view.
However, because of the less accurate 3D ground truth and
limited information in a single view, in some studies [17], [42],
[43], researchers have attempted to include more information
using multi-view inputs for more accurate SMPL parameter
inference. However, in all those studies, the researchers only
considered the default gender-neutral SMPL model; that is,
they ignored the subjects’ age and gender information. Al-
though there are some studies [20], [21], [23] in which the
researchers considered including age and gender information,
they only included one of them (either age or gender) and
focused only on model fitting. By contrast, we propose a
unified model that merges age and gender simultaneously,
and aim at both model fitting, and additional age and gender
estimation.

III. METHODOLOGY

A. Overview

Given an RGB sequence of a walking subject, our goal is
to extract the 3D mesh model of the subject, and estimate
his/her age and gender information from the mesh model. The
framework of the proposed method is shown in Fig. 2. For each
RGB sequence, we first extract the latent feature through an
encoder (E) and GRU unit (G), and feed it into a regressor (R),
which learns the SMPL+AG parameters (i.e., SMPL, α,wg).
Then, we use the SMPL+AG parameters to generate the fused
mesh model by interpolating among the male, female, and

infant models. We include a discriminator (D) for realistic
model fitting. Finally, we apply an age and gender estimator
(AG) for age and gender estimation. We jointly train all losses
in an end-to-end framework.

B. SMPL+AG: age- and gender-specific SMPL

SMPL+AG is defined as the age- and gender-specific 3D
body mesh for a given human body, which is a linearly
interpolated mesh model among male, female, and infant
SMPL models. It contains the original SMPL parameters Θ
in [4], and additional age weight α and gender weight wg , that
is, Ψ = [Θ , α, wg].

Specifically, the SMPL parameter Θ = [k , r ,θ,β] ∈ R85

consists of several sub-parameters, where k = [s, tx, ty] ∈ R3

is the camera parameter that represents scale and translation,
r ∈ R3 is the global root rotation parameter, θ ∈ R69 is
the pose parameter that represents the relative rotations of 23
joints, and β ∈ R10 is the shape parameter that represents
the first 10 coefficients in principal component analysis shape
space. From the pose and shape parameters, we can generate
a triangulated mesh M(θ,β) ∈ R6890×3 with 6,890 vertices
and its corresponding 3D key joints J3D ∈ R24×3. Then,
we use the camera and global root rotation parameters to
project the 3D key joints to the corresponding 2D key joints
J2D ∈ R24×2 on the 2D image plane in a weak-perspective
camera model. The SMPL models, for example, neutral-
SMPL, male-SMPL, female-SMPL, and infant-SMPL (i.e.,
SMIL [22]), differ according to the training dataset (e.g., both
male and female, male-only, female-only, and infant-only). As
mentioned in Section I, most existing methods ignore age and
gender information in SMPL reconstruction. Therefore, we
propose a simple but effective method to additionally estimate
age weight α ∈ [0, 1] (e.g., 1 for infants and 0 for adults)
and gender weight wg ∈ [0, 1] (e.g., 0 for females and 1 for
males), and use them for the linear interpolation as follows:

M = w1Mm(θ,β) + w2Mf (θ,β) + w3Mi(θ,β), (1)

where Mm, Mf , and Mi are the meshes for the male-
SMPL, female-SMPL, and infant-SMPL models, respectively,
generated by the same θ and β; and w1 = (1 − α)wg ,
w2 = (1 − α)(1 − wg), and w3 = α are their corresponding
linear weights, respectively. An example is shown in Fig. 3.
We can obtain the key joints J3D and J2D in the same manner.

C. SMPL+AG model reconstruction

In the framework, the encoder, regressor, and discriminator
belong to the model reconstruction networks, which are re-
sponsible for SMPL+AG model reconstruction. We introduce
them as follows:

Encoder. For each input sequence S = {I1, ..., In} with n
frames, we use ResNet-50 [44] as the encoder to first extract
latent features F = {f1, ..., fn}, fi ∈ R2048, similar to many
existing human mesh estimation methods (e.g., HMR [4] and
VIBE [18]). Considering the continuity of gait motion, we add
a gated recurrent unit (GRU) module [45] after the encoder
to learn sequential information for the input sequence. It is a
three-layer GRU with a hidden dimension size of 2048, which
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Fig. 2. Framework of the proposed method. Every RGB sequence is considered independently for SMPL+AG model reconstruction (i.e., SMPL, α,wg), and
age and gender estimation. All networks (e.g., the encoder (E), GRU unit (G), regressor (R), discriminator (D), and age and gender estimator (AG)) share
weights with each other. Then, for a paired estimated age weight α (a different subject pair as an example in this figure), we use a pair-based relative relation
loss Lα to learn α in a data-driven manner.

= 𝑤1 × + 𝑤2 × + 𝑤3 ×

Male-SMPL model Female-SMPL model Infant-SMPL model

Fig. 3. Example of the proposed SMPL+AG model, where w1 = 0.5, w2 =
0, and w3 = 0.5 (α = 0.5 and wg = 1).

is the same size as the input feature. Thus, the output features
are represented as G = {g(f1), ..., g(fn)}, where each g(fi) ∈
R2048 is learned based on previous frames. Additionally, for
stable training, we use a residual design to add the GRU output
feature to the input feature as the final feature of the encoder,
that is, F = F +G.

Regressor. The regressor receives the final encoded fea-
tures F and regresses the SMPL+AG parameters Ψ̂ =
[(k̂1, ..., k̂n), (r̂1, ..., r̂n), (θ̂1, ..., θ̂n), β̂, α̂, ŵg] for every in-
put sequence, where β̂ is the averaged shape parameter, and α̂
and ŵg are the averaged age and gender weights, respectively.
Additionally, we use separate GRU modules to obtain the
continuous camera k̂ , root rotation r̂ , and pose θ̂ parameters.

Following [4], we use the regressor in an iterative error
feedback loop to recurrently make progressive changes to the
current estimate. We initialize it using the mean Ψ0 and
regress the residual ∆Ψ t = R([F,Ψ t]) in each iteration t.
Then, it updates the current estimation: Ψ t+1 = Ψ t +∆Ψ t.
The difference between our SMPL+AG and the original SMPL
parameter regression is the two additional parameter regres-
sions for age and gender weights α,wg in the regressor.

Finally, we use the estimated SMPL+AG parameters Ψ̂ to
generate the age- and gender-specific mesh M̂ and 2D key
joints Ĵ2D, as introduced in Section III-B. We also generate the
rendered silhouettes Ŝil of the meshes using the differentiable
neural renderer [46].

The regressor loss has three terms, which are represented
as

Lreg = λinnerLinner + λreconLrecon + λjointLjoint, (2)

where λinner, λrecon, and λjoint are the hyperparameters.
Linner = λcamLcam+λrootLroot+λposeLpose+λshapeLshape

is the inner loss for the SMPL+AG parameters (i.e., camera,
root rotation, pose, and shape parameters). Similar to [15], we
define Lcam, Lroot, and Lpose as the sum of the first- and
second-order smoothness losses for each parameter to ensure
temporal continuity within each sequence. We define Lshape

as the mean squared error (MSE) loss for the shape features
from various sequences of the same subject to ensure shape
consistency for each subject. Because we do not have direct
supervision of the SMPL+AG parameters, we use indirect 2D
supervision on the silhouettes and 2D key joints. Thus, we
define Lrecon = ∥Ŝil−Sil∥22 and Ljoint = ∥Ĵ2D−J2D∥22 as the
MSE loss between the rendered silhouettes Ŝil or estimated
2D key joints Ĵ2D and the ground-truth silhouettes Sil or 2D
key joints J2D.

Discriminator. To ensure realistic mesh model reconstruc-
tion, we apply both frame-level and sequence-level discrim-
inators for adversarial learning. Regarding the frame-level
discriminator, we consider the pose and shape parameters
Φ̂i = [θ̂i, β̂i] ∈ R79 of each frame independently. Re-
garding the sequence-level discriminator, we consider the
pose and shape parameters of all frames Φ̂ = [Φ̂1, ..., Φ̂n]
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in a sequence together to learn realistic continuous motion.
Regarding the ground-truth SMPL database, we choose the
AMASS dataset [47]. The adversarial loss function is then
represented as

Ladv = E[log(1−D(Φ̂, Φ̂))], (3)

and the loss function for the discriminator is represented as

Ldisc = E[logD(Φ̂, Φ̂)] + E[log(1−D(Φ,Φ))], (4)

where (Φ, Φ) are the ground truths and (Φ̂, Φ̂) are the
estimations.

D. Constraint on age weight α and gender weight wg

The age and gender weights, α and wg , respectively, con-
trol the interpolation between the male-SMPL, female-SMPL,
and infant-SMPL models, which is vital for the proposed
SMPL+AG model.

Regarding the age weight, in [23], the authors used an
ad hoc method that learns α based on a predefined pseudo
relation between four age groups (adults, teenagers, children,
and infants) and α. However, the pseudo relation might not
describe the real relation between α and the ground-truth age
well because there is no such ground truth. By contrast, we
rely on the simple assumption that a younger subject tends to
have a larger age weight for the infant model than an older
subject in the interpolation; thus, we use a relative relation
loss for subject pairs to estimate α in a data-driven manner.
Specifically, we apply the signed quadratic contrastive loss
used in [48], which was originally designed for gait relative
attribute learning. Given the i-th pair of estimated age weights
(α̂1,i, α̂2,i) and the corresponding ground-truth age (a1,i, a2,i)
in a mini-batch, we define three relative relations and their
labels yi as

di = 0, (yi = 0 if a1,i = a2,i|(a1,i ≥ T & a2,i ≥ T ))

di > 0, (yi = 1 if a1,i < a2,i & a1,i < T )

di < 0, (yi = −1 if a1,i > a2,i & a2,i < T )

,

(5)
where di = α̂1,i − α̂2,i is the signed L1 distance between
the paired age weight and T is an age threshold. This design
is based on three guidelines: 1) the subjects in a pair should
have similar age weights if they are the same age or both
adults (i.e., older than T years old); 2) if the first subject in
a pair is younger than the second subject and his/her age is
less than T years old, then his/her age weight is larger than
that of the other subject (i.e., di > 0); 3) if the second subject
in a pair is younger than the first subject and his/her age is
less than T years old, then his/her age weight is larger than
that of the other subject (i.e., di < 0). The age weight relative
relation loss is then summarized as

Lα =

M∑
i=1

[(1− |yi|)d2i + |yi|max{0, (m− yidi)|m− yidi|}],

(6)
where M is the total number of pairs in the mini-batch and
m is a constant margin.

Regarding gender weight wg , we essentially do not impose
any constraint on it because it can be learned through the

(a) (b) (c)

Fig. 4. Example of the sub-features derived from the SMPL+AG model: (a)
3D key joints, (b) 3D vertices, and (c) downsampled 3D vertices.
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Fig. 5. Various age and gender estimators for various sub-features derived
from the SMPL+AG parameters.

proposed age and gender estimator. However, when using
shape or pose features for age and gender estimation, it fails
to obtain correct estimations. This is because shape and pose
features are not generated from wg; hence, the backpropagated
gradients from the age and gender estimator fail to update wg .
Therefore, in this case, we add an additional loss for wg similar
to Lg in Section III-E.

E. Age and gender estimator

After obtaining the SMPL+AG parameters Ψ̂ of an input
sequence, we use them for age and gender estimation. Because
previous SMPL-based works on gait recognition [15], [16]
report that shape features perform better than pose features,
i.e., the difference in sub-features of the SMPL model affects
the accuracy of individual recognition tasks, we therefore
investigate whether the difference in sub-features affects the
accuracy of age and gender estimation tasks too.

Specifically, we choose the following five types of sub-
features: (1) shape feature; (2) pose feature sequence; (3)
3D key joint sequence; (4) 3D vertices sequence; and (5)
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3D vertices sequence and age weight α̂. We compute the 3D
key joints and 3D vertices by setting the global root rotation
parameter to zero, which makes them have a common view-
invariant coordinate (also called the human-centered coordi-
nate in [43]). Some sub-features are shown in Fig. 4. For
various features, we design their corresponding networks and
then feed them into a common multi-task learning module
(MLM) for simultaneous age and gender estimation. Note
that for each model training, we only choose one of the five
features. Fig. 5 shows the detailed network designs.

Specifically, for the shape feature β̂ ∈ R10, we feed it into
two fully connected (FC) layers with 1024 and 512 nodes.

For the pose feature sequence [θ̂1, ..., θ̂n] ∈ R69×n and 3D
key joint sequences [Ĵ1, ..., Ĵn] ∈ R24×3×n, we first reshape
them into 2D matrices of dimension 69× n and 72× n, and
then feed them into the CNN-Pose network [49]. There are five
convolutional layers (Conv) with kernel size 3 × 3, and two
max-pooling layers (Pool) with kernel size 2× 2 and stride 2.
The channel numbers of the Conv layers are 32, 64, 64, 128,
and 128. Each Conv layer is followed by a ReLU activation
function. There are also two skip connections in the third and
fifth Conv layers. The final FC layer has 512 nodes.

For the 3D vertices sequence [M̂1, ...,M̂n] ∈ R6890×3×n,
because the original number of vertices (i.e., 6,890) is too
large, we first evenly downsample it 10 times (see (c) in Fig.
4) and then reshape it into a 2D matrix of dimension 2067×n.
We apply a new network, considering that there is a larger
number of dense points than key joints. There are six Conv
layers with kernel size 3 × 3. The channel numbers of Conv
layers are 64, 64, 128, 128, 256, and 256. Each Conv layer is
followed by a BatchNorm layer and ReLU activation function.
All Conv layers have a stride of 2 in the vertical direction,
and the third and sixth Conv layers have a stride of 2 in the
horizontal direction. The final FC layer has 512 nodes.

The upper three networks are then followed by an MLM
module, which separately learns age and gender embeddings
using two independent FC layers with 512 nodes. Finally, it
regresses the age label distribution p̂ = [p̂0, p̂1, .., p̂99] ∈ R100,
where p̂i is the estimated probability for integer age i, and
gender probability ĝ = [ĝ, 1 − ĝ] ∈ R2 with the softmax
function. The estimated age is the expectation of the estimated
age probability distribution â =

∑99
i=0 ip̂i.

Moreover, considering that age weight α̂ ∈ R1 is age-
relevant, we combine it with the 3D vertices sequence to
further improve age estimation accuracy. We use two FC layers
with 512 nodes to extract the latent feature, which we then feed
into an MLM+ module. The module fuses the age embeddings
from the 3D vertices sequence and age weight via a self-
attention module that learns their respective summed weights.

We assume that the estimated ages, age label distributions,
and gender probabilities of the multi-view and single-view
streams are (â, p̂, ĝ), and the corresponding ground-truth age,
age label distribution, and gender class are (a,p, g), where we
set p to a discrete normal distribution N (a, 1) and g ∈ {0, 1}.
Following [39], the age loss is defined as

La = JS(p̂∥p) + ∥â− a∥1 + λapLap, (7)

where JS is the Jensen–Shannon divergence loss [50] and Lap

is the age pair similarity loss that forces the estimated ages to
be similar for the same subject sequences in the mini-batch.
The gender loss is defined as

Lg = BCE(ĝ , g) + λgpLgp, (8)

where BCE is the binary cross-entropy loss and Lgp is the
gender pair similarity loss that forces the estimated genders to
be similar for the same subject sequences in the mini-batch.

The age and gender losses are then combined to an union
loss represented as

Lag = λaLa + λgLg, (9)

F. Extension to multi-view sequences

In the case in which there are multi-view sequences of
the same subject in the training set, we can easily extend
the current single-view framework to improve model fitting
accuracy by including another multi-view regression stream
similar to the approach in our previous study [43]. Specifically,
because multi-view sequences of the same subject are usually
asynchronous with different starting phases (e.g., start with
the double-support or single-support phase), we first apply a
phase estimator to estimate the phase labels of each sequence,
and synchronize the estimated view-specific SMPL+AG pa-
rameters for arbitrary phase labels to the predefined unified
phase labels through linear interpolation based on the esti-
mated phase labels. After the synchronization of the multi-
view sequences, we can simply apply mean average pooling
to obtain the unified SMPL+AG parameters. Note that we
exclude the camera and root rotation parameters because they
are view-dependent. Finally, we apply reverse interpolation
to obtain the updated view-specific SMPL+AG parameters
and further estimate the age and gender information from
the multi-view stream. We maintain the sharing of network
parameters between the single-view and multi-view streams.

The multi-view stream loss function Lmv has similar terms
to the single-view stream, including the regressor loss Lreg,
adversarial loss Ladv, discriminator loss Ldisc, age weight
relative relation loss Lα, and age and gender loss La, Lg. Ad-
ditionally, we include the phase estimation loss Lphase, which
is defined in [43]. Moreover, we also define the similarity loss
Lsim for the estimated SMPL+AG parameters, and age and
gender estimation results between the single-view and multi-
view streams. This enables the single-view stream to learn 3D
information from the multi-view stream.

G. Joint loss functions

We train the entire framework with all the aforementioned
losses in an end-to-end manner. To enable a clear understand-
ing, we use superscripts to differentiate the losses from the
single-view and multi-view streams, where the single-view
stream loss is Lsv = Ls

reg + Ls
adv + λαL

s
α + λagL

s
ag and

the multi-view stream loss is Lmv = Lm
phase + Lm

reg + Lm
adv +

λαL
m
α + λagL

m
ag. We combine them into the total loss:

Ltotal = Lsv + Lmv + Lsim, (10)

This article has been accepted for publication in IEEE Transactions on Biometrics, Behavior, and Identity Science. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TBIOM.2024.3424841

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7

0

100

200

300

400

500

600

700

800

[1
, 5

]

[6
, 1

0
]

[1
1

, 1
5

]

[1
6

, 2
0

]

[2
1

, 2
5

]

[2
6

, 3
0

]

[3
1

, 3
5

]

[3
6

, 4
0

]

[4
1

, 4
5

]

[4
6

, 5
0

]

[5
1

, 5
5

]

[5
6

, 6
0

]

[6
1

, 6
5

]

[6
6

, 7
0

]

[7
1

, 7
5

]

[7
6

, 8
0

]

[8
1

, 8
5

]

[8
6

, 9
0

]

#S
u

b
je

ct
s

Age range

Female

Male

Fig. 6. Subjects’s gender and age distribution of OU-MVLP.

where Lsim is the similarity loss between the single-view and
multi-view streams. Finally, we iteratively minimize Ltotal and
Ldisc = Ls

disc + Lm
disc.

IV. EXPERIMENTS

A. Datasets

We used two datasets, that is, OU-MVLP [24] and
FVG [25], to evaluate the proposed method.

OU-MVLP is one of the world’s largest gait datasets, with a
wide view variation. It contains 10,307 subjects (5,114 males
and 5,193 females) with ages ranging from 2 to 87 years
old. Fig. 6 shows subjects’ gender and age distribution. Each
subject was captured from 14 views, ranging from 0◦–90◦ and
180◦–270◦ in 15◦ intervals, with two sequences (“00” and
“01”) captured for each view. Following the original protocol,
we used 5,153 subjects for training and the other disjoint 5,154
subjects for testing.

FVG is a front-view gait dataset of subjects in real-world
outdoor scenes. It contains 226 subjects captured with varia-
tions from three near-front views (-45◦, 0◦, and 45◦). There
are five variations in the data: normal, walking speed (slow
and fast), clothing changes, carrying/wearing change (bag or
hat), and clutter background (multiple persons). Because the
dataset does not provide age and gender information, we only
evaluated gender estimation performance on this dataset using
our annotated gender information1. As a result, there were
146 males and 80 females. Following the new data split on
this dataset, we used 136 subjects (85 males and 51 females)
for training and the other disjoint 90 subjects (61 males and
29 females) for testing. Additionally, 12 subjects in the test
set were collected twice in the elapsed time. Thus, there was
a total of 306 sequences in the test set. We only chose normal
sequences (with sequence IDs “01”, “02”, and “03”) for this
experiment.

B. Training details and inference

In the training phase, we prepared cropped RGB sequences
and the corresponding silhouettes, referring to [15], for OU-
MVLP. For FVG, we used PointRend [51] to automatically
detect and segment human bodies from raw RGB sequences.
Additionally, because the sequence contained some standing

1We read the gender labels from raw RGB images.

frames at the beginning and some occluded frames at the
end, we only used approximately 60% of the middle frames.
We resized the cropped RGB sequences and silhouettes to
224× 224 and 64× 64, respectively. We extracted the pseudo
ground-truth 2D key joints J2D using VIBE [18]. We chose
25 continuous frames for each sequence because this covered
a gait period for most subjects. If the sequence had fewer than
25 frames, we repeated the selection from the beginning.

We trained the proposed model on four Quadro RTX 8000
GPUs. We chose Adam as the optimizer. The mini-batch size
(P,K) means that there were P subjects, and each subject
had K sequences from various views in the mini-batch. We
set the initial learning rate to 10−4 for all networks, except
the age and gender estimator, which we set to 10−5. For OU-
MVLP, we set the mini-batch size to (12, 4) and the total
iteration to 20,000, and decreased the learning rate by a factor
of 10 at 10,000 iterations. For FVG, we set the mini-batch size
to (12, 3) and the total iteration to 1,000, and decreased the
learning rate by a factor of 10 at 500 iterations. Additionally,
there were many weight parameters in the total loss function.
For simplicity, we kept the weight hyperparameters unchanged
for the same loss functions as in [39], [43] (e.g., λa = 1,
λg = 2, λap = 1, λgp = 0.01), and experimentally set
λα = 10 and λag = 0.8 to achieve a balance between
the model reconstruction performance and age and gender
estimation accuracy. Regarding the hyperparameters in Lα,
we empirically set T = 18 because 18 is regarded as the
age threshold for adults, and experimentally set m = 0.4.
Additionally, because the multi-view stream was similar to
that in [43], please refer to that paper for more details. For
inference, we chose 25 frames in each sequence and only
used the single-view stream for model reconstruction, and age
and gender estimation. Without being specified, the proposed
method uses the 3D vertices + α̂ of the SMPL+AG model for
age and gender estimation.

C. Evaluation metrics

For the performance evaluation of age estimation, we used
two widely used metrics: the mean absolute error (MAE) and
cumulative score (CS). Given the estimated age âi and ground-
truth age ai of a test sequence, the MAE is defined as the MAE
of these two ages:

MAE =
1

Ns

Ns∑
i=1

|âi − ai|, (11)

where Ns is the total number of test sequences. The CS
measures the percentages of test sequences under various
absolute error tolerances, for example, the CS(j) is computed
as

CS(j) =
Ne≤j

Ns
, (12)

where Ne≤j is the number of test sequences whose MAE is
less than j years old. For the performance evaluation of gender
classification, we used the correct classification rate (CCR).
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VIBE [18], OUMVLP-Mesh [43], the proposed method, and the estimated
age distribution and expected age of proposed method.

D. Visualization

Figure 7 visualizes two reconstructed mesh examples for
the proposed method and three comparison methods (i.e.,
HMR [4], VIBE [18], and OUMVLP-Mesh [43]). Regarding
the proposed method, we chose 3D vertices + α̂ as the input
of the age and gender estimator by default because it was
the best sub-feature. The three comparison methods failed
to reconstruct age- and gender-specific mesh models for the
selected examples, which is not convincing, particularly for
the children. By contrast, the proposed method captured age
and gender information from the inputs well and reconstructed
reasonable age- and gender-specific mesh models. We also
noticed that some mesh models of HMR from the side view
had left and right leg flip errors, for example, the middle frame
of the right example of HMR. This is because HMR was
single-view method and may not have captured the correct
position of the legs from very difficult side view scenarios,
whereas the proposed method handled this because it had
the same multi-view design as that in [43]. Additionally, we
presented the estimated age distribution and expected age of
the proposed method, where we achieved good age estimation
results. The age distribution curve indicates the confidence
level in the prediction: the higher the curve, the higher the
confidence. From the results, the proposed method was more
confident in predicting the ages of the child than the adult.
This is because as children grew, their gait regularly changed
in physical characteristics (e.g., taller height, smaller head-to-
body ratio), which results in obvious gait differences between
children of different ages, in other words, gaits are sensitive
to aging during childhood, leading to easier age estimation

and higher confidence. However, adults had limited physical
variation in gait (e.g., between 20 and 45 years old), in other
words, gaits are insensitive to aging during adulthood, thus
making age estimation more difficult and less confident. These
are consistent with the results of [5].

E. Comparison with state-of-the-art methods

OU-MVLP. We compared the proposed method with state-
of-the-art gait-based age and gender estimation methods (i.e.,
GEINet [5], Upadhyay’s method [7], TBResNet [10], Xu’s
method [39], and Shehata’s method [19]); two famous gait
recognition networks (i.e., GaitSet [52] and GaitGL [53]); and
a series of well-known ResNet backbones (i.e., ResNet-18,
ResNet-34, ResNet-50 [44]). We reimplemented GEINet [5],
which only estimates an age label distribution using the KL
divergence loss function. For methods [7], [10], [19], [39], we
used the results in the original papers. Because GaitSet [52]
and GaitGL [53] were initially designed for gait recognition,
we slightly modified them by adding the proposed MLM
module to regress the age and gender labels. In addition to
silhouettes, we used RGB sequences as input for evaluation.
In this case, we changed the input channels of the first Conv
layer of GaitSet and GaitGL to 3. We also added the MLM
module to ResNet series models. For various models, we set
the batch size so that it was the same as ours and chose the
appropriate number of iterations with the aim to achieve the
best results. Note that the silhouettes and RGB inputs were
the same as those of the proposed method. The results of
all methods over 14 views are shown in Table I. From the
results, the proposed method achieved the best age and gender
estimation accuracy, with an MAE 0.32 lower than that of the
second-best method [19] and a CCR 0.29 % higher than that of
the second-best ResNet-18. Considering OU-MVLP contains
130,968 test samples from about 5000 subjects and 14 views,
our improvements on MAE and CCR are not minor, e.g., CCR
improvement of 0.29% mean the number of samples to obtain
correct gender estimation results increases by 379. Regarding
the CSs at 1, 5, and 10-year error tolerances, the proposed
method also achieved the highest percentages.

Table II shows the MAE and CCR for each view angle of
the proposed method and two comparison benchmarks (i.e.,
Shehata’s method [19] and ResNet-18, which achieved the
second-best age and gender estimation results, respectively).
From the results, all methods showed differences in the age
and gender estimation for different views. Specifically, we
found that the results for the seven front view angles (i.e.,
0◦, 15◦, ..., 90◦) were better than those for the seven back
view angles (i.e., 180◦, 195◦, ..., 270◦). The reason may be
that some motion information, such as hand movements, is
often occluded by the human body when viewed from the
back. Additionally, the results from the near-side views (e.g.,
75◦and 90◦) were better than those from the near-front view
(e.g., 0◦and 15◦). This may be because the body thickness and
gait stride are more visible from side views, which provides
more information for age and gender estimation. Compared
with the two appearance-based methods, the proposed model-
based method obtains the smallest standard deviation under all
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TABLE I
COMPARISON OF THE PROPOSED GAITAGE WITH STATE-OF-THE-ART

METHODS ON OU-MVLP. MAE [YEAR], CSS [%], AND CCR [%] ARE
THE RESULTS FOR ALL 14 VIEWS. “SF” INDICATES SINGLE FRAME INPUT.
“*” INDICATES THAT WE SLIGHTLY CHANGED THE NETWORK TO FIT THE

3-CHANNEL INPUT. “N/A” MEANS NOT APPLICABLE. “-” INDICATES THAT
DATA WERE NOT PROVIDED IN THE ORIGINAL PAPER. THE BEST RESULTS

ARE IN BOLD.

Methods Inputs
Metrics

MAE↓ CS(1)↑ CS(5)↑ CS(10)↑ CCR↑
GEINet [5] GEI 7.61 18.39 52.16 72.26 N/A

Upadhyay’s [7] GEI N/A N/A N/A N/A 95.33
TBResNet [10] GEI 6.70 20.57 55.87 76.59 96.71

Xu’s [39] SF 8.39 15.84 48.00 68.40 94.27
Xu’s [39] Sil. 6.63 - - - 96.04
GaitSet Sil. 6.55 20.06 56.55 77.15 95.80
GaitGL Sil. 6.85 19.35 55.32 75.65 95.52
GaitSet* RGB 5.66 24.52 61.00 81.27 96.60
GaitGL* RGB 6.03 22.78 58.77 79.34 96.46

ResNet-18 RGB 5.84 21.28 60.92 80.53 97.58
ResNet-36 RGB 6.34 22.89 59.48 77.89 97.11
ResNet-50 RGB 6.77 17.07 55.17 79.34 96.78

Shehata’s [19] RGB 5.44 - - - 97.3
GaitAGE (Ours) RGB 5.12 25.24 63.50 84.32 97.87

14 view angles, indicating the superiority of our model-based
method in reducing the viewpoint influence.

Additionally, we also presented some detailed results of the
proposed method on different genders, age groups and scatter
plots. Table III shows the results under the same gender for
the proposed method. We found that the results for males were
better than those for females. This is because females have a
wide range of appearance variations (e.g., clothes, hairstyle,
and shoes) than males, making the age and gender estimation
more difficult. This is consistent with the insights in [28].
Fig. 8 and Fig. 9 show the MAE of the proposed method
at 5-year intervals2 and the scatter plots of the estimated age
and ground-truth age for the proposed method at 0◦and 90◦,
respectively. From the two figures, we found that for subjects
under 15 years old, the proposed method achieved very good
age estimation results, with the lowest MAE (1–2 years old),
because the gait of children changes significantly as they grow.
When subjects become adults, larger MAEs (5–10 years old)
inevitably occur because the gait of adults changes slowly and
has more variations. When subjects were older, the proposed
method achieved the worst age estimation results, with the
largest MAE over 10 years, because the gait of the elderly
also varies greatly and depends largely on their health status.
Healthy older people may have a very young gait. Another
important reason is that the number of elderly subjects was
very limited as shown in Fig. 6. For example, there were only
two subjects in the age group [86, 90]. This inevitably leads to
the trained model focusing on the more representative younger
age groups rather than the older age groups.

FVG. Because there was no official age and gender informa-

2Note that five adults (with subject IDs “03368”, “05336”, “06578”,
“08186”, and “08262”) were incorrectly labeled as age group [1, 5], which
greatly increased the MAE; hence, we simply removed them from this
evaluation.
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Fig. 9. Scatter plots of the estimated age and ground-truth age for the proposed
method at 0◦and 90◦.

tion, we only evaluated the gender estimation performance on
this dataset using our annotated gender information. To fit the
gender-only estimation, we removed the age-related parts from
the entire framework, for example, the regressed age weight
α, infant-SMPL model in the model interpolation, and age
label regression in the MLM module. Thus, we only report the
results of the proposed method using the 3D vertices sequences
trained from scratch. For comparison, we chose the method
in [8] because it is also an SMPL-based gender estimation
method. However, it only uses the shape feature of SMPL in
conjunction with a traditional SVM classifier to estimate the
gender of images. Because the protocol was not stated clearly
in [8], we attempted to provide most of the setting information
and show the comparison results in Table IV. Despite the
different protocols, the proposed method achieved a very good
gender estimation accuracy of over 95% CCR on the outdoor
dataset.

F. Ablation study

We compared the performance of the proposed SMPL+AG
model with the original SMPL model in an ablation exper-
iment. For the two mesh models, we used several derived
sub-features as input for the age and gender estimator, as
mentioned in Section III-E. Particularly, 3D vertices + α̂ were
only available for the proposed SMPL+AG model because
α̂ was not in the original SMPL model. The comparison
results are shown in Table V. From the results, we observed
that for each sub-feature, the proposed SMPL+AG model
consistently achieved a lower MAE and higher CCR than the
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TABLE II
DETAILED MAE [YEAR] AND CCR [%] OF SHEHATA’S METHOD [19], RESNET-18, AND THE PROPOSED GAITAGE FOR EACH VIEW ANGLE ON

OU-MVLP. THE BEST RESULTS ARE IN BOLD.

Methods Metrics 0◦ 15◦ 30◦ 45◦ 60◦ 75◦ 90◦ 180◦ 195◦ 210◦ 225◦ 240◦ 255◦ 270◦ Mean±std

Shehata’s [19]
MAE↓ 5.53 5.18 5 5.25 5.20 5.14 5.08 6.18 5.96 5.79 5.71 5.48 5.33 5.29 5.44±0.34
CCR↑ 97.3 97.8 97.7 97.7 97.4 97.8 97.7 95.4 97 97.2 97.1 97.3 97.7 97.6 97.3

±0.60

ResNet-18
MAE↓ 6.11 5.87 5.79 5.57 5.39 5.37 5.50 6.59 6.40 6.20 6.09 5.75 5.71 5.61 5.84±0.36
CCR↑ 96.83 97.28 97.70 97.77 98.07 97.68 97.65 96.92 97.71 97.66 97.53 97.70 97.69 97.82 97.58±0.33

GaitAGE
(Ours)

MAE↓ 5.20 5.05 4.97 4.97 4.81 4.82 4.91 5.63 5.50 5.44 5.35 5.07 5.01 5.00 5.12±0.25
CCR↑ 97.68 97.65 98.05 98.11 98.19 98.28 98.03 97.44 97.94 97.82 97.66 97.59 97.74 97.87 97.87±0.24

TABLE III
MAE [YEAR] AND CCR [%] UNDER THE SAME GENDER FOR THE

PROPOSED METHOD ON OU-MVLP.

Gender
Metrics

MAE↓ CCR↑
Female 5.39 96.99
Male 4.84 98.79
All 5.12 97.87

TABLE IV
CCR [%] OF THE PROPOSED GAITAGE AND GIULIA’S METHOD [8] ON

FVG. THE PROPOSED METHOD IS A SEQUENCE-BASED METHOD,
WHEREAS GIULIA’S METHOD [8] IS AN IMAGE-BASED METHOD.

Methods Feature Train Test CCR↑
Giulia’s [8] shape 5650 images 1130 images 87.38

GaitAGE (Ours) 3D vert. 408 seq. 306 seq. 95.10

original SMPL model, which demonstrated that the proposed
SMPL+AG model captured more age- and gender-specific
information. From the visualization in Fig. 7, the proposed
SMPL+AG model also provided more reasonable mesh models
for the respective ages and genders. In a comparison of
various sub-features, 3D vertices + α̂ obtained the best results
because it contained more information than the other sub-
features. Although the results of the shape, pose sequence,
and 3D key joint sequences were slightly worse, they were still
good choices, considering the low-dimensional feature space.
Compared with SMPL-based gait recognition tasks [15], [16],
the difference in sub-features does not significantly affect the
accuracy in age and gender estimation tasks.

V. DISCUSSION

A. Learned age and gender weights

We analyzed the learned age and gender weight of the pro-
posed SMPL+AG model, since misestimated age and gender
weights may result in unsuitable human models and further
affect the subsequent estimations. Thus, we investigated the
frequency of the misestimated age and gender weights.

As for the age weight, we visualized the mean and standard
deviation of the learned age weight α̂ for each single ground-
truth age for all test sequences in Fig. 10. As mentioned earlier,
the age weights are designed as the linear interpolation weights
between adult and infant-SMPL models. That is, when it is
close to 0, the estimated model is more like an adult; when it
is close to 1, the estimated model is more like an infant. From

TABLE V
ABLATION EXPERIMENTS FOR THE PROPOSED SMPL+AG MODEL AND
ORIGINAL SMPL MODEL ON OU-MVLP. MAE [YEAR] AND CCR [%]

ARE THE RESULTS FOR ALL 14 VIEWS. THE BEST RESULTS ARE IN BOLD.

Mesh model Sub-features
Metrics

MAE↓ CCR↑
SMPL Shape 5.25 96.27

SMPL+AG Shape 5.20 97.67
SMPL Pose 5.27 96.44

SMPL+AG Pose 5.19 96.64
SMPL 3D key joints 5.25 95.73

SMPL+AG 3D key joints 5.19 97.74
SMPL 3D vertices 5.18 96.10

SMPL+AG 3D vertices 5.14 97.86
SMPL+AG 3D vertices + α̂ 5.12 97.87

the results, even without direct supervision on the age weights
during training, we achieved the expected curves thanks to
the proposed relative relation loss Lα. More specifically, the
estimated α̂ gradually decreased before 18 years old, which
indicates the reduction of interpolation weight of the infant-
SMPL model. This caused the interpolated SMPL model to
change from an infant-like model to an adult-like model, which
is consistent with the normal changes in physical charac-
teristics (e.g., height, head-to-body ratio) during the growth
of children. When the child became an adult (older than 18
years old), the estimated α̂ was less than 0.1, which indicates
that the infant-SMPL model had very little weight, and thus
the interpolation relied more on the adult-SMPL model. The
estimated α̂ also remained almost constant between the ages
of 18 and 60, because the physical characteristics of adults
are relatively stable over the years. Finally, the estimated α̂
increased slightly as adults got older (over 60 years old). This
is because the elderly may have arched backs and knees (i.e.,
become a little shorter in height and consequently slightly
larger head-to-body ratio), resulting in a slight increase in age
weights. As for the gender weight, we counted the proportion
of correctly estimated samples to the total test sequences and
found that nearly 98% of the sequences have the correct gender
weights.

Therefore, we think that although the misestimated age and
gender weights would affect the subsequent age and gender es-
timation, it rarely happens. In most cases, the proposed method
could obtain accurate age and gender weights. The ablation
study in subsection 4.6 also verifies the clear improvement
of the proposed method by introducing the age and gender
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Fig. 10. Mean and standard deviation of learned age weight α̂ for each
single ground-truth age on all test sequences of OU-MVLP. Blue solid line
is the proposed method with λα = 10; orange and gray dotted lines are with
λα = 1 and λα = 100, respectively. Best viewed in color.

weights to SMPL model.

B. Sensitivity analysis of hyperparameters

In Table VI, we analyzed the sensitivity of the experi-
mentally set hyperparameters (i.e., weight hyperparameter λα

and margin m of the age weight relative relation loss, and
weight hyperparameter λag of the age and gender loss) of
the proposed method for all test sequences on OU-MVLP.
Specifically, when varying one hyperparameter across a range
of values, we kept the other hyperparameters constant. The
varied ranges of values were set to [1, 10, 100], [0.3, 0.4, 0.5],
[0.6, 0.8, 1] for λα, m, and λag, respectively. To evaluate
the performance of model reconstruction, the reconstruction
error, calculated as the mean squared error between the GT
silhouettes and rendered silhouettes of all test sequences, is
also reported. Regarding different λα, we also showed the
mean and standard deviation of the learned age weight α̂ for
each single ground-truth age in Fig. 10. From the results, the
smaller λα (i.e., 1) didn’t meet our expectations mentioned
above. While the larger λα (i.e., 100) led to poor reconstruc-
tion performance and age and gender estimation accuracies.
Thus, the moderate λα (i.e., 10) was chosen for the proposed
method. Regarding m, as it is relatively insensitive to age
and gender estimation accuracies, we set it to 0.4 considering
the best reconstruction performance. Similarly, we also chose
the moderate λag (i.e., 0.8) considering the balance between
reconstruction performance and age and gender estimation
accuracies.

C. Failure cases

In Fig. 11, we showed two failure examples with large age
estimation errors. The first young male (17 years old) was
overestimated to be approximately 32 years old. This might be
because he sometimes had a hunched posture when he walked,
which is more likely to occur in older people. The estimated
age distribution also had two peaks at approximately 15 and 40
years old, which indicates less confidence in the expected age.
The second adult female (46 years old) was underestimated to
be approximately 22 years old. This might be because she had
a slim body shape, which is more likely to occur in younger

TABLE VI
HYPERPARAMETER SENSITIVITY ANALYSIS FOR THE PROPOSED METHOD
ON OU-MVLP. MAE [YEAR] AND CCR [%] ARE THE RESULTS FOR ALL

14 VIEWS.

Hyperparameters
Metrics

Reconstruction error↓
MAE↓ CCR↑

λα

1 5.09 98.07 0.0628
10 5.12 97.87 0.0597
100 5.16 97.27 0.0606

m

0.3 5.09 98.00 0.0617
0.4 5.12 97.87 0.0597
0.5 5.13 98.01 0.0607

λag

0.6 5.09 96.61 0.0592
0.8 5.12 97.87 0.0597
1 5.11 97.99 0.0601
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Fig. 11. Two examples (left) and (right) with large age estimation errors.
The rows from the top to bottom are the input sequences, reconstructed mesh
models of the proposed method, and estimated age and gender results.

people. The estimated age distribution was flatter, with a
larger standard deviation, which also reduced confidence in
the expected age. Therefore, the estimated age distribution was
more meaningful than a single estimated age, and provided the
confidence level of the estimation results. Additionally, the two
examples also hinted at a gap between the chronological age
and physiological (gait) age [28]. Older subjects may have
been underestimated because of their younger gait pattern
(e.g., slim shape and large stride) and vice versa.

We further compared the failure cases between the proposed
method and ResNet-18, which are shown in Fig. 12. The first
row shows the examples where the proposed method succeeds
and ResNet-18 fails, while the second row shows the examples
where ResNet-18 succeeds and the proposed method fails.
The results show that ResNet-18 directly uses the input RGB
information and pays more attention to clothing styles, thus it
may overestimate the age of young subjects wearing mature
clothing (e.g., dresses or suits) and underestimate the age of
older subjects wearing fashion clothing for young people. In
contrast, the proposed method is based on the human model
and pays more attention on the body shape and motion, thus
it may overestimate the age of young subjects with fatter or
taller body shapes and underestimate the age of older subjects
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Fig. 12. A comparison of failure cases between the proposed method and
ResNet-18. The numbers under each image are the ground truth ages, the
estimated ages of the proposed method and ResNet-18. The red numbers
mean the estimated ages that are close to the ground truth ages.

with younger gait patterns.

D. Limitations

Since it is often said that model-based methods require rel-
atively high-resolution human images to achieve good model
fitting, the proposed method may inevitably suffer from poor
data quality (e.g., low resolution human size) in real scenes.
Thus, we further analyzed the effect of poor-quality data. More
specifically, we first simulated the poor data quality on the
test set by reducing the image resolution by a factor of 4
from 224 × 224 to 56 × 56, then used the low-resolution
data for testing. ResNet-18 was chosen for comparison. To
fit the training model, the low-resolution test data were firstly
unsampled to 224 × 224 before inference. The results show
that the MAE and CCR of the proposed method dropped from
5.12 to 13.49 and 97.87% to 94.23% respectively, while the
MAE and CCR of ResNet-18 dropped from 5.84 to 13.08 and
97.58% to 91.78% respectively. Not only the proposed model-
based method but also the appearance-based method directly
using RGB suffer significant degradation, which means that
the impact of data deficiencies (e.g., poor data quality) is
common to both model-based and appearance-based methods.
The findings also motive us to improve the robustness against
poor-quality data in future work.

E. Inference time

We computed the inference time per sequence of the pro-
posed model-based method and ResNet-18. It turns out that
our method takes more time than ResNet-18 (i.e., 53.1 ms
vs. 8.1 ms), but it can still run near real-time (i.e., about 19
fps). We think it is acceptable considering advantages against
appearance-based methods such as higher accuracy and view
invariance.

VI. CONCLUSION

In this paper, we introduced a gait-based age and gender
estimation approach based on reconstructed human meshes.
To describe realistic age- and gender-specific mesh models,
we proposed the SMPL+AG model, which uses two additional

age and gender weights to interpolate among male, female,
and infant SMPL models. For the age weight, we proposed a
data-driven learning scheme to estimate it by considering the
paired relation between ground-truth ages and age weights.
We then explored the effectiveness of various sub-features
derived from the SMPL+AG model, and designed correspond-
ing networks for age and gender estimation. The experimental
results demonstrated that the proposed method achieved both
good mesh estimation and state-of-the-art age and gender
estimation results. Considering real-world applications, we
could improve two aspects of the approach in future work.
First, we could improve the quality and stability of mesh
reconstruction by introducing more training data under various
capture conditions. Second, we could improve age and gender
estimation accuracy by introducing other effective networks
or other complementary gait-unrelated information, such as
hairstyle, clothing type, and shoes.
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