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Abstract: Financial  statement  fraud  refers  to  malicious  manipulations  of  financial  data  in  listed  companies’

annual  statements.  Traditional  machine  learning  approaches  focus  on  individual  companies,  overlooking  the

interactive  relationships  among  companies  that  are  crucial  for  identifying  fraud  patterns.  Moreover,  fraud

detection  is  a  typical  imbalanced binary  classification  task  with  normal  samples  outnumbering  fraud  ones.  In

this paper, we propose a multi-relational graph convolutional network, named FraudGCN, for detecting financial

statement  fraud.  A  multi-relational  graph  is  constructed  to  integrate  industrial,  supply  chain,  and  accounting-

sharing  relationships,  effectively  encapsulating  the  multidimensional  and  complex  interactions  among

companies.  We  then  develop  a  multi-relational  graph  convolutional  network  to  aggregate  information  within

each  relationship  and  employ  an  attention  mechanism  to  fuse  information  across  multiple  relationships.  The

attention  mechanism  enables  the  model  to  distinguish  the  importance  of  different  relationships,  thereby

aggregating  more  useful  information  from  key  relationships.  To  alleviate  the  class  imbalance  problem,  we

present  a  diffusion-based  under-sampling  strategy  that  strategically  selects  key  nodes  globally  for  model

training. We also employ focal loss to assign greater weights to harder-to-classify minority samples. We build a

real-world dataset from the annual financial statement of listed companies in China. The experimental results

show  that  FraudGCN achieves  an  improvement  of  3.15% in  Macro-recall,  3.36% in  Macro-F1,  and  3.86% in

GMean  compared  to  the  second-best  method.  The  dataset  and  codes  are  publicly  available  at:

https://github.com/XNetLab/MRG-for-Finance.
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1　Introduction

Financial  statement  fraud  refers  to  the  intentional
manipulation  or  misrepresentation  of  financial  data  in
annual  reports  to  conceal  the  true  financial  situation.
This malpractice manifests in various forms to commit

financial  statement  fraud,  including  overstatement  of
revenue,  cost  manipulation,  inflation  of  reported
financial  outcomes,  and  other  various  forms  of
fraudulent  ways[1].  Such  deceptive  practices
compromise  the  functionality  of  capital  markets[2],
damage  corporate  reputation  and  stakeholder 
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interests[3],  and  adversely  impact  the  entire  economic
ecosystem[4].  Recently,  there  has  been  an  increasing
incidence  of  financial  statement  fraud  among  listed
companies,  resulting  in  significant  adverse
consequences.  For  example,  in  2020,  Luckin  Coffee
Co.  Ltd.  engaged  in  financial  statement  fraud,  whose
fraudulent  activities  triggered  widespread
repercussions,  leading  to  substantial  job  losses.
Eventually,  Luckin  Coffee  Co.  Ltd.  was  delisted  from
the  list  of  listed  companies.  Thus,  the  prompt  and
accurate  detection  of  financial  statement  fraud  is
imperative.  Furthermore,  such  fraud  in  a  listed
company can adversely affect  its  stock value and may
result in severe legal ramifications[5−7].

Annually, numerous companies engage in fraudulent
activities.  The  Securities  Regulatory  Commission
performs  random  audits  on  selected  listed  companies’
financial  statements  and  discloses  the  outcomes
publicly. However, it suffers inefficiencies in manually
reviewing  financial  reports.  The  vast  number  of
companies  necessitates  extensive  labor  and  resources
for  comprehensive  spot  checks.  Therefore,  the
development  of  an  efficient  and  precise  algorithm  to
detect  fraud  risks  in  publicly  listed  companies  is
essential.  Such a  tool  can  minimize  investor  losses  by
facilitating the pre-auditing of financial reports, thereby
enhancing  audit  efficiency  and  accuracy.  However,
some  fraudulent  companies  remain  undetected,  either
not  chosen  for  audits  or  evading  detection  through
sophisticated  tactics.  Hence,  an  effective  and  accurate
algorithm  is  desired  to  identify  financial  statement
fraud,  overcoming  the  limitations  of  the  Securities
Regulatory Commission’s random audit approach.

Previous  research  relies  on  data-driven  methods  for
detecting  fraud[8].  Data  of  various  types,  informed  by
domain expertise, are extracted and input into machine
learning classifiers[9].  These data fall  into two primary
categories:  structured  and  unstructured.  Structured
data,  usually  stored  in  tabular  or  relational  databases,
possess  a  defined  data  model  and  format,  exemplified
by raw financial  statements  data[10] and  financial  ratio
index[11].  In contrast, unstructured data, often found as
text,  images,  and  audio[12],  lack  such  defined  models.
Machine learning classifiers  and neural  networks[13, 14]

analyze  these  diverse  financial  data  to  pinpoint
potential  fraud  in  financial  statements,  aiding
regulatory  agencies,  and  business  managers  in
identifying risks.

Nevertheless,  current  data-driven  methods
concentrate on the internal characteristics of individual
companies,  overlooking  the  intricate  interconnections
among  companies  and  the  potential  diffusion  of
fraudulent  behaviors  across  them.  Prior  studies  have
demonstrated that the supply chain plays a crucial role
in  investigating  the  propagation  of  financial  risks
among  enterprises[15].  Similarly,  other  relationships
exist  among  companies,  which  also  contribute  to
identifying  the  propagation  of  financial  fraud  risks
within  companies.  For  instance,  from  2014  to  2019,
Huarong  encountered  severe  financial  statement  fraud
issues, and its auditing firm, Deloitte Touche Tohmatsu
CPA  Ltd.,  had  significant  audit  deficiencies[16].
Inference  can  be  drawn  that  companies  audited  by
Deloitte  may  face  a  higher  risk  of  financial  statement
fraud than those audited by other entities.

Additionally,  current  methods  suffer  from  the  issue
of class imbalance, with normal samples outnumbering
fraudulent  ones  significantly.  Models  trained  on
imbalanced  data  tend  to  classify  samples  as  non-
fraudulent,  thereby  diminishing  the  accuracy  of
identifying  fraudulent  samples.  Previous  methods  rely
on  either  under-sampling  or  oversampling  techniques
to address class imbalance issues[17]. However, random
under-sampling  leads  to  the  loss  of  valuable
information  on  the  training  data  and  constrains  the
generalization  of  trained  models.  Oversampling
techniques  create  fraudulent  samples  by  either
duplicating  existing  fraud  samples  or  generating
synthetic  fraud  samples.  However,  it  could  introduce
bias  in  the  training  samples  and  consequently  lead  to
performance  degradation.  The  imbalanced  data  make
detecting fraud more challenging.

Various  relationships  exist  among  companies,
including  upstream-downstream  transactions  and
investment  connections.  Companies  may  collectively
participate  in  fraudulent  activities  through  these
relationships,  underscoring  the  significance  of
investigating  unstructured  connections  between
companies to uncover concealed fraud. We investigate
three  relationships  among  listed  companies,
constructing  three  distinct  sub-graphs  accordingly.
Industry  relationship links  companies  belonging  to
the  same  industry,  which  serves  various  roles  and
functions  within  an  industrial  value  chain.  It  aids  in
comprehending  the  competition  and  cooperation
among  companies,  unveiling  the  dynamic  changes  in
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industry  development.  Comparing  companies  within
the  same industry  and  analyzing  performance  changes
over time can help identify potential signs of financial
statement  fraud. Supply-chain  relationship connects
upstream,  mid-stream,  and  downstream  enterprises  on
product lines. Companies within the same supply chain
exhibit  strong  correlations,  offering  insights  into  the
spread  of  risks  among  companies[18]. Accounting-
sharing  relationship connects  the  listed  companies
that  accept  audit  services  from the  same auditing firm
within  the  same  year.  Companies  that  engage  the
services of the same accounting firm for auditing often
have  closer  cooperation.  Specifically,  certain
accounting  firms  may  collude  with  companies  to
commit  financial  statement  fraud,  increasing  the
likelihood  of  fraudulent  activities  among  the
companies they have served. Therefore, an accounting-
sharing  sub-graph  can  assist  in  identifying  organized
fraud.  The  three  sub-graphs  are  fused  into  a  single
multi-relational graph for statements fraud detection.

Subsequently,  we  propose  a  novel  multi-relational
graph  neural  network  model,  named  FraudGCN,  to
identify  financial  statement  fraud.  FraudGCN  is
composed of  a  diffusion-based under-sampling model,
a  multi-relational  Graph  Convolutional  Network
(GCN)  encoder,  and  a  Multi-Layer  Perceptron  (MLP)
classifier with focal loss. The original dataset exhibits a
significant  class  imbalance,  requiring  under-sampling
to  mitigate  this  issue.  Additionally,  under-sampling
improves  model  reusability.  However,  using  a  basic
random under-sampling  method  to  retrieve  a  balanced
dataset  might  discard  numerous  normal  samples,
leading to information loss. In this paper, we employ a
diffusion-based  under-sampling  technique  to  select
training  samples  based  on  their  importance  in  the
graph.  We  calculate  a  diffusion  matrix  to  obtain  a
global  view  of  node  importance.  Leveraging  this
diffusion  matrix,  we  perform  node  under-sampling,
focusing  on  nodes  that  are  relatively  more  influential
from the global perspective.

The  multi-relational  GCN  encoder  learns  node
embeddings  that  capture  rich  semantic  information
from multiple  relationships  and  discover  the  inter  and
intra-relational  neighborhood  information.  Compared
to  traditional  GCNs,  multi-relational  GCNs  provide
greater  flexibility  as  they  can  simultaneously  consider
various relationships or edges, enabling the assignment
of distinct weights. This scheme enables the encoder to
capture  diverse  node  relationships  more  effectively,

making  them  well-suited  for  complex  graph  data.
During  training,  we  employ  the  multi-relational  GCN
encoder  based  on  the  propagation  scheme.  Different
from  transductive  learning,  this  approach’s  advantage
lies  in  its  capability  to  handle  new  nodes  without
retraining  the  algorithms.  We  can  directly  employ  the
model to predict labels for previously unseen instances,
thus providing an inductive learning approach.

However, the mini-batch data obtained by diffusion-
based  under-sampling  still  exhibits  imbalance,  though
to  a  reduced  degree.  We  introduce  the  focal  loss
function to address the class imbalance problem in the
mini-batch.  By  assigning  higher  weights  to  fraud
samples  through  adjustments  to  the  focusing
parameters,  the  focal  loss  prioritizes  challenging
instances that possess more discriminative information.
This policy enhances the model’s acquisition of crucial
information,  thereby  improving  classification
performance.  The  main  contributions  of  this  work  are
as follows:
• We  introduce  FraudGCN,  an  innovative  multi-

relational  graph  convolutional  network  for  detecting
financial  statement  fraud.  It  explores  various  kinds  of
connections  between  companies  to  aggregate
comprehensive  neighborhood information.  To  the  best
of  our  knowledge,  this  is  the  first  attempt  to  apply
multi-relational  graphs  in  the  field  of  financial
statement fraud detection.
• We  propose  a  diffusion-based  node  sampling

method to address the class imbalance problem in fraud
detection,  which  can  select  globally  crucial  nodes  for
model  training.  Additionally,  we introduce Focal  Loss
to adjust weights for the sparse fraudulent samples.
• We conduct extensive experiments to evaluate the

performance  of  FraudGCN  on  a  real-world  dataset
from  Chinese  listed  companies.  Experimental  results
show  that  our  model  outperforms  state-of-the-art
approaches by 3.15% in Macro-recall, 3.36% in Macro-
F1, and 3.86% in GMean.

The rest of this paper is organized as follows: Section
2  presents  the  related  work.  Section  3  describes  our
proposed  method.  Section  4  presents  the  conducted
experiments,  and  Section  5  concludes  this  work  with
future research directions.

2　Related Work

2.1　Data-driven methods

Fraud  detection  in  financial  statements  is  typically
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formulated as a binary classification challenge. Various
approaches  have  been  proposed,  employing
conventional  machine  learning  classifiers,  including
Logistic  Regression  (LR)[19],  Decision  Trees  (DT)[19],
and  Support  Vector  Machine  (SVM)[20] for  financial
statement  fraud  detection.  These  methods  can  be
broadly  classified  into  two  categories  based  on  the
types  of  data  utilized  in  the  models:  structured  and
unstructured.

Some  studies  have  found  that  financial-related
structured  data  can  effectively  improve  the  predictive
performance of machine learning classifiers such as LR
and  SVM[20].  These  structured  data  include  raw
financial  data  and  financial  ratio  indicators[21].
Research  has  shown  that  using  an  SVM  model  based
on  raw  financial  data  outperforms  financial  indicators
based prediction models[22].  DT models based on both
raw financial  data and financial  indicators can quickly
draw  effective  conclusions  from  large  datasets[23, 24].
However,  these  methods  may  be  prone  to  overfitting.
Random  forests  identify  fraudulent  activities  in  the
financial  statements  of  listed  companies  and  offer
better  robustness  and  stability  than  DT[25].  Some
studies  suggest  that  fraudulent  companies  often
misrepresent  their  true  financial  data,  limiting
classification performance[26].

Non-structured data, such as textual data from annual
reports  and  audio  samples  from  earnings  calls,  can
better reflect the true business conditions of companies.
Consequently,  deep  learning  algorithms  are  employed
to  quantify  the  textual  data  from  annual  reports,
significantly  improving  the  predictive  accuracy[26, 27].
Some  studies  leverage  ensemble  methods,  which
outperform  other  machine  learning  methods  in
accurately  classifying  fraudulent  companies[28, 29].

Extracting linguistic indicators from the Management’s
Discussion  and  Analysis  (MD&A)  section  of
companies’ annual  reports  can  serve  as  an  effective
complement to structured data, enabling early warning
for  financial  statement  fraud[30].  Experiments  have
demonstrated that  obtaining audio samples from Chief
Executive  Officers  (CEOs)  during  earnings  calls  and
generating  audio  markers  are  helpful  in  detecting
financial  fraud[31].  Dong  et  al.[32] proposed  a  text
analysis  framework  based  on  Systemic  Functional
Linguistics (SFL) for automatically extracting text data
from financial social media to assess companies’ fraud
risks.  These  methods  extract  features  of  companies
from  non-structured  data  from  various  perspectives,
complementing  structured  financial  data. Table  1
summarizes  prior  research  related  to  financial
statement  fraud  detection  in  the  literature.  Most  of
these studies use machine learning algorithms to detect
financial  fraud,  with  the  primary  data  sources  being  a
company’s  financial  data  and  textual  information.
However,  these  methods  primarily  concentrate  on  the
characteristics  of  individual  companies,  overlooking
the wealth of interaction information of companies.

2.2　GNN-based approaches

Neural  networks[39, 40],  with  their  powerful  data
modeling and feature extraction capabilities, have been
widely  applied  in  various  fields  such  as  Natural
Language  Processing  (NLP)  and  Computer  Vision
(CV). Concurrently, significant advancements in neural
networks  have  paved  the  way  for  tackling  complex
scientific  challenges[41],  especially  in  addressing
nonlinear  problems[42−44].  Among these  developments,
Graph Neural Networks (GNNs), as a critical branch of
neural  networks,  have been specifically optimized and

 

Table 1    Previous studies on financial statement fraud detection.
Reference Year Data type Classification method

Cecchin et al.[22] 2010 Raw financial data SVM
Cecchin et al.[26] 2010 Textual data from MD&A, financial ratio indicators SVM

Chen et al.[33] 2014 Corporate governance indexes, financial ratio indicators RF, RST, DT, BNP

Hajek and Henriques[30] 2017 Textual data from MD&A, financial ratio indicators LR, NB, BBN, DT, SVM, MLP,
Bagging, RF, Adaboost

Ozdagoglu et al.[34] 2017 Financial ratio indicators DT, LR, ANN
Rizki et al.[35] 2017 Financial ratio indicators SVM
Tang et al.[36] 2018 Raw financial data C4.5 DT
Bao et al.[37] 2020 Raw financial data RUSBoost

Craja et al.[12] 2020 Textual data from MD&A, financial ratio indicators HAN
Wu and Du[38] 2022 Textual data from MD&A, financial ratio indicators RNN, CNN, LSTM, GRU
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designed for the structural characteristics of graph data.
GNNs  excel  in  processing  data  with  network-like
structures, including but not limited to social networks,
knowledge graphs, and protein interaction networks, by
efficiently  leveraging  the  connections  between
nodes[45, 46].

Various  GNN-based  models  have  been  proposed  to
tackle  financial  fraud  detection  and  enterprise  risk
prediction.  Liu  et  al.[47] constructed  heterogeneous
account-device  graphs  and  introduced  Graph
Embeddings  for  Malicious  accounts  (GEM)  for
detecting  abnormal  accounts  in  Alipay.  Feng  et  al.[48]

considered the interaction of internal company features
and explicitly modeled feature interactions using CCR-
GNN  for  corporate  credit  rating.  Yang  et  al.[15]

proposed  ST-GNN  for  extracting  supply  chain
relationships  among  enterprises  to  predict  enterprise
risks.  Additionally,  GraphConsis[49] has  been
recognized  for  its  balanced  sampling  optimization
technique,  devised  to  mitigate  inconsistencies  in  risk
control  scenarios.  The  incorporation  of  Related  Party
Transactions  (RPTs)  node  degree  with  financial  data
has  been  demonstrated  to  significantly  boost  fraud
detection efficacy[50].

Traditional GNNs are confined to single-relationship
graph  data,  yielding  a  limited  scope  of  structural
insights.  Multi-relational  GCNs  emerge  as  a  more
versatile  solution.  These  networks  are  adept  at
integrating  multifaceted  information  from  diverse
sources,  offering  a  richer  data  representation  and
enhanced  analytical  flexibility  by  concurrently
evaluating multiple  relational  contexts.  This  capability
renders  them  particularly  effective  for  complex  graph
data analyses.  In contrast to traditional fraud detection
methods,  our  approach  focuses  on  utilizing  multi-
relational  graphs  to  discern  complex  cooperative
dynamics among corporations.

3　Our Method

3.1　Problem definition

G = {V, E, A, X, Y} V = {v1, v2, . . . , vN}
N

A multi-relational graph is an extended graph structure
composed of nodes and multi-relational edges designed
to  represent  complex  relationships  among  nodes.
Unlike  traditional  graphs,  a  multi-relational  graph
allows  for  multiple  types  of  edges  between  nodes.  A
multi-relational imbalanced graph can be formalized as

, where  is the set
of  nodes,  is  the  number  of  nodes;

E = ε1∪ε2∪ · · ·∪εR
εR R R

A = {A1, A2, . . . , AR}
AR

R X Y
er

u,v = (u,v) ∈ εr
u v

r εr r
v xv ∈ XL d

XL yv ∈ Y
v yv = 1

yv = 0

XU = X\XL

V

XL

XU

XU

 is  the  set  of  edges  over  all
relations,  is the set of edges of the -th relation,  is
the  number  of  relations;  is  the  set
of  multiple  adjacency  matrices,  is  the  adjacency
matrix of the -th relation; and  and  are the sets of
node  features  and  labels,  respectively. 
denotes  an  edge  connecting  nodes  and  with  the
relation , and  is the set of edges of the -th relation.
For  each  node ,  is  a -dimensional  feature
vector,  is the set of features of labeled nodes, 
is  the label  of  node ,  means the node is  fraud,
and  means  the  node  is  normal.  Fraud  detection
aims to  predict  the label  of  a  node in  unlabeled nodes

.  In  practice,  we  consider  individual
companies as nodes, with the node set  comprising all
the  listed  companies.  A  multi-relational  graph  is
constructed  based  on  the  relationships  of  these
companies.  Some  companies  have  been  subject  to
inspections  by  regulatory  authorities  and  have  their
results  disclosed.  These  nodes  consist  of  labeled  data

,  while  the  remaining  companies  are  considered
unlabeled  nodes  in .  Our  objective  is  to  perform
fraud detection on these unlabeled nodes , i.e., those
companies have not been subject to inspections.

The  fraud  detection  model  leverages  intrinsic  node
features  and  multi-relational  graphs  to  identify  fraud
nodes that significantly deviate from normal ones. This
process  is  formulated  as  a  binary  classification  task
with  imbalanced  classes  on  multi-relational  graphs.
Class  imbalance  refers  to  the  disproportionate
distribution  of  node  categories,  with  normal  nodes
substantially outnumbering fraudulent ones.

3.2　Overview of the proposed method

XL

XLd

Figure  1 illustrates  the  architecture  of  our  proposed
model FraudGCN, which comprises three components:
a  diffusion-based  under-sampling  module  for
addressing  class  imbalance,  a  multi-relational  GCN
encoder  for  generating  node  embeddings  with
comprehensive  semantic  information  derived  from
multiple relations, and an MLP for fraud prediction. In
the  training  set ,  the  number  of  normal  samples
significantly  exceeds  that  of  fraudulent  ones,  resulting
in class imbalance. The under-sampling module utilizes
a diffusion matrix to select training nodes . During
training,  nodes  are  grouped  into  mini-batches.  Within
each  mini-batch,  the  multi-relational  GCN  encoder
processes these nodes to extract their embeddings. The
obtained node embeddings are then combined with the

    924 Big Data Mining and Analytics, September 2024, 7(3): 920−941

 



original node features through skip connections to form
the  final  embeddings.  Subsequently,  an  MLP  is
employed to predict whether a node is fraudulent. The
GCN encoder and MLP parameters are optimized using
focal  loss  to  mitigate  class  imbalance  in  a  mini-batch.
For  testing,  the  model  predicts  fraud  for  each  node
without under-sampling.

3.3　Multi-relational graph construction

The  multi-relational  graph  encompasses  three  distinct
types  of  relations:  industry,  accounting-sharing,  and
supply-chain.

GIndustry

εIndustry

The  construction  of  the  industry  sub-graph  involves
linking companies within the same industry during the
same  year.  Industries  play  various  roles  and  functions
in  an  industry  value  chain.  Industry  sub-graph  is
instrumental  in  elucidating  the  interactions  between
competition  and  cooperation  among  companies,
revealing  dynamic  changes  in  an  industry’s  evolution.
The  process  of  constructing  Industry  sub-graph

 involves  multiple  steps,  with  the
corresponding  edge  set  denoted  as .  Initially,

data  about  all  listed  companies  and  their  respective
industry  categories  are  collected,  followed  by
establishing  connections  among  companies  by
matching  their  stock  symbols  with  the  same  industry
categories.

GAccounting-share

GAccounting-share

εAccounting-share

The  principal  aim  of  audit  services  is  to  ensure  the
accuracy  and  transparency  of  a  company’s  financial
reports,  thereby  protecting  the  interests  of  both
investors  and  stakeholders.  Engaging  the  same
accounting  firm for  auditing  can  cultivate  a  reciprocal
relationship,  potentially  yielding  various  business
synergies.  When  numerous  companies  choose  to
employ  the  same  auditing  firm,  it  can  lead  to  diverse
collaborative  benefits  and  synergistic  business
opportunities,  allowing  them  to  mutually  benefit  in
various  ways.  The  Accounting-sharing  sub-graph

 connects  listed  companies  that  utilize
audit  services  from  the  same  auditing  firm  within  a
specific year. The edge set of  is denoted
as .  This  sub-graph  is  instrumental  in
identifying organized fraud.
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Fig. 1    Overview of the proposed method. Based on the diverse interconnected relationships between companies, we construct
three types of sub-graphs: industry, accounting-sharing, and supply-chain. Node features are extracted from the financial data
and  textual  content  of  companies’ annual  reports.  In  these  sub-graphs,  gray  nodes  represent  companies  involved  in  fraud,
white nodes depict normal companies, and striped nodes are for those unlabeled. The training process is illustrated with red
arrows, whereas the testing phase is indicated by purple arrows. Within the training set , a diffusion-based under-sampling
technique is  employed to  obtain quasi-balanced subsets.  Subsequently,  the multi-relational  GCN encoder initially  aggregates
neighborhood  information  within  each  relationship  and  subsequently  integrates  them  with  an  attention  mechanism.  The
resultant embeddings are then fed into an MLP to calculate the probabilities of node fraud . For unlabeled nodes, fraud
probabilities are directly inferred using the trained model.
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GSupply-chain

εSupply-chain

G = {V, E, A, X, Y} E = εIndustry∪εAccounting-share∪
εSupply-chain

Financial  interactions  among  companies  within  the
same supply chain are typically interdependent.  If  one
company in  the  supply  chain  commits  financial  fraud,
the  likelihood  of  fraudulent  activities  in  other
companies  within  the  same  chain  tends  to  be  higher
than  average[15].  The  Supply-chain  sub-graph  is
constructed  by  linking  enterprises  along  the  same
supply chain, including both upstream and downstream
entities,  denoted  as .  The  associated  edge
set  for  this  graph  is  denoted  as .  The  final
multi-relational  graph  comprises  three  distinct  graphs:

, where 
.

3.4　Diffusion-based under-sampling method

XL

i
Ai

S i

We  propose  a  diffusion-based  sampler  for  node
selection from the training set . The key idea entails
integrating  a  global  perspective  of  node  importance
into  the  sampling  process  where  nodes  deemed
significant  globally  are  more  likely  to  be  sampled.
Initially, we employ graph diffusion techniques[51, 52] to
learn  the  structure  of  a  graph,  enabling  the
quantification  of  a  node’s  importance  from  a  global
standpoint.  In  a  multi-relational  graph  comprising
multiple adjacency matrices, we calculate the diffusion
matrix  for  each  relationship  and  then  compute  a
comprehensive  result.  Given  the -th  relationship’s
adjacency  matrix ,  we  calculate  its  graph  diffusion
matrix  as follows:
 

S i =

∞∑
k=0

θkT k
i (1)

Ti T k
i

k Ti θk

S i

i
Ti θk

Ti = Ai Di
−1

θk = αd(1−αd)k Di

Ai αd ∈ (0,1)

where  denotes the generalized transition matrix, 
represents  the -th  power  of ,  is  a  weighted
coefficient  that  modulates  the  balance  between  global
and  local  information,  and  signifies  the  diffusion
matrix  for  the -th  relationship.  By  adopting  specific
values  for  and ,  different  instantiations  of  graph
diffusion  can  be  obtained.  This  paper  employs
Personalized PageRank (PPR)[53] as an instantiation of
graph  diffusion.  Specifically,  PPR  selects 
and , where  is the diagonal matrix of
adjacency matrix ,  and  is the propagation
probability  during  PPR  random  walks.  To  circumvent
multiple  iterative  steps,  we  calculate  the  PPR  graph
diffusion matrix as follows:
 

SPPR
i = αd (In− (1−αd)Di

−1/2 Ai Di
−1/2)−1 (2)

Inwhere  is the identity matrix. In the diffusion matrix,

t
vt

the -th  column  offers  a  global  perspective  on  the
connectivity  between  node  and  other  nodes.
Consequently,  we  can  employ  the  diffusion  matrix  to
select  nodes  that  are  relatively  important  in  the  global
context.

For  achieving  a  balanced  training  set,  nodes
belonging  to  minority  classes  should  be  assigned  a
greater  sampling  probability  compared  to  those  from
majority classes. Hence, the final sampling probability
is determined as follows:
 

P (v) =


SPPR

1 (:,v)+SPPR
2 (:,v)+SPPR

3 (:,v)
N1

, yv = 1;

SPPR
1 (:,v)+SPPR

2 (:,v)+SPPR
3 (:,v)

N0
, yv = 0

(3)

SPPR
i (:,v)

SPPR
i i v

N1 N0

yv = 1 yv = 0
sr

sr

where  represents  the  sum  of  the  column  in
 of the -th sub-graph where node  is located, and

 and  denote  the  number  of  nodes  with  class
 and ,  respectively.  The  ratio  of  normal  to

fraudulent  samples  is  defined  as .  Through  under-
sampling,  is  reduced  to  mitigate  severe  data
imbalance.

sr

sr

sr

To align the normal-to-fraudulent sample ratio with a
specific  target  value  of ,  a  two-step  process  is
required.  Initially,  the  diffusion-based  under-sampling
method is employed to uniformly sample all categories,
obtaining both normal  and fraudulent  samples.  At  this
juncture, the ratio may not align with . Subsequently,
the  sample  ratio  is  fine-tuned  by  selectively  removing
excess fraudulent samples until the target  is attained.

3.5　Multi-relational GCN encoder

Considering  the  challenges  faced  by  traditional  GNNs
in  processing  multi-relational  graphs,  we  propose  a
multi-relational  GCN  encoder  comprising  two
components:  intra- and  inter-relation  neighborhood
aggregations.  In  a  single-relation  sub-graph,  the
aggregation  process  incorporates  neighborhood
information  pertinent  to  that  specific  relation.  Each
relation  represents  an  important  aspect  within  the
multi-relational  graph.  Aggregating  neighborhood
information  within  each  relation  enables  the  effective
utilization of diverse relational data, thereby facilitating
a more thorough and integrated understanding.

In  each  relation  of  a  multi-relational  graph,  the
aggregated  features  encompass  only  the  neighborhood
information  pertinent  to  that  specific  relation,  thus
reflecting  a  single  facet  of  the  information  from  a
specific kind of neighbors.  In a multi-relational graph,
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a  node’s  neighbors  vary  across  different  relations,
indicating  that  the  node  can  aggregate  more  diverse
information  by  considering  multiple  relationships.  For
a  more  holistic  representation,  integrating  the
aggregated  features  from  different  relations  is  crucial,
enabling  the  utilization  of  rich  semantic  information
within  the  multi-relational  graph.  The  aggregation
process  in  a  multi-relational  graph  consists  of  two
phases:  (1)  the  intra-relation  aggregation  that
aggregates  neighborhood  information  in  a  single  sub-
graph,  and (2)  the  inter-relation aggregation that  fuses
information from different relationships.
3.5.1　Intra-relation aggregation

p
Within a single sub-graph of the multi-relational graph,
similarity-based  top-  sampling  is  utilized  for
aggregation  operations  on  neighbors  within  the
neighborhood[54].  Node  embedding  is  calculated  by
aggregating information from these sampled neighbors.

p

u
v

The  process  of  updating  node  embeddings  involves
two  phases.  Initially,  a  similarity  measurement
mechanism  is  devised  to  select  neighbors  with  higher
similarity. This approach prevents the over-aggregation
of normal samples, which might otherwise diminish the
detectability  of  fraudulent  nodes.  Within  each
relationship,  we  perform  top-  sampling  for  a  target
node, predicated on its similarity to neighboring nodes.
In a single-relation graph, the similarity between  and

 is calculated as follows:
 

sim (v,u) =
h(l)

v
T

h(l)
u∥∥∥∥h(l)

v

∥∥∥∥
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, (v,u) ∈ ε(l)r (4)
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where  is the embedding of node  at the -th layer,
,  is the feature of node , and  is the set

of edges of node  at the -th layer under relation .

v

Subsequently,  the  embeddings  of  the  selected
neighbors  are  aggregated  to  obtain  a  comprehensive
representation  of  the  target  node.  The  aggregation
operation  for  the  neighbors  of  node  is  denoted  as
follows:
 

h(l+1)
v,r = Aggregate ({h(l)

u,r,u ∈ N(l)
r (v)}) (5)

N(l)
r (v) v

l r h(l)
u,r

u l
r h(l+1)

v,r

v p
Aggregate (·)

where  is the set of sampled neighbors of node 
at  the -th  layer  under  relation ,  and  denotes  the
representation of node  at the -th layer under relation
,  represents  the  aggregated  embedding  of  the

target  node  obtained  through  top-  sampling  of
neighbors, and  refers to the mean pooling
function.  This  approach  effectively  captures  the

contextual information of nodes in each corresponding
relationship.
3.5.2　Inter-relation aggregation
Inter-relation  aggregation  facilitates  the  integration  of
features  across  various  relationships,  thereby
uncovering  interconnections  between  companies.
Nonetheless,  the  significance  of  each  relation  varies
depending  on  the  target  node.  To  ensure  a  thorough
fusion  of  information,  an  attention  mechanism  is
employed  to  compute  attention  coefficients  for
different relations. The calculation proceeds as follows:
 

α(l)
v,r =

exp (σ (a · [Wr
(l)h(l−1)

v ∥Wr
(l)h(l)
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∥ σ

a Wr
(l)

α(l)
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r v l
R

where “ ” is the concatenation operation,  denotes the
activation function,  is a learnable weight vector, 
is  a  trainable  weight  matrix,  and  represents  the
attention coefficient of relation  for node  at the -th
layer, and  is the number of relations.

Ultimately,  the  formula  for  aggregating  features
across various relations is as follows:
 

h(l)
v = σ (Wv

(l)h(l−1)
v ⊕

R∑
r=1

α(l)
v,rWv

(l)h(l)
v,r) (7)

Wv
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v

l−1 v
h(l)

v r
l ⊕

where  is a trainable weight matrix,  denotes
the  node  embedding  in  the  ( )-th  layer  of  node ,

 represents  the  node  embedding  from  relation  in
the -th  layer,  and “ ” denotes  the  summation
operation of embeddings.

3.6　Classifier and model optimization

x

v

In  our  model,  node  features  are  fed  into  the  MLP
layer  via  a  skip  connection.  Specifically,  we  arrange
node  embeddings  obtained  from  the  multi-relational
GCN encoder in conjunction with raw node features in
a  concatenated  manner.  This  concatenated
representation  serves  as  the  ultimate  node  vector
representation.  For  each  node ,  the  ultimate
embedding of the node is computed as follows:
 

zv = h(Nlay)
v ∥ xv (8)

h(Nlay)
v

Nlay

xv v zv

v

where  is  the  node  embedding  output  from  the
relational-aware  GCN,  is  total  number  of  layers,

 represents the original features of node , and  is
the final embedding of node . Subsequently, an MLP
is utilized for predicting node labels,
 

MLP (zv) = σ (b2+W2 (σ (b1+W1 zv))) (9)
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σ(b1+W1 zv)
b1 W1

σ

b2 W2

where  represents the output of the hidden
layer,  and  are the bias vector and weight matrix
from the output layer to the hidden layer, with  being
the  activation  function.  Similarly,  and  denote
the bias vector and weight matrix from the hidden layer
to  the  output  layer.  The  MLP  is  configured  with  two
hidden layers.

Loss  functions  are  used  to  calculate  the  difference
between  the  predicted  and  true  values[55].  By
optimizing  the  loss  function,  the  model  adapts  its
parameters effectively[56]. Even in a mini-batch training
set,  class  imbalance  persists  due  to  the  number  of
normal  over  fraudulent  samples,  thereby  complicating
the  task  of  fraud  detection.  To  mitigate  the  impact  of
class  imbalance  during  training,  we  incorporate  the
focal loss. The main idea behind focal loss is to reduce
the weight of easy examples and increase the weight of
hard  examples,  thereby  emphasizing  the  challenging
samples  for  the  model.  We introduce  the  focal  loss  to
optimize the model as follows:
 

Loss =
∑

v∈XLd

− (α(1− pv)γyv log(pv) +

(1−α)(pv)γ(1− yv) log(1− pv)
)

(10)

pv =MLP(zv) XLd

XL α

γ

γ

where ,  is  the  set  of  nodes  obtained
by  diffusion-based  under-sampling  from  the  training
set  during the current epoch,  is a balance factor to
balance  the  importance  of  fraud/normal  samples  and
alleviate  the  class  imbalance  issue,  and  is  an
adjustable parameter that controls the balance between
the  weights  of  easy  and  hard  samples.  acts  as  a
modulating  factor,  diminishing  the  weight  of  easily
classified  samples  while  amplifying  that  of  more
difficult  ones,  thereby  directing  the  model’s  focus
towards  minority  classes  and  challenging  cases.  Focal
loss can bolster the predictive accuracy of the MLP and
counter overfitting by reducing the model’s inclination
to classify a test sample as normal.

Algorithm  1  shows  the  pseudocode  of  the  training
process. And our model employs 98 neurons and 26 722
trainable  parameters  to  optimize  performance.  In  the
relational  aggregation  module, 12 160 trainable
parameters  are  used  to  adjust  the  nodes’ embedding
dimension from an initial feature dimension of 190 to a
standardized  embedding  dimension  of  64.  For  the
attention mechanism, 128 trainable parameters are used
for  linear  transformation.  Furthermore,  the  final  MLP
module  comprises  98  neurons  and 14 454 trainable
parameters,  allocated  over  three  linear  layers.  This

design  has  been  carefully  tuned  based  on  the
complexity of the task and characteristics of the dataset
to achieve optimal performance.

4　Experiment and Result

4.1　Experimental settings

4.1.1　Datasets
A  real-world  dataset  is  gathered  from  4043  Chinese
listed  companies  in  2021.  This  dataset  comprises
financial  statements,  industry  categorization,  auditing
firm  affiliations,  and  supply  chain  details  of  these
companies.  The  data  are  sourced  from  the  annual
financial  statements  of  Chinese  listed  companies  and
the  China  Stock  Market  &  Accounting  Research
database (CSMAR).

In  light  of  the  limitations  identified  in  prior  works,
we have extracted three types of features: raw financial
statements  data,  changes  in  financial  statements  data,
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∆

and  annual  report  text  data.  Raw  financial  statement
data  are  compiled  from  three  distinct  tables:  the
balance  sheet,  income  statement,  and  cash  flow
statement.  This  data  accurately  reflect  a  company’s
financial  status  for  a  given  year,  such  as  its  liabilities
and  profitability.  Financial  indicators  with  excessive
missing values are omitted, resulting in the retention of
91  raw  financial  indicators.  These  91-dimensional
original  financial  features  are  denoted  as  financial
features  (ff).  The  details  of  financial  features  are
elaborated  in  Appendix  in  Table  A1.  Changes  in
financial statements data are determined by calculating
variations  between  the  raw  financial  data  of  two
successive years, thereby capturing the dynamic nature
of  a  company’s  financial  condition.  We  compute  the
difference  between  a  company’s  financial  features  of
two  consecutive  years,  denoted  as ff.  Consequently,
the  feature  dimensionality  expands  to  182.  Annual
report text data are sourced from the MD&A section of
the  company’s  annual  report[26].  Text  features  (tf)
encompass various textual  indicators from the MD&A
section,  including  text  similarity  compared  to  the
previous  year,  the  number  of  positive  words,  the
number  of  negative  words,  the  total  vocabulary,  the
number  of  sentences,  the  word  count,  and  sentiment
analysis. The unstructured textual data from the annual
report  offer  comprehensive  and  objective  insights  into
the  company’s  business  operations  within  the  given
year.  The  detailed  composition  and  calculation
methods of text features are detailed in Table 2, where
“mean” represents  the  average  value  of  the
corresponding  feature,  and “standard  deviation”
represents  the  standard  deviation  of  the  corresponding
feature.

∆We denote the three kinds of features as ff, ff, and

tf,  respectively.  The  raw  feature  vector  of  a  single
company is obtained as follows:
 

x = ff ∥ ∆ff ∥ tf (11)
xwhere  is  the  raw  feature  vector. Table  3 illustrates

the statistical characteristics of these features.
The  annual  financial  statements  offer  a  clear

depiction of the financial and operational conditions of
the listed companies for the given year. In this dataset,
we  classify  companies  based  on  their  audit  opinions.
Companies  with  an  audit  opinion  of “Unqualified
opinion” are  labeled  as  normal  samples,  whereas  the
others  are  marked  as  fraud  samples. “Unqualified
opinion” refers  to  the  auditors’ conclusion  that,
following  the  audit  of  a  company’s  financial
statements,  the  financial  information  presented  in  the
statements  is  true,  accurate,  and complete.  Among the
4 043 companies,  235  companies  are  labeled  as  fraud,
leading  to  a  significant  imbalance.  The  Imbalance
Ratio (IR), defined as the ratio of majority to minority
class samples, is 16.20. Table 4 provides a summary of
the  dataset,  which  contains  a  total  of 828 497 edges,
and  average  degree  refers  to  the  average  value  of  the
degrees  of  all  nodes  in  the  graph.  In  subsequent
experiments, a stratified sampling method is employed
to create training and test sets at a ratio of 3 to 1. The
use  of  stratified  sampling  provided  by  Scikit-learn[57]

ensures  that  the  imbalance  proportions  of  samples
within each subset  remain consistent  with those in the
original dataset. The experiment is repeated five times,
and the average results are reported. The dataset will be
publicly available via Github.
4.1.2　Baseline methods
We  employ  the  following  twelve  widely-recognized
methods  as  baselines  to  highlight  the  effectiveness  of

 

Table 2    Statistics of text features.

Feature Meaning Calculation Mean Standard
deviation

TextualSimilarity Text similarity compared
to the previous year

Utilizing Latent Semantic Indexing (LSI) cosine
similarity calculation algorithm 91.39 13.13

PositiveVocabularyNum Number of positive words − 740.78 348.34
NegativeVocabularyNum Number of negative words − 369.10 152.90

TotalWordsNum Total number of words − 8997.16 3877.60
SentencesNum Number of sentences − 219.71 99.95

WordsNum Number of the characters − 17 778.47 7593.60

EmotionTone1 Emotional intonation 1 (PositiveVocabularyNum−NegativeVocabularyNum)/
TotalWordsNum 0.04 0.01

EmotionTone2 Emotional intonation 2 (PositiveVocabularyNum−NegativeVocabularyNum)/
(PositiveVocabularyNum+NegativeVocabularyNum) 0.32 0.11

  Chenxu Wang et al.:  Multi-Relational Graph Representation Learning for Financial Statement Fraud Detection 929

 



our proposed model.
• LR[58]:  LR  is  a  classical  classification  model  for

binary classification tasks.
• DT[59]: DT is a tree-based classification model that

learns  rules  based  on  decisive  features  to  partition
unknown instances.
• KNN[60]:  K-Nearest  Neighbors  (KNN)  is  an

instance-based  learning  algorithm  that  categorizes  a
sample  into  the  majority  class  of  the  k-nearest
neighbors.
• RF[61]:  Random  Forest  (RF)  is  an  ensemble

learning method that improves performance by training
and predicting on numerous decision trees.
• SVM[62]: SVM is one of the most popular machine

learning  algorithms.  It  aims  to  find  an  optimal
hyperplane  that  maximizes  the  margin  between  data
points of different classes.
• XGBoost[63]: Extreme Gradient Boosting (XGBoost)

classifier  is  a  gradient  boosting  tree  model  that
improves  predictive  performance  through  iterative
training of decision trees.
• LightGBM[64]: LightGBM is a lightweight machine

learning framework based on gradient boosting trees.
• GBDT[65]:  Gradient  Boosting  Decision  Tree

(GBDT)  is  an  ensemble  learning  algorithm  which
iteratively  trains  multiple  decision  trees  to  enhance
predictive performance.
• GCN[66]:  GCN  applies  convolution  operations  on

graphs to learn effective node representations.
• GraphSAGE[54]: GraphSAGE is an inductive GCN

that  utilizes  aggregation  functions  to  learn  node
representations from local neighbors of nodes.
• GraphConsis[49]:  GraphConsis  is  a  GNN  solving

three types of inconsistencies present in graphs: context
inconsistency,  feature  inconsistency,  and  relation

inconsistency.
• CARE-GNN[67]:  CARE-GNN  provides  a  solution

to the issue of fraudster impersonation by incorporating
a label-aware similarity measure and a similarity-aware
neighbor selector.

GCN and GraphSAGE are employed on the Supply-
chain  sub-graph,  which  achieves  the  best  performance
among the  three  relationships.  GraphConsis  and Care-
GNN  are  applied  to  the  multi-relational  graph  by
treating all relations equally.
4.1.3　Parameter Settings

α γ

p

The model employs the Adam optimizer for parameter
optimization,  using  a  learning  rate  of  0.001  and  a
weight decay of 0.1. Additionally, the number of layers
in  the  multi-relational  GCN model  is  set  to  1.  Hyper-
parameters  and  in  the  focal  loss  are  assigned
values  of  0.95  and  3,  respectively.  Top-  sampling
selects  the top 50% most  similar  neighbors of  a  target
node.  In  our  experiments,  FraudGCN  is  trained  using
mini-batch  training  sets  with  a  batch  size  of  512,  and
the  number  of  epochs  is  1000.  During  training,  we
closely  observe  the  loss  function,  initiating  the
premature  conclusion  of  training  upon  observing  loss
convergence without notable fluctuations. Furthermore,
training  ceases  if  the  maximum  number  of  epochs
elapses prior to the convergence of the loss function.

4.2　Evaluation metrics

Financial  statement  fraud  detection  is  an  imbalance
binary  classification  problem.  The  model’s
performance is assessed using the following evaluation
metrics:  Macro-precision[68],  Macro-recall[68],  Macro-
F1[68], and GMean[69].

Precision  is  the  ratio  of  the  number  of  samples
correctly predicted as a particular class by the classifier
to the total number of samples predicted as that class. It
measures  the  accuracy  of  the  classifier  in  predicting  a
specific class as follows:
 

Precision =
TP

TP+FP
(12)

TP
FP

where  represents  cases  where  the  model  correctly
predicts positive samples as positive, and  represents
cases  where  the  model  incorrectly  predicts  negative
samples  as  positive.  Macro-precision  calculates  the
precision  for  normal  and  fraud  classes  and  then  takes
the average to obtain the macro-average precision.

Recall  represents  the  proportion  of  samples  with  a
positive  actual  label  for  which  the  model  correctly

 

Table 3    Feature dimension statistics.
Feature Dimensionality

ff 91
∆ff 91
tf 8

Total 190
 

Table 4    Statistics of text features.

Relation Number of relation
edges

Avgeage
degree

Industry sub-graph 334 193 165.32
Accounting-sharing

sub-graph 521 360 257.91

Supply-chain sub-graph 4587 2.27
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predicted as positive. Its calculation is as follows:
 

Recall =
TP

TP+FN
(13)

FNwhere  represents cases where the model incorrectly
predicts  positive  samples  as  negative.  Macro-recall  is
calculated  by  computing  the  recall  for  each  class  and
then taking the average for normal and fraud classes. It
offers  a  measure  of  the  overall  recall  performance  for
the model across two classes.

F1-score  is  a  metric  employed  to  evaluate  the
performance  of  binary  classification  models.  It
represents the harmonic mean of precision and recall:
 

F1-score =
2×Precision×Recall

Precision+Recall
(14)

The F1-score varying between 0 and 1,  serves as an
indicator  of  model  performance,  where  higher  values
signify enhanced effectiveness. Macro-F1, representing
an  aggregate  assessment  of  the  model’s  F1-score  for
each class, offers an objective and precise evaluation of
its  classification  capabilities.  It  is  calculated  by  first
computing  the  F1-score  for  each  class  and
subsequently  averaging  these  scores  for  both  normal
and fraudulent classes.

GMean  is  a  widely  employed  metric  in  the
classification of imbalanced datasets, as it accounts for
the  likelihood  of  accurate  classification  for  both
fraudulent  and  normal  samples.  The  formula  for
calculating GMean is as follows:
 

GMean =

√
TN

TN+FP
× TP

TP+FN
(15)

TNwhere  denotes the cases where the model correctly
predicts negative samples as negative.

4.3　Effectiveness evaluation

Table 5 displays the performance of different methods,
with  the  optimal  results  emphasized  in  bold.  To
mitigate  the  impact  of  the  bias  from  random  data
divisions  on  experimental  outcomes,  the  experiments
are  conducted  five  times,  and  their  average  values  are
reported.

The  experimental  results  illustrate  that  FraudGCN
attains  superior  performance  for  three  evaluation
metrics:  Macro-recall,  Macro-F1,  and  GMean,  which
are pivotal for evaluating the model’s ability to handle
imbalanced  datasets.  FraudGCN  achieves  the  best
performance  because  it  excels  in  leveraging  diverse
inter-company  relationships,  thereby  enhancing  the
overall performance of the model. For instance, within
the  Accounting-sharing  sub-graph,  the  presence  of
fraud in a company audited by a certain firm suggests a
high  fraud  risk  for  other  companies  audited  by  the
same  firm.  FraudGCN  can  effectively  uncover  these
relationships.  The  results  further  reveal  that  GNN-
based  approaches  outperform  traditional  machine
learning  and  ensemble  learning  methods,  highlighting
the  significant  advantage  of  including  inter-company
relationships  in  fraud  detection.  Furthermore,
FraudGCN’s  enhanced  performance  over  other  GNN-
based  methods  suggests  that  analyzing  multiple  types
of  relationships  among  companies  is  crucial  for
accurate fraud detection.

GCN  and  GraphSAGE  achieve  higher  Macro-
precision  in  analyzing the  supply-chain  sub-graph.  An
interpretation is that graph neural networks are able to
capture  structural  information  more  effectively.

 

Table 5    Performance for financial statement fraud detection.
Model Macro-recall Macro-F1 GMean Macro-precision

LR ±0.6057 0.0218 ±0.6390 0.0260 ±0.4693 0.0458 ±0.7243 0.0308
DT ±0.5783 0.0480 ±0.4230 0.1287 ±0.5409 0.0603 ±0.5356 0.0409

SVM ±0.6124 0.0932 ±0.4254 0.2008 ±0.5432 0.1451 ±0.5537 0.0546
KNN ±0.5431 0.0109 ±0.5615 0.0168 ±0.3028 0.0353 ±0.6911 0.0323
RF ±0.6445 0.0851 ±0.5654 0.0853 ±0.5205 0.2132 ±0.6779 0.1028

XGBoost ±0.6458 0.1064 ±0.6148 0.0745 ±0.5112 0.2258 ±0.6981 0.0997
LightGBM ±0.6301 0.1103 ±0.5843 0.0593 ±0.4659 0.2494 ±0.6971 0.0890

GBDT ±0.6413 0.0715 ±0.4610 0.1275 ±0.5833 0.1101 ±0.5719 0.0632
GCN ±0.5894 0.0287 ±0.6259 0.0368 ±0.4260 0.0648 ±0.7785 0.0752

GraphSAGE ±0.6163 0.0206 ±0.6588 0.0284 ±0.4883 0.0422 ±0.7797 0.0533
GraphConsis ±0.7428 0.0547 ±0.6242 0.0360 ±0.7188 0.0912 ±0.6155 0.0337
CARE-GNN ±0.7963 0.0532 ±0.6942 0.0442 ±0.7858 0.0606 ±0.6567 0.0377
FraudGCN ±0.8222 0.0209 ±0.7175 0.0287 ±0.8161 0.0221 ±0.6737 0.0257
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However, data imbalance may predispose these models
to favor the majority class and overlook minority class
instances  (e.g.,  fraudulent  activities),  diminishing
Macro-recall.  Additionally,  the  graph  with  a  single
relationship  might  be  tainted  with  noise,  leading  to  a
reduction in Macro-recall and GMean. Comprehensive
metrics,  such  as  Macro-F1  and  GMean,  consider  the
model’s  overall  performance  in  distinguishing  fraud
and  normal  samples.  Our  model’s  outstanding
performance  in  these  two  metrics  demonstrates  its
optimal functionality in fraudulent company detection.

Compared  to  GCN  and  GraphSAGE,  CARE-GNN
and  GraphConsis  demonstrate  improved  performance,
reflecting  the  benefit  of  integrating  multiple  inter-
company  relationships  for  a  more  thorough  analysis.
Notably,  FraudGCN  outperforms  both  CARE-GNN
and GraphConsis because our proposed diffusion-based
sampling  method  allows  for  the  selection  of  globally
significant  nodes  and  the  multi-relational  GCN
comprehensively  captures  information  from  diverse
relationships.  In addition,  the implementation of Focal
Loss  mitigates  the  adverse  effects  of  class  imbalance
on  model  performance.  Compared  to  the  second-best
method,  our  method  demonstrates  an  improvement  of
3.15% in Macro-recall, 3.36% in Macro-F1, and 3.86%
in GMean.

4.4　Ablation study

/∆ff

∆ff /tf

/∆ff+tf ∆

/∆ff

∆

To  assess  the  effect  of  feature  compositions  on  the
efficacy of the model, we develop multiple variants of
FraudGCN:  FraudGCN  removes  the  changes  of
financial  statements ,  FraudGCN  removes  tf,
FraudGCN  removes ff  and  tf.  As  depicted  in
Fig. 2, the performance of FraudGCN  is lower than
that  of  FraudGCN,  indicating  that  incorporating  the
annual change of the original financial data enables the
model better to understand fluctuations in a company’s
financial  profile.  Moreover,  the  model’s  efficacy  is
notably  reduced  when  both ff  and  tf  are  removed,
indicating  that  the  integration  of  these  two  kinds  of
features  effectively  captures  the  characteristics  and
historical trends of a company’s financial situations.

/Industry

Accounting-sharing

/Supply-chain

Ablation  experiments  are  conducted  to  examine
the  impact  of  the  three  relational  graphs  on
FraudGCN. FraudGCN  denotes the exclusion of
the  Industry  sub-graph,  FraudGCN
removes  the  Accounting-sharing  sub-graph,  and
FraudGCN  removes  the  Supply-chain  sub-
graph. Figure  3 shows  that  FraudGCN  achieves

optimal  performance  when  all  three  relationships  are
integrated.  Notably,  the  elimination  of  the  Industry
sub-graph  leads  to  the  most  pronounced  decline  in
performance,  indicating  that  the  inclusion  of  this
relationship is more beneficial for detecting fraud. This
result  may  be  attributed  to  the  fact  that  industry
relationship  aids  the  model  in  comprehending  a
company’s  financial  status  and  overarching  trend.
Furthermore,  the  Industry  sub-graph  aids  in
understanding  the  interactions  of  competition  and
collaboration among companies, revealing the dynamic
shifts in industry evolution.

To  validate  the  efficacy  of  our  proposed  under-
sampling  method,  we  conduct  a  comparative  analysis
by  substituting  our  diffusion-based  under-sampling
method with random sampling. Simultaneously, within
the  Care-GNN  model,  the  standard  random  under-
sampling  is  replaced  with  the  diffusion-based  under-
sampling method.  Care-GNN-random and FraudGCN-
random  represent  models  utilizing  random  under-
sampling,  while  Care-GNN-diffusion  and  FraudGCN-
diffusion  denote  the  use  of  under-sampling  based  on
the  diffusion  matrix. Figure  4 illustrates  that  the
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Fig. 2    Ablation  study  on  feature  compositions  of
FraudGCN.
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Fig. 3    Ablation study on relational  graphs compositions of
FraudGCN.
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p

diffusion-based  under-sampling  method  significantly
improves  the  model’s  performance  compared  to
random  sampling.  This  finding  indicates  that
leveraging the diffusion matrix for node selection, i.e.,
focusing  on  globally  more  significant  nodes,  can
augment  the  model’s  capability  in  fraud  detection.
Notably,  FraudGCN outperforms Care-GNN when the
same  sampling  technique  is  applied.  The  possible
reasons  are  that  FraudGCN  incorporates  top-
sampling to selectively choose neighbor nodes and the
application  of  focal  loss  to  boost  the  predictive
accuracy of the MLP.

/FL

/sampling

/FL+sampling

/FL+sampling

/FL

/sampling

To  study  the  influence  of  the  focal  loss  and  under-
sampling  schemes  on  the  model,  multiple  variants  of
FraudGCN  are  implemented:  FraudGCN  removes
the  focal  loss,  FraudGCN  removes  the  under-
sampling module, and FraudGCN  eliminates
the  Focal  Loss  and  under-sampling. Figure  5 shows
that  FraudGCN  outperforms  the  other  three  variants.
Notably,  FraudGCN  exhibits  a  markedly
lower  GMean  than  both  FraudGCN  and
FraudGCN . The inclusion of the Focal Loss and
under-sampling  modules  improves  the  model

performance  in  terms  of  GMean.  Conversely,  the
exclusion  of  both  Focal  Loss  and  sampling  might
predispose  the  model  to  favor  the  majority  class,
typically  the  normal  samples,  thereby  augmenting  the
overall macro-precision.

4.5　Parameter sensitivity

p sr
d α γ

This section details a sensitivity analysis conducted on
various  parameters  of  our  model.  These  parameters
encompass  the  top-  sampling,  sampling  ratio ,
embedding size , as well as  and  in the focal loss.
Additionally,  the  number  of  layers  in  the  multi-
relational  GCN  model  and  the  learning  rate  are  also
examined.

p
p

p

p

p p
p

p
p

Figure  6 presents  a  sensitivity  analysis  for  top-
sampling. When  = 0, the model randomly aggregates
half  of  the  neighbors;  when  =  10%,  the  model
aggregates  the  top  10% of  most  similar  neighbors  for
each  target  node;  and  when  =  100%,  the  model
aggregates all neighbors. Observations indicate that the
model’s  efficiency initially  improves  but  subsequently
declines with the increase of . When  = 50%, using
the  top-  sampling  method  yields  the  best
performance.  During  the  aggregation  phase,  although
neighbors  contribute  essential  insights,  they  may  also
introduce noise  and redundant  data.  Choosing too few
neighbors  for  aggregation  helps  filter  out  noise  but
might  lead  to  the  loss  of  valuable  information.
Conversely,  aggregating  too  many  neighbors  could
lead  to  information  redundancy.  When  =  50%,  the
application  of  top-  sampling  adeptly  eliminates
extraneous  data  while  preserving  critical  information,
thereby achieving the highest performance.

srWe  define  as  the  ratio  of  normal  samples  to
fraudulent samples in a mini-batch. Figure 7 depicts the
impact  of  varying  the  sampling  ratio  for  under-
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Fig. 4    Ablation  study  for  models  with  different  sampling
methods.
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Fig. 5    Ablation  study  on  focal  loss  and  under-sampling
schemes of FraudGCN.
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sampling.  Observations  reveal  that  as  the  sampling
ratio  increases,  both  Macro-F1  and  Macro-precision
initially  rise  but  subsequently  diminish,  while  Macro-
recall  and GMean consistently decrease.  When  = 2,
i.e., the number of normal samples is twice the number
of  fraud  samples,  the  model  attains  relatively  high
values across all four metrics. When  = 1, the model
demonstrates superior performance in Macro-recall and
GMean,  but  its  performance  in  Macro-F1  and  Macro-
precision  diminishes.  One  possible  reason  is  that  the
model  has  a  balanced  distribution  of  positive  and
negative samples when  = 1. However, the focal loss
guides  the  model  to  overly  focus  on  fraudulent
samples,  ultimately  leading  to  the  misclassification  of
many normal samples as fraud. When  = 2, the model
performs  well  across  all  metrics.  Therefore,  in  this
study, we set  = 2 for mini-batch training sets.

sr = 1
To further investigate the effects of focal loss, we set

 and substitute focal loss with the standard Binary
Cross-Entropy  Loss  (BCELoss).  As  illustrated  in
Fig.  8,  the  model’s  performance  using  BCELoss  is
marginally  inferior  compared  to  that  achieved  with
focal  loss  even  when  the  quantities  of  normal  and
fraudulent samples are equal. This observation implies

that focal loss contributes to performance enhancement
irrespective of data balance.

γ γ

Figure 9 indicates that optimal outcomes are obtained
when  =  3.  When  =  3,  the  loss  for  easy  samples
becomes  smaller,  and  the  weight  for  hard  samples
increases.  This  adjustment  enables  the  model  to
concentrate  more  effectively  on  those  challenging
samples, particularly on companies adept at concealing
fraudulent  activities,  thus  enhancing  its  detection
capabilities.

α

α

α

α

We  evaluate  the  performance  of  FraudGCN  versus
the  hyperparameter ,  which  is  responsible  for
balancing the significance of diverse class samples. As
illustrated  in Fig.  10,  FraudGCN  exhibits  improved
performance  at  =  0.95.  Given  the  scarcity  of  fraud
samples  in  the  dataset,  increasing  amplifies  the
prominence of  these samples.  This strategy directs  the
model’s focus more intensely toward the limited fraud
samples,  thereby  mitigating  the  effects  of  data
imbalance.  Nonetheless,  when  is  too high,  the  focal
loss  places  excessive  emphasis  on  negative  samples,
culminating  in  overfitting  to  the  minority  class  and  a
pronounced decline in model performance.

We  conduct  a  further  assessment  of  FraudGCN,
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Fig. 7    Parameter sensitivity analysis for the sampling ratio.
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Fig. 8    Parameter  sensitivity  analysis  of  FraudGCN  with
BCELoss, sr=1.
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Fig. 9    Parameter  sensitivity  analysis  for  the
hyperparameter  of the focal loss.
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focusing  on  varying  training  ratios.  The  proportion  of
training samples is  adjusted incrementally  from 5% to
60%. Figure 11 presents the outcomes corresponding to
the  adjustments  in  training  ratios.  With  the  expansion
of  the  training  set,  there  is  a  notable  enhancement  in
the  model’s  performance,  signifying  its  increased
proficiency  in  obtaining  high-quality  embeddings.
Notably,  even  at  a  training  percentage  of  5%,  our
model  demonstrated  effective  training  with  limited
supervisory  signals,  demonstrating  strong  robustness
concerning training ratios.

The  dimensionality  of  embeddings  notably
influences  the  performance  of  the  model.  As  depicted
in Fig. 12, the performance initially improves and then
deteriorates as the embedding dimensionality increases.
The  optimal  performance  is  observed  when  the
embedding  size  is  64.  This  trend  can  be  explained  by
two key factors: when the embedding size is too small,
it  is  insufficient  to  capture  the  complete  node
information.  Conversely,  an  excessively  large
embedding  size  may  lead  to  overfitting  issues.
Consequently, we set the embedding dimensionality in
this study to 64.

Figure  13 displays  the  model’s  performance  across

various learning rates, highlighting the influence of the
learning  rate  on  model  training.  It  controls  the
magnitude  of  parameter  updates  during  training
iteration.  A  smaller  learning  rate  leads  to  slower
convergence,  as  parameter  updates  are  smaller,  thus
requiring  a  greater  number  of  iterations  to  reach
optimal  performance.  In  contrast,  an  elevated  learning
rate  might  cause  instability  in  the  model  or  prevent
effective  convergence.  The  sensitivity  analysis  reveals
that  the  optimal  performance  for  all  four  metrics  is
attained  at  a  learning  rate  of  0.001.  Therefore,  we  set
the model’s learning rate to 0.001.

Figure 14 illustrates that a single-layered FraudGCN,
which  aggregates  solely  one-hop  neighbors,
successfully  captures  ample  information.  Multiple
layers of FraudGCN are better suited for sparse graphs.
As  indicated  in Fig.  14,  augmenting  the  number  of
layers  does  not  enhance  the  model’s  overall
performance.  When  the  number  of  layers  is  3,  the
model’s  recall  significantly  decreases,  indicating
slightly  poorer  performance  in  fraud  detection.
Meanwhile,  a  single-layered  model  not  only  saves
computational  costs  but  also  achieves  better  detection
results.
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Fig. 12    Parameter  sensitivity  analysis  for  embedding
dimensionality.

 

0.8

0.7

0.6

Pe
rfo

rm
an

ce

0.5

0.4

0.3
10−4 10−3 10−2 10−1

Learning rate

Macro-recall
Macro-F1
GMean
Macro-precision

 
Fig. 13    Parameter sensitivity analysis for learning rate.
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Fig. 14    Parameter  sensitivity  analysis  for  the  number  of
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4.6　Visualization

The  node  embeddings  generated  by  various  models,
including  FraudGCN,  GCN,  and  GraphSAGE,  are
visualized  to  facilitate  a  comparative  analysis  of  their
performances. We use t-SNE[70] to project the acquired
node  embeddings  onto  a  two-dimensional  plane,
thereby enabling an effective visualization.

For a streamlined and effective presentation, we only
display  the  results  of  the  test  set. Figure  15
demonstrates  the  experimental  results.  GCN  and
GraphSAGE  only  employ  a  single  relational  graph.
From Figs.  15a  and 15b,  it  can  be  observed  that  the
fraud  and  normal  nodes  are  mixed  together  for  both
GCN and GraphSAGE. GraphSAGE performs slightly
better  than  GCN.  Notably,  the  fraud  nodes  are
dispersed  and  predominantly  isolated,  encircled  by
numerous  normal  nodes.  This  may  lead  the  model  to
predict  fraudulent  nodes  towards  the  majority  class,
yielding  a  higher  Macro-precision  but  lower  Macro-
recall. In our model, there is a clear boundary between
fraud  and  normal  nodes,  and  they  are  not  mixed
together  as  in  other  models.  This  result  suggests  that

our  model,  which  utilizes  information  from  multiple
relations,  is  adept  at  more  precisely  differentiating
fraud nodes from normal ones.

Figure  16 illustrates  the  visualization  of  the  three
relational  sub-graphs  obtained  by  FraudGCN  after
performing intra-relation aggregation.  We can observe
that  the  separation  between  fraudulent  and  normal
nodes  is  not  very  prominent  across  all  three
relationships. Nevertheless, subsequent to inter-relation
aggregation, where information from the three relations
is consolidated via attention mechanisms as depicted in
Fig.  15b,  the  separation  between  fraud  and  normal
nodes  becomes  significantly  more  pronounced,
demonstrating  an  improved  separation  effect.  This
finding  highlights  that  inter-relation  aggregation  can
effectively  utilize  the  neighborhood  information  from
these three relations, enabling the model to aggregate a
more diverse set of information and thus enhancing the
effectiveness of node classification.

5　Conclusion and Future Work

This  paper  proposes  a  novel  financial  statement  fraud
 

(a) GCN (b) GraphSAGE (c) FraudGCN

Normal
Fraud

 
Fig. 15    Visualization of node embeddings. Red pluses and green triangles represent normal and fraud nodes, respectively.

 

(a) Industry sub-graph (b) Accounting-sharing sub-graph (c) Supply-chain sub-graph

Normal
Fraud

 
Fig. 16    Effects of different relational graphs. Red pluses and green triangles represent normal and fraud nodes, respectively.
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detection  model  named  FraudGCN  based  on  a  multi-
relational  graph.  We  construct  three  kinds  of  sub-
graphs,  namely  the  industry  sub-graph,  supply-chain
sub-graph, and accounting-sharing sub-graph. We build
a  multi-relational  graph  neural  network  model  for
effective  node  representation  learning,  which
aggregates  various  kinds  of  information  effectively.
Moreover, we propose a novel under-sampling method
to  select  more  important  nodes  from  a  global
perspective  for  model  training,  which  mitigates  the
class  imbalance  issue  in  the  original  training  set.  In
addition,  we  incorporate  focal  loss  to  mitigate  the
challenges posed by class imbalance in the mini-batch
training  set.  The  efficacy  of  FraudGCN  is  rigorously
validated through comprehensive experiments based on
a real-world dataset.

This  paper  still  has  some  limitations  that  warrant
further investigation.  Firstly,  we would like to explore
dynamic  graphs  to  better  capture  the  temporal
information  for  financial  statement  fraud  detection.
Additionally,  it  is  interesting  to  migrate  our  model  to
medium-sized  enterprises.  Nevertheless,  the
availability of data for medium-sized enterprises poses
a  conspicuous  impediment  to  subsequent  research
endeavors.
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