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With the rapid advancement in and easy accessibility of deepfake technology, there is much to comprehend 
about its impact on social media. This research aims to fortify trust, authenticity, and security in online 
communication and information sharing by analyzing deepfake impacts and scrutinizing existing strategies.

A rtificial intelligence (AI) has revolutionized 
various facets of human life and brought trans-

formative changes to numerous industries. However, 
it has also introduced new challenges and threats, one 
of the most notable being deepfakes. “Deepfakes” or 
“synthetic media” refer to the employment of manipu-
lated digital content, such as hyperrealistic synthetic 
video, audio, images, or texts crafted using advanced AI 
techniques, to compromise targeted decision-making 
processes. The main epistemic threat is that deepfakes 
can easily lead people to acquire false beliefs.1 This 
technology can fabricate information to such an extent 
that it becomes nearly indistinguishable from authentic 
material. This will influence operations targeting public 
opinion, social groups, political discourse, and personal 
as well as national security.2 

The sophistication and prevalence of deepfakes have 
surged, primarily driven by advancements in AI and 
machine learning. These advanced tools can produce 
hyperrealistic manipulated videos or audio recordings 

that are almost impossible to differentiate from genuine 
content. The escalating popularity of deepfakes can be 
attributed to factors such as heightened media coverage, 
growing public awareness, and potential misuse in sectors 
like entertainment, politics, and even personal blackmail. 
Consequently, there is an urgent demand for technolo-
gies and strategies to detect and mitigate deepfakes, 
ensuring the integrity of digital content. A cursory analy-
sis of search terms related to deepfakes reveals a worri-
some focus on the tools facilitating their production. 
Google Trends shows a steady global uptick in searches 
for “deepfake,” with a significant surge beginning in 2023, 
as shown in Figure 1.

Over the years, there have been significant instances 
of cyberthreat actors leveraging deepfake technology 
for cybercrime.

	■ In May 2018, a deepfake video appeared of former 
U.S. President Donald Trump advising Belgian citi-
zens on criticizing their government for being part of 
the Paris Agreement on climate change.3 This video 
created a political cover for others and restricted 
global efforts to cut carbon emissions.
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	■ In September 2019, a malicious actor used audio 
deepfake technology to mimic an associate from a 
parent company, thereby deceiving the CEO of a 
U.K.-based organization. As a result, the CEO autho-
rized a financial transfer of US$243,000.4 This inci-
dent is the first recorded use of audio deepfakes in 
financial fraud.

	■ In November 2022, a Twitter user circulated 
a deepfake video featuring FTX founder Sam 
Bankman-Fried. The video falsely promoted a link 
for those impacted by FTX’s collapse, offering free 
cryptocurrency as compensation. This was later 
exposed as a scam. More advanced giveaway scams 
are expected to be conducted in the near future, with 
a fake video of a famous person requesting donations 
for a giveaway in the video.5

	■ In March 2022, a Ukrainian news website was hacked 
to display a deepfaked video of Ukrainian President 
Volodymyr Zelenskyy calling for his people to sur-
render to Russian forces.6 This indicates how deep-
fakes can propagate disinformation and manipulate 
public perception.

	■ In January 2024, a well-known incident of deepfake 
porn occurred when pornographic videos began cir-
culating of Taylor Swift, a prolific songwriter.7 Deep-
fakes create ethical and privacy issues that cause 
psychological impact to individuals, regardless of 
their public prominence or private status.

Deepfake Influencers
The rise of deepfake incidents has emphasized the fol-
lowing ideas:

	■ Public perceptions of deepfakes significantly influ-
ence individuals’ attitudes and their capability to dis-
cern such content.

	■ Implementing a multipronged strategy, which 
includes improved detection, user education, partner-
ships, and legal frameworks, can effectively mitigate 
the spread and influence of deepfakes on social media.

	■ Public perceptions of deepfakes play a pivotal role 
in shaping individual attitudes and abilities to detect 
deepfakes.

	■ A holistic strategy involving various stakeholders and 
multiple approaches, such as improved technology 
and user awareness, is crucial to counteract the deep-
fake menace on social platforms.

	■ Current deepfake detection and mitigation strategies 
on social media have notable limitations. Existing 
technologies for deepfake detection may not effec-
tively address cognitive biases influencing belief in 
deepfakes, necessitating alternative strategies.

	■ The spread of AI-generated content, including deep-
fakes, poses significant challenges to media literacy, 
fact checking, and trust in democratic processes. 
The integration of AI into democratic systems brings 
about heightened concerns regarding privacy, secu-
rity, and political manipulation.

Analysis
A study emphasizing the importance of a cybersecurity 
educated community sought to gauge public awareness 
and perceptions of deepfakes in the United States and 
Singapore.8 The results indicate a need for a more com-
prehensive understanding and awareness of deepfakes 
among the public. The research utilized the third-person 
perception (TPP) theoretical framework, suggest-
ing that individuals perceive others as being more sus-
ceptible to the effects of deepfakes than themselves. In 
essence, people believe that they are less likely to be influ-
enced by deepfakes compared to others. The research 
further delved into individuals’ self-assessments of their 
capability to detect deepfakes. Interestingly, participants 
generally believed they were more adept at recognizing 
the deceptive nature of deepfakes than their peers. The 
study highlighted that the perceptual gaps (differences in 
self-perception and others’ perceptions) within the TPP 
are more pronounced among those with higher cognitive 
abilities. Such individuals are more inclined to believe 
that, while deepfakes can significantly sway others, they 
possess a superior ability to identify these manipula-
tions. The results suggest that individuals with higher 
cognitive skills, especially those frequently encounter-
ing deepfakes, are better equipped to discern them and 
apply this discernment in real-world evaluations.

However, it is crucial to acknowledge the study’s 
limitations. These include a reliance on a verbal ability 
test, a binary knowledge measure, and a sample already 
familiar with deepfakes. Such constraints affect the 
broader applicability of the findings. Further investi-
gations are essential to better understand the interplay 
among cognitive ability, exposure to deepfakes, and 
their influence on genuine opinions.

Chesney and Citron (2019) found that deepfakes 
amplify the issue of misinformation in public debates.9 
They elevate the “fake news” phenomenon by pro-
ducing highly realistic, yet deceptive, audio and video 

Figure 1. Google Trends data on “deepfake” since 2020. The interest in deepfake 
is increasing year by year. 
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content. Such content can jeopardize the credibility of 
debate participants and erode the factual basis of policy 
discussions. Deepfakes diminish trust in both public 
and private institutions. Elected officials, judges, agen-
cies, and other entities can be targeted, disseminating 
false and damaging content that becomes increasingly 
challenging to refute. This can intensify societal polar-
ization and weaken confidence in pivotal institutions. 

Additionally, deepfakes present threats to personal 
security. They can fabricate videos or audio record-
ings, falsely portraying individuals in actions or state-
ments they never made. Such misrepresentations can 
tarnish reputations, lead to harassment, or provoke 
violence against those depicted. Deepfakes have sys-
temic implications, jeopardizing democratic discourse, 
elections, institutional trust, and personal security on 
social media platforms. The study does not directly 
address the effectiveness of current detection and miti-
gation strategies against deepfakes on social media. The 
research suggests that, for detection software to remain 
effective, it must evolve in tandem with advancements 
in deepfake technology. Even with such advancements, 
the software might only mitigate systemic harms rather 
than eradicate them.

Kondamudi et al. (2023) discuss various aspects of 
fake news in social networks.10 There is no direct men-
tion of the influence of deepfakes on public opinion, 
political discourse, and personal security on social 
media. The study should have addressed the current 
strategies to counter deepfakes or how these gaps 
can be addressed. However, the study does mention 
the need for hybrid approaches and the potential of 
machine learning, deep learning, reinforcement learn-
ing, and blockchain-based models for more accurate 
outcomes in the future. Deep learning models, espe-
cially convolutional neural networks, have shown 
promise in detecting deepfakes. They can achieve high 
accuracy rates but require large amounts of labeled 
data for training. Moreover, as deepfake generation 
techniques improve, the performance of these models 
can degrade.

Lollia (2023) sheds light on the impact of deepfakes 
on public opinion, political discourse, and personal 
security within social media platforms.11 Deepfakes 
present a formidable threat to societal security. They 
can be weaponized to spread misinformation and 
manipulate public sentiment, as observed during the 
2016 U.S. elections. Furthermore, deepfakes can be 
crafted to concoct scandals, thereby damaging individ-
uals’ reputations and violating their privacy. The swift 
proliferation of these videos on social platforms magni-
fies their potential repercussions, posing a considerable 
challenge for lawmakers, social media entities, and the 
broader society. This scenario emphasizes the urgent 

need for increased vigilance and regulatory measures. 
Deepfakes employ AI techniques to craft compelling 
videos depicting individuals engaging in actions or 
utterances they never actually performed. This technol-
ogy harnesses machine learning and neural networks to 
superimpose images and voices, culminating in manip-
ulated video content. A notable instance of a deepfake 
is the viral video featuring former U.S. President Barack 
Obama, crafted by comedian Jordan Peele. Obama 
utters statements that he never actually made.

Rayhan and Rayhan (2023) highlight the poten-
tial dangers deepfakes and AI-generated content pose 
in politics and public opinion.12 The ease with which 
this content can be disseminated across social media 
platforms raises severe concerns about the authenticity 
of information presented to the public. The challenge 
lies in identifying and debunking these sophisticated 
falsehoods to ensure the integrity of democratic pro-
cesses and institutions. The study touches upon the 
challenges posed by deepfakes and AI-generated con-
tent. However, the specific effectiveness of current 
detection and mitigation strategies against deepfakes 
on social media needs to be explicitly detailed in the 
provided excerpts.

People are often motivated to believe information that 
aligns with their identities and beliefs, a phenomenon 
known as motivated reasoning. This is particularly evident 
in the context of political and social identities. Accord-
ing to Thaler (2024), individuals engaged in motivated 
reasoning will have more trust in news that aligns with 
their preexisting beliefs.13 If their reasoning is politi-
cally motivated, they will see messages that support their 
political party as more credible and view opposing mes-
sages as less credible. Deepfake amplifies the problem by 
manipulating visual and auditory content to appear gen-
uine. The believable deepfake may rate as being slightly 
more credible than an authentic video of the politician’s 
speech, suggesting that the perceived credibility of deep-
fakes depends heavily on their alignment with the politi-
cal actor’s known beliefs.14 This capability can effectively 
deceive viewers more than traditional misinformation,   
resulting in manipulating public opinion.

Sloane et al. (2022) highlight the impact of AI 
systems on marginalized communities.15 There is a 
lack of real participation in developing AI systems, 
and it requires a much stronger involvement of the 
social sciences and humanities. AI systems often 
reflect societal biases, which can further marginalize 
vulnerable groups. Deepfakes can exacerbate these 
issues by creating synthetic media to discredit or oth-
erwise harm individuals from these communities. 
The harms of deepfakes are not just about the tech-
nology itself but are closely linked to existing social 
injustices and the marginalization of certain groups.16 
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It is imperative to design AI inclusively and fairly, con-
sidering its impact on all communities, especially those 
already marginalized.

Van Bavel et al. (2024) have highlighted a distinc-
tion between how people believe information and how 
they share it.17 Identities influence how people process 
information and play a role in believing and spreading 
misinformation. People can recognize misinformation 
as false but still share it regardless of its truth. Social 
identity goals and norms drive sharing and affect shar-
ing directly and indirectly through beliefs.

General Findings
The “2023 State of Deepfakes” report, published by 
Home Security Heroes, offers a detailed examina-
tion of the current landscape of deepfake technology. 
This analysis is derived from an extensive study that 
includes 95,820 deepfake videos, 85 dedicated chan-
nels across multiple online platforms, and more than 
100 websites associated with the deepfake ecosys-
tem.18 There has been a 550% increase in deepfakes 
online since 2019, as illustrated in Figure 2. This 
increase underscores the growing sophistication 
of deepfake technologies and the pressing need for 
improved detection and mitigation strategies to com-
bat the spread of manipulated media.

The findings describe deepfakes as manipulated 
videos or images that convincingly mimic reality. They 
assert that deepfakes can significantly influence public 
opinion, political discourse, and personal security on 
social media. The review emphasizes that the spread of 
deepfakes can diminish trust in media and institutions, 
intensifying the polarization of political perspectives. 
The literature underscore the personal security threats 
posed by deepfakes, noting their potential use for 
harassment, bullying, and nonconsensual pornography. 
They also highlight deepfakes’ challenges to verification 

processes, particularly within financial institutions, and 
discuss their potential role in facilitating criminal activi-
ties. The literature acknowledges the stringent legisla-
tion introduced by governments and the moderation 
policies enforced by social media platforms in response 
to deepfake-related risks. It concludes that enhanc-
ing public awareness is crucial in mitigating the threats 
posed by deepfakes.

Furthermore, it delves into the limitations of current 
detection and mitigation strategies, spotlighting chal-
lenges related to cognitive biases and the integration of 
technological solutions. It also provides a broader con-
text on AI-generated content and deepfakes, underscor-
ing their ramifications for democratic systems, political 
manipulation, and associated ethical dilemmas.

Common Themes
Several common themes emerge after analyzing the 
preceding studies from the literature review. A recur-
ring theme is the influence of deepfakes on public 
perceptions, individual attitudes, and the ability to 
discern manipulated content. Challenges are tied 
to detecting and mitigating deepfakes, particu-
larly as the technology behind deepfakes evolves. A 
consistent theme across the research is the critical 
role of user education and awareness. The studies 
stress the importance of informing users about the 
existence, dangers, and identification methods for 
deepfakes. The importance of creating partnerships, 
sharing resources, and setting industry standards is 
highlighted. It underlines the need to develop legal 
structures and policies that address the creation, dis-
semination, and evil use of deepfakes. The role of 
fact-checking initiatives in verifying media content 
authenticity is also highlighted.

Mitigating the Deepfake Problem
With the rise of synthetic media content along with 
generative AI, there is a need to protect trustworthy 
content creators and content consumers. There is a 
need to establish trust in digital content between these 
two personas.

Implement Digital Watermarking
There must be a standard for content creators to water-
mark their software digitally. “Digital watermarking” 
refers to the process of concealing or embedding data 
behind an image or video that is invisible to the naked 
human eye.19 Content creators must digitally water-
mark every piece of content their software produces, 
whether video, audio, images, or text. Table 1 shows 
the types of digital watermarking techniques that have 
evolved over time that content creators can use to pro-
tect the integrity of their content. Digital watermarking 

Figure 2. Deepfake incidents (2019–2023). The number of deepfake incidents is 
expected to increase in the coming years.
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also protects the content from robust attacks and allows 
easy downstream detection.

Authenticate Real Digital Content Using 
the Coalition for Content Provenance and 
Authenticity
Apart from understanding ways to mitigate harm from 
synthetic media, there should be a call on how to authen-
ticate accurate and trusted digital content. With the help 
of the Coalition for Content Provenance and Authen-
ticity (C2PA), downstream consumers can certify the 
source and history of content.20 The C2PA is an open 
source effort to build a specification that allows the 
devices of content creators, at the point of recording, to 
log the date, time, and location of all pixels, which are 
recorded and cryptographically signed into a compact 
signature. That signature is then put into an immutable 
ledger, such as blockchain. When the content leaves that 
device, it goes to social media and shows up to the con-
sumer. The consumer device can return to the ledger 
and validate the digital content.

Blockchaining Social Media Platforms
Many social media platforms are centralized, neces-
sitating a regulatory framework to integrate these 
platforms into blockchain networks. Such platforms 
should operate as part of a distributed ledger, enhanc-
ing transparency, trust, and data security, as illustrated 
in Figure 3. Beyond exploring methods to mitigate 
harm from synthetic media, it is imperative to address 
the authentication of accurate and trustworthy digital 
content. The C2PA aids downstream consumers in 
verifying the source and history of content and deter-
mining the authenticity of images, videos, or text. 

C2PA is an open source initiative aiming to develop a 
standard that enables the devices of content creators 
to log details, such as date, time, location, and a cryp-
tographically signed record of all pixels at the point 
of recording, embedding these data into a compact 
signature stored on an immutable ledger like block-
chain. Content creators are thus empowered to dis-
tribute digital content across social media platforms 
on blockchain networks, incorporating watermarking 
techniques and C2PA metadata. When content con-
sumers access this digital content through transaction 
submissions in the ledger, these transactions are veri-
fied within the peer-to-peer network. New blocks are 
added to the existing blockchain, ensuring that trans-
actions are completed with verification according to 
C2PA specifications.

Now, What Should We Do About  
the Bad Actors?
In today’s world, there are no restrictions on creating 
synthesized media, nor is there guidance to prevent bad 
actors from producing deepfake content. Bad actors 
need access to cloud computing services to develop and 
deploy deepfake content. To minimize the risks posed 
by such actors, cloud service providers should take 
steps to limit their Internet access.

Observations and Key Issues
We recognize the following concerns:

	■ The human psyche’s vulnerability to deepfakes means 
people can be easily influenced or deceived, making 
discernment difficult. This affects both public percep-
tion and individual attitudes.

Table 1. Types of digital watermarking techniques based on embedding digital content domains.19

Type Usage 

Invisible watermarking Used for content authentication, tracking, and copyright protection 

Fragile watermarking Used for tamper detection, authentication, and integrity of digital content 

Robust watermarking Used to trace unauthorized distribution, employ copyright protection, and 
content authentication

Spatial-domain watermarking Used to modify the pixel values of the digital content to embed the watermark 

Frequency-domain 
watermarking 

Used to modify the frequency components of the content to embed the 
watermark 

Quantization-based 
watermarking

Used to adjust quantization levels of the digital content while minimizing 
perceptual distortion 
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	■ The continuous evolution of deepfake technology 
challenges the effectiveness of detection tools and 
methods. As creators enhance their strategies, detec-
tors are in a perpetual race to keep up.

	■ Despite the growing menace of deepfakes, many 
individuals remain uninformed about their exis-
tence, the potential harm they can cause, and how 
to identify them.

	■ The battle against deepfakes requires a concerted 
effort from tech companies, social media platforms, 
policymakers, and users. Fragmented approaches may 
lack efficacy in addressing the multifaceted challenges 
posed by deepfakes.

	■ All social media platforms are required to adhere to 
the C2PA technical specification, which includes 
metadata. The current practice of stripping off the 
metadata results in a lack of effective downstream 
detection capability.

	■ Existing legal and regulatory frameworks may not 
fully address the nuances and ramifications of deep-
fake technology, creating potential loopholes for mali-
cious actors.

	■ Relying solely on technological solutions like 
detection algorithms may not be sufficient, espe-
cially as deepfake creation methods evolve. A com-
prehensive approach that includes policy measures, 
public awareness, and robust verification meth-
ods is needed to effectively combat the threat of 
deepfakes.

	■ Traditional fact-checking methods may be insuf-
ficient to tackle the challenges posed by deepfakes, 
necessitating new tools and methodologies.

	■ Deepfakes can erode public trust in democratic insti-
tutions and processes, potentially manipulating polit-
ical discourse and influencing elections, leading to 
societal discord.

	■ The use and spread of deepfakes present profound 
ethical challenges, especially when they infringe on 
personal privacy or are used to disseminate misin-
formation, challenging the fundamental principles of 
truth and authenticity in the digital era.

Future Research
Addressing the challenges posed by deepfakes neces-
sitates a comprehensive approach. Future research 
advocates establishing a trusted framework between 
content creators and consumers. A framework 
should integrate social media platforms into the 
blockchain network to ensure transparency, data 
security, and foster partnerships. All stakeholders, 
including content creation companies, researchers, 
social media entities, and policymakers, should col-
laborate to share insights and best practices. Addi-
tionally, an agreement among governments and 
social media platforms should be reached to adopt 
C2PA specifications and include metadata for 
effective downstream detection. Governments and 
international bodies should collaboratively draft 

Figure 3. The decentralization of social media platforms with the intent to protect and validate content creators’ media. Downstream 
consumers can certify the source using C2PA metadata. Tx: transmission.
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regulations that address the challenges and ethical 
implications of deepfakes. 

Research should be focused on how to promote 
the creation of open source tools and platforms where 
researchers and developers can collaborate on deep-
fake detection and mitigation techniques. Platforms 
should have easy-to-use interfaces that allow users to 
report suspected deepfakes. People should also advo-
cate for creating global standards that define the ethi-
cal creation and dissemination of synthetic media. 
There should be research on establishing a network of 
fact checkers globally to verify the authenticity of viral 
content quickly. News outlets should partner with fact 
checkers and technologists to ensure the dissemination 
of accurate information.

T he rapid evolution and proliferation of deepfakes 
present a multidimensional challenge with signifi-

cant societal implications. These artificially crafted media 
pieces can easily manipulate individual and collective 
perceptions, putting trust in democratic processes, per-
sonal privacy, and media authenticity at risk. At the core 
of this challenge is a cognitive vulnerability in humans, 
making them susceptible to misinformation. This vul-
nerability is further exacerbated by a lack of widespread 
awareness and education on deepfakes, underscoring the 
importance of enhancing public knowledge about them. 
The technological arms race, wherein detection methods 
continually try to catch up with ever-evolving deepfake 
creation techniques, further complicates the issue. Rely-
ing solely on technology to detect and mitigate deep-
fakes isn’t a comprehensive solution. Legal and policy 
measures need to evolve, closing potential loopholes and 
penalizing malicious use.

Furthermore, multistakeholder collaboration is 
paramount. Tech companies, social media platforms, 
policymakers, fact checkers, and users must all work 
together to devise holistic strategies. Deepfakes repre-
sent a formidable challenge in the digital age, intertwin-
ing technological, psychological, societal, and ethical 
aspects. Addressing this threat requires a concerted, 
multifaceted approach encompassing public aware-
ness, technological innovation, policy formulation, and 
cross-industry collaboration. 
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