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For reasons beyond our control, the 
issues of IEEE Signal Processing  
Magazine arrive to you with delays 

this year. As you receive the current 
March issue, we are back from anoth-
er edition of our flagship conference, 
the IEEE International Conference on 
Acoustic, Speech, and Signal Processing 
(ICASSP), which took place in Seoul, 
Korea, 14–19 April 2024. It was success-
ful and vibrant, and, with 4,432 attendees 
and 2,826 accepted papers (out of 5,896 
submitted), it was bigger than ever. At the 
risk of being labeled a grumpy Muppet,  
I will note that ICASSPs are now a tad 
too big for me, as I often found myself at 
a loss trying to choose among a seeming-
ly endless number of attractive sessions 
and events at any given time. Of course, 
we still have our workshops, which are 
intimate and focused, and a number of 
them are even single track.

ICASSP 2024
Putting this minor quibble aside, 
ICASSP 2024 was rich, including not 
only an array of exciting technical ses-
sions and invited talks but also events 
such as panels, forums, demos, short 
courses, and exhibitions. Our active 
discussion topic—the relationship of 
artificial intelligence (AI) and/or ma-
chine learning (ML) to signal process-
ing (SP)—was ever present in many of 
these events. The AI/ML panel series 

was one of those, and this edition had 
a focus on the impact of recent AI/ML 
advancements in SP education. It was 
organized by Andres Kwasinski, with 
Martin Haardt, José Moura, Danilo 
Mandic, and Gene Cheung as panelists. 
Moura, reflecting on the evolution of 
statistical SP, noted how we have suc-
cessfully balanced the model and data-
driven approaches over the years. He 
thus placed the new set of AI/ML tools 
carefully into context as part of data-
driven solutions to both our old and new 
SP problems. He further underlined that 
we cannot ignore the new AI/ML tools 
that are now available because they ac-
tually promise to make our area much 
more interesting by presenting new op-
portunities for us. These and other ideas 
led to interesting discussions and ex-
changes of opinions.

This year’s ICASSP, like previous 
editions, included the presentation 
of the Society awards, among them 
the Regional Distinguished Teaching 
Award, presented this year to Rich 
Radke from Rensselaer Polytechnical 
Institute for “bringing new technol-
ogy and pedagogy into the classroom 
and tying academic concepts to real-
world practice.” This was an attrac-
tive opportunity to bring examples to 
our discussion, and, already familiar 
with Radke’s exciting course offering, 
I reached out to him. Following a brief 
discussion with the magazine editorial 
team, we converged on having him tell 
us about his experience teaching his 

new course, “Computational Creativ-
ity,” where he introduced and made use 
of the most recent generative modeling 
tools and discussed their impact on art, 
education, law, and ethics. In our cur-
rent issue of IEEE Signal Processing 
Magazine, Radke [A1] shares his expe-
riences teaching the course, but, more 
importantly, he comes up with a broad 
set of questions on the role of educators 
in the age of generative AI.

Graduate training in AI/ML/SP 
for sustained career growth
The questions in Radke’s article [A1] 
reminded me of some of the discus-
sions at a panel I had moderated last 
year. This was part of the IEEE and Na-
tional Science Foundation joint work-
shop “Toward Explainable, Reliable, 
and Sustainable ML in Signal and Data 
Science,” which took place on 20–21 
March 2023 at the University of Mary-
land, College Park campus. The panel-
ists, Aylin Yener, May Wang, Anthony 
Vetro, Eric Xing, Xiao-Ping Zhang, and 
Bhuvana Ramabhadran, represented a 
diverse background: SP, computer sci-
ence, information theory, biomedicine, 
biology, and ML. They also represented 
a mix of members from both academia 
and industry.

Our topic was graduate training in 
ML and the related disciplines for sus-
tained career growth. It was an animated 
discussion with active audience participa-
tion, making it clear that this is a topic 
we all care a great deal about. Two points 
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met with a clear consensus, and we kept 
coming back to them: the need to teach 
fundamentals rather than recipes to our 
students and the need to equip our stu-
dents with critical thinking (CT).

Teaching the “fundamentals”
Many panelists underlined the need to 
teach—or, rather, continue to teach—
the “fundamentals.” In my institution, 
like many others, there is a proliferation 
of AI-themed courses that, to a large 
degree, respond to market demands. 
While a number of these courses pri-
marily focus on the available tools and 
their use, important theoretical concepts 
appear to be part of the discussion as 
well, judging from their syllabi. How-
ever, when presented as a potpourri, 
it might be ques-
tionable what the 
students actually 
acquire in terms of 
these fundamen-
tals. Another ques-
tionable aspect is 
the additional per-
spective presented 
by each of these 
courses, all offered 
within the same institution, as usually 
they have significant overlaps.

Apart from a “Data Fusion” course, 
I have been mostly teaching two tradi-
tional courses: “Probability and Ran-
dom Processes” and “Detection and 
Estimation Theory,” both at the gradu-
ate level. I do enjoy the material, and, 
while what I cover in these courses has 
not changed much over the years, how I 
present the material has. I like empha-
sizing that these courses provide the 
key background for ML and, especially 
when discussing estimation theory, I 
discuss how some of our new “data-
driven solutions” can also be discussed 
under the classical estimation theory 
umbrella. I note that we now have a 
spectrum of solutions, from model 
based to model driven and, finally, to 
data driven. Assignments that deal with 
some of today’s familiar problems, like 
prediction in social networks and clas-
sification in computer vision, also help 
me make the connections to ML and 
relevance of these courses clear.

Critical thinking 
Another topic our panel underscored 
was the need to teach our students CT. 
Given the frequency with which we keep 
hearing about “AI hallucination,” this is 
certainly important, but its importance 
transcends this troubling aspect of gen-
erative AI tools like ChatGPT. While 
CT has always been an essential com-
ponent of education at any level, with so 
many tools available and rapidly evolv-
ing as well as increasing in number, dis-
tilling the information for meaningful 
and useful inference has now become 
ever more challenging. 

When I started looking at how one 
could actually teach CT, it quickly be-
came clear that it was far from straight-
forward, starting with the simple fact that 

there was not even 
a consensus on 
what it means [1]. 
Among multiple 
references, an early 
work [2] listed a 
few concrete ele-
ments one should 
teach, which reso-
nated with me as el-
ements I have been 

emphasizing in my teaching and men-
torship. Included in this list were the fol-
lowing: value reason and truth, respect 
others during discussion, be open-mind-
ed, and be willing to see things from an-
other’s perspective. These points were 
echoed in other reports, such as [3], 
which noted, “From early childhood, 
people should be taught, for example, to 
reason, to seek relevant facts, to consider 
options, and to understand the views of 
others.” While I might not have labeled 
those as elements of CT, these were 
points I would frequently emphasize. 
They also relate to an important chal-
lenge I keep coming back to—how one 
can teach “common sense” or, at least, 
try to sharpen common sense reason-
ing skills, as they play a key role in how 
students interact with the outside world.

As noted in an old saying, “Two of the 
most common things are rare: common 
sense and common courtesy.” Perhaps 
these are not entirely rare, but, in cer-
tain populations, representation might 
be poor; e.g., somewhat surprisingly, 

students with good analytical skills 
might not be terribly gifted in terms of 
common sense. An example that I still 
find amazing is when we are respond-
ing to reviewer comments—well, criti-
cisms—on our paper submissions. It 
still baffles me when one of my students 
comes with a draft of responses that are 
mostly constructed to do little more than 
hint at the reviewers’ ignorance. When 
explaining why we might want to restate 
the responses, encouraging a change in 
point of view usually helps, as does a 
discussion on simple checks and balanc-
es, questioning what the students might 
have to gain by educating the reviewers 
in all the ways they have erred.

For teaching CT, besides a change of 
perspective, collaborative work is also 
noted as being helpful, as is giving open-
ended questions in our courses. Such 
questions are harder to grade—and they 
require CT on the part of the instructor 
as well—but they are much more useful. 
Coding and coming up with the right 
solution to a given assignment might 
be getting easier thanks to generative 
AI. What is more difficult is construct-
ing a simulation study that will enable a 
meaningful comparison across methods 
or help highlight important aspects of a 
given solution.

Back to Radke’s column and the 
ICASSP 2024 AI/ML panel
Radke’s final points in [A1] as well as 
the ICASSP 2024 panel echo the points 
that were raised at our discussion a year 
earlier. Radke notes that the ease with 
which students would learn and could 
be familiar with complex software tools 
for generative modeling did not really 
translate into understanding the under-
lying methodology. He then notes the 
important role educators still have in 
teaching the key concepts. On the other 
hand, the ICASSP 2024 panel discussed 
various ways new tools are being inte-
grated into curricula, as in [4]. Haardt 
underlined the important role SP has 
to play in those and noted the need to 
teach students to think more fundamen-
tally about different aspects of data, 
e.g., where they come from and what 
the samples represent as well as how to 
model, sample, represent, and visualize 

Two points met with a clear 
consensus, and we kept 
coming back to them: the 
need to teach fundamentals 
rather than recipes to our 
students and the need to 
equip our students with 
critical thinking.
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such information robustly while mak-
ing sure that the resulting algorithms 
are insensitive to various sources and 
types of noise for different applications 
and tasks. Another point is the need for 
students to be aware of the privacy is-
sues and sources of bias in collecting 
the data as well as the implications fu-
ture techniques and developments might 
impose on society and humanity. These 
are also reasons why ethics courses are 
now becoming a familiar component of 
any ML/AI/SP curricula.

It is a rapidly evolving research and 
education landscape thanks to the devel-
opments in AI/ML, to which SP is inti-
mately linked. There are many success 
stories; grand promises; and, of course, 
big challenges. The questions raised 
in our panel discussions and in [A1] 
are just the beginning. The hope is that 
they will contribute to convergence to a 
meaningful steady state, which itself is 
dynamic, but then we can decrease the 
noise in the system—e.g., in terms of 

too many course offerings—and can 
more reliably track this highly dynamic 
wave of change.

The discussion in Radke’s article 
[A1] is one that we will continue in 
future issues of our magazine. Inci-
dentally, his is the first article where 
we started acknowledging the associ-
ate editors who manage the review. 
This common practice was not previ-
ously adopted in our magazine, and, 
from now on, it will be implemented 
for our column and forum as well as 
feature articles. We acknowledge the 
whole guest editorial team for our 
special issues, as we do in this issue, 
dedicated to part one of the special 
issue on hypercomplex signal and 
image processing. Part one includes 
seven articles addressing current 
advances in this feature-rich math-
ematical framework offering power-
ful solutions. As always, I am looking 
forward to hearing from you on the 
content of our magazine as well as 

suggestions as to what you would like 
to see in future issues.
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