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Abstract—Light-to-digital converters (LDCs) are essential
components in photoplethysmography (PPG) readout chains.
Over the past decade, PPG sensors have gathered increased
interest due to their non-invasiveness and employment in a
wide variety of applications. Among these are cardiovascular
monitoring, brain mapping, glucose sensing, skin cancer
detection, ozone pollutant sensing, and commercial fitness
tracking devices. This article offers a review of recent devel-
opments in PPG monitoring, with a specific focus on LDCs.
The critical challenges, such as light-emitting diode (LED)
power consumption, low perfusion index (PI), ambient light interference, and motion artifacts (MAs), are discussed
in detail. Different sampling methods (uniform aggressive, compressive, and event-driven) are analyzed to provide
an overview of the mitigation techniques of the LED power consumption issue. Moreover, specific circuit solutions
to overcome the remaining challenges are explored within the power consumption and signal quality trade space.
Recent advances in LDCs employing on-chip photodetectors (PDs) and dc cancellation circuits are discussed as they
significantly improve the noise performance of the readout and provide a considerable overall power reduction. The
article also evaluates state-of-the-art (SoA) circuit design techniques, providing essential considerations and intuitions.
Lastly, it outlines future development trends and insights, charting a course for continued innovation in this rapidly
evolving field.

Index Terms— Biomedical signal processing, cardiovascular monitoring, light-to-digital-converter (LDC), photo-
plethysmography (PPG), pulse oximetry.

I. INTRODUCTION

PHOTOPLETHYSMOGRAPHY (PPG) is a noninvasive
optical technique that employs light absorption princi-

ples to detect volumetric changes in the blood at peripheral
circulation during cardiac cycles. It helps distinguish arterial
pulsations, offering insights into cardiovascular dynamics,
oxygen saturation (SpO2), and even emotional states [1].
A PPG sensor system comprises a light-emitting diode (LED)
driving block, an LED, a photodetector (PD), and a data
acquisition block. The driving block controls LEDs to emit
specific wavelengths of light that penetrate the skin and tis-
sues; the corresponding photons are either absorbed, scattered,
or reflected by the underlying blood vessels, causing variations
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in the intensity of the reflected light due to changes in blood
volume with each heartbeat. The reflected light is converted
to a photocurrent by the PD. Lastly, a data acquisition block
is employed to perform analog signal processing and convert
the photocurrents to digital codes. These digital codes are
further processed to obtain raw PPG signals. A simplified
interpretation of the components of such a signal is depicted
in Fig. 1. It illustrates that the PPG waveform originates from
the unabsorbed light detected by the optical sensor or PD. The
measured PPG intensity (I ) exhibits an inverse correlation with
the light absorbance (A) in the volume of tissue under exami-
nation. Considering the impact of light absorbance on different
segments of tissue, the PPG intensity can be segregated into
two components: the non-pulsatile component, characterized
as a quasi-static dc component, arises from the absorption of
light in non-pulsating tissue regions (e.g., bloodless tissue,
muscle, bone, etc.) while the pulsatile component, depicted
as the ac component, emerges from the absorption of light
in the pulsating arterial blood and fluctuates rhythmically
with each heartbeat [2]. The morphology of this waveform
is determined by several factors: the heart, the circulatory
system, other physiological processes including breathing and
the autonomic nervous system, and diseases [3]. Crucial physi-
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Fig. 1. Conceptual representation of a PPG signal waveform. (a) Light
absorbance as a function of time. (b) PPG signal intensity as a function
of time.

ological parameters like cardiac ejection, heart rate (HR), heart
rhythm, stroke volume, arterial stiffness, blood pressure, and
respiration are conveyed into the ac component, which consists
of only a small fraction (typically up to 2%) of the whole
signal in contrast to the quasi-static one. These insights are
primarily obtained using rigorous signal processing and feature
extraction algorithms on the digital codes obtained from the
light-to-digital-converter (LDC) [4]. In the past decade, there
has been widespread interest in PPG sensor systems due to
their critical role across various commercial wearable fitness
and health monitoring devices, resulting in an exponential
increase in research interest to make such systems viable,
efficient, and precise.

II. DESIGN CONSIDERATIONS AND CHALLENGES

An LDC is a crucial component in PPG sensor systems;
from an industry perspective, it is considered as a system
that comprises a PD and a data acquisition block, converting
incoming light signals to digital codes, irrespective of its
application [5], [6], [7]. However, from the point-of-view
of PPG sensor systems available in the literature, the term
LDC has garnered different shades. According to a review
on LDCs by Mohammad et al. [8], it is generically indicated
as a circuit that converts photocurrents to a voltage signal.
Another interesting review by Ebrahimi and Gosselin [9]
compiles the points of view of different PPG sensor works and
classifies their readout topologies as LDC and transimpedance
amplifier (TIA)-based. To simplify the classification for the
prospective reader, this work defines an LDC as a subsystem
of a PPG system, including a PD and a data acquisition
block converting light signals into digital codes. This definition
generalizes the concept, and this work refers to any PPG sub-
system in past works that utilizes an LDC. Furthermore, based
on the analog signal processing choices of past works, the
LDCs are recognized into two simple categories: TIA-based
and TIA-less.

As illustrated in Fig. 2, TIA-based LDCs [10], [11], [12],
[13], [14] employ a TIA that converts the photocurrents

Fig. 2. PPG sensor system with a TIA-based LDC.

Fig. 3. PPG sensor system with a TIA-less LDC.

collected from the PD to voltage domain signals; the
analog-digital signal conditioning (ADSC) block represents
the application-specific techniques employed in LDCs in
order to tackle the various challenges discussed later in this
section. Further, the voltage signal undergoes conversion into
digital codes through a voltage-mode analog-to-digital con-
verter (ADC). The gain of the TIA affects the performance of
the system as a higher gain corresponds to lower input-referred
noise but could saturate the ADC’s dynamic range (DR).
Considering the pulse repetition frequency (PRF), which is
the number of times the LEDs are pulsed every second,
lower PRFs can result in increased bandwidth requirements of
the TIA, potentially causing problems like noise folding and
aliasing [15]. On the other hand, TIA-less LDCs, as illustrated
in Fig. 3, do not incorporate a TIA. This class of LDCs have
gained popularity as they integrate amplification, filtering, and
digitization of PD current in one stage, eliminating the need for
a TIA. This approach is well-suited for duty cycling to enhance
power efficiency, as it shifts the fast-settling requirement from
the TIA to the ADC. This is typically achieved by employing
an ADC with a higher conversion rate [16], [17], [18], [19],
[20], [21], [22]. Recently, Lin et al. [15] introduced an LDC
employing a dual-slope, charge-counting ADC that offers a
high DR along with inherent low-pass filtering in the front-end.
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In this class of LDCs, some of the works also employ a
current-mode approach. Kim and Jee [17] presented a low-
power PPG-recording system featuring a distributed, 1-bit
delta-sigma (16) modulator in current mode. However, this
system may encounter limitations in DR due to its current
self-integration. There are only a handful of works that have
employed a current-mode approach for analog sensor data to
digital conversion [20], [23], [24], [25], [26], [27], [28] due
to limitations in terms of noise, low DR, and nonlinearity.

As introduced earlier, a PPG signal comprises a quasi-static
and a pulsatile part. The first is due to the skin, bone,
and tissue components at the PPG measurement site, while
the latter primarily corresponds to blood volume changes
synchronized with each heartbeat. Apart from these, multiple
other factors contribute to the variability of a PPG signal:
temperature fluctuations [29], LED placement (reflection mode
or transmission mode) [30], [31], skin pigmentation and
composition, arterial diameter, concentration and direction of
oxygenated and deoxygenated hemoglobin [32], [33], [34],
and site of measurement [35]. The wavelength employed for
the light/tissue interaction is also crucial, given that different
wavelengths penetrate tissues in varying depths [36], [37],
[38]. Breathing influences the PPG signal by modulating its
amplitude, frequency, and baseline drift [39], [40]. Motion
artifacts (MAs) require optimal skin contact for optimal quality
PPG signals [41]. Thus, it is crucial to take into consideration
all of these factors during the design of high-precision sensor
systems for cardiovascular measurements.

A. Challenges at Macrolevel
1) Motion Artifacts: MAs arise from alterations in sensor

positioning or from changes in the pressure exerted on the
skin due to movements in the PPG measurement sites. These
artifacts are due to variations in the air gap length between
the probe and the tissue during motion, causing fluctuations
in the light absorption within the tissue and affecting light
scattering and reflection. These artifacts typically manifest as
low-frequency (LF) interferences. The occurrence of MAs can
be attributed to two primary factors: first, variations in the
sensor-skin contact, detectable using additional sensors such
as accelerometers and gyroscopes, can be mitigated through
data processing. The work by Han et al. [42] introduces a
wearable finger band PPG device comprising a three-axis
accelerometer, infrared (IR) LED, photodiode, microproces-
sor, and wireless module. They employ a 2-D active noise
cancellation algorithm to mitigate signal distortions caused
by motion, utilizing directional accelerometer data. This
approach reduces signal distortion rates from 52.34% to 3.53%
within the frequency range of 1–2.5 Hz, corresponding to
common daily activities like walking and jogging. Second,
temporal changes in light scattering from the skin tissues
due to shifts in the relative position between the sensor
and the skin can result in inconsistent data. In a study by
Lee et al. [43], a skin-attachable PPG sensor equipped with
an orthogonal polarizer–analyzer (OPA) pair configuration is
proposed, which effectively reduces MAs by suppressing the
amount of light scattered from the skin epidermis before it
reaches the PD. The design resulted in a tenfold reduction in

MAs compared to rigid sensors. In this framework, another
intrinsic way of addressing this issue is by adopting mul-
tiple wavelengths of light and multichannel PPG recording.
Zhang et al. [44] utilize a green wavelength PPG signal for
HR monitoring, while an IR one is the reference for motion
detection. The signal corresponding to green light predomi-
nantly reaches the capillary layer, resulting in a higher ratio
of ac to dc component compared to the one obtained using IR,
which can penetrate deeper. The MAs in the IR PPG signal
exhibit a significantly larger amplitude due to a greater change
in the light path, in contrast to MAs in the green PPG signal.
They report a signal-to-motion ratio (SMR) of at least 10 dB
higher in the green PPG signal compared to the IR one. Pandey
and Chao [45] also proposed a dual-channel PPG sensor
but using OLED and organic photodetectors (OPDs). They
employed an LDC with multiple feedback loops to counteract
dc drifts resulting from the movement between the sensor
and the skin, as well as between the skin and blood vessels.
The results demonstrated a significant reduction in MAs,
successfully diminishing it from 20% of the average dc drift
to a mere 1%. The strategies employed to reduce MA involve
trade-offs. The incorporation of additional hardware adds to
the form factor and power consumption specifications. Addi-
tionally, the complexity and digital processing requirements
increase with the inclusion of extensive signal-processing
algorithms.

2) Optical Crosstalk: PPG signals are low amplitude signals
that maintain a regular pulse frequency within the 0.5–5 Hz
range [46]. Optical crosstalk in these signals is caused due to
ambient light interference; this results in inaccuracies during
the estimation of physiological parameters like HR. Ambient
light interference can arise from a plethora of sources, includ-
ing constant frequency ones like sunlight to variable frequency
ones like indoor lighting [47]. The intensity of this interference
usually surpasses the pulsatile (ac) component of the PPG
waveform by several orders of magnitude, causing signal
saturation. Hence, the rejection of ambient light components
from the PPG signal holds significance in ensuring the data
integrity from PPG sensors [48]. There have been several
works aiming to mitigate this problem employing techniques
like optical shielding [49], flexible PPG sensors [50], and the
employment of an adaptive dc rejection loop [20], [51]; these
solutions are implemented along with several digital signal
processing (DSP) techniques that have proven to be effective
in mitigating optical crosstalk [4], [52]. Some other techniques
are discussed in Section III.

3) Biological Differences: The PPG signal acquisition is also
dependent on the type of tissue under the measurement site.
The nature of tissue type depends on body fat percentage,
melanin content on the skin, skin temperatures, ethnicity, and
age, which affects the prospective PPG signal. For instance,
it was observed that the diastolic peak in young subjects
diminishes with age [29], [53], [54], [55]. Advancements such
as the utilization of multiple wavelengths and enhancements in
device fit aim to mitigate biases. However, the limited publicly
accessible data on long-term efficacy and the rapid pace of
technological advancements present significant challenges for
researchers striving to keep pace. All these external factors
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Fig. 4. Measurement matrix structure [56]. (a) Compressive sampling (CS). (b) Uniform-aggressive sampling.

make the design of PPG sensor systems and LDCs, in partic-
ular, a multidimensional problem.

B. Challenges at Microlevel
1) Power Consumption of LEDs and Driving Block: Low

power consumption is a critical requirement for wearable
devices, given their reliance on battery power. Optical PPG is
often power-hungry due to the presence of LEDs that need to
be driven continuously. There are several techniques that aim
to minimize the power consumption of the LEDs like uniform
aggressive duty cycling [9], compressive duty cycling [56], and
event-driven duty cycling [11], [57]. The uniform aggressive
duty-cycling technique is very common among state-of-the-
art (SoA) works due to its simplicity but imposes fast settling
requirements on the LDC [58]. Bishop et al. [58] introduced
an interesting PPG sensing model that showcases the trade-offs
in terms of power consumption, signal quality, and circuit
design comparing duty-cycled and non-duty-cycled operation
of self-powered PPG operation. They illustrate that at lower
TIA bias currents, both duty-cycled and non-duty-cycled chan-
nels require comparable power levels for the sampling rate
being primarily dominated by the consumption due to LEDs.
Additionally, each sampling rate corresponds to a distinct
minimum power point, with the non-duty-cycled channel
exhibiting lower minimum power points only at lower biasing
currents compared to duty-cycled channels, which maintain
similar minimum power points across the swept biasing cur-
rents. The discussed architecture in the model illustrates that
with an increase in bias current, the SNR decreases; as a result,
the minimum power condition of the duty-cycled channel
is achieved at higher bias currents with respect to the non-
duty-cycled one. The lower bias point condition might seem
appealing, but comes at the cost of reduced signal swing at
the LDC input, increasing the design complexity.

Another category of sampling scheme employed to poten-
tially reduce the power consumption of PPG sensor systems
is CS. Fig. 4(a) and (b) represents a partial measurement
matrix structure for a PPG sensor system employing CS and
conventional uniform-aggressive sampling, respectively. The
sampling index is indicated from left to right, while the output
bits of a 12-bit ADC are indicated with respect to the sampling
pulse and the LED pulse. In the CS approach, specific signal
classes can be accurately reconstructed using significantly
fewer samples than those required by conventional uniform
aggressive sampling methods [56], [59]. As evident in Fig. 4,
only a few sample indices have the respective ADC bits
sampled according to the compression ratio (CR) given by
M/N ; M and N represent the number of samples taken for
CS and uniform aggressive sampling, respectively. On the
contrary, in the case of Fig. (b), the signal is sampled at
every index. For example, at index 8, the 12-bit ADC in (a)
outputs all zeros, whereas in case of (b), the output is 0 × 881.
Defining fs,US as the sampling frequency for the uniform
aggressive case and fs,CS as the sampling frequency for the
CS case, the following relationship holds:

fs,CS =
fs,US

CR
. (1)

Pamula et al. [56] performed an in vivo acquisition of
PPG signals, employing both uniform sampling mode and
CS with CRs of 8×, 10×, and 30×. It was measured that
the LED power consumption scales from 1200 to 43 µW
when a CR of 30 was employed. While CS offers competitive
advantages in terms of reducing power consumption, it also
introduces complexities in the system, particularly during
the reconstruction of the sampled data. In fact, the power
consumption of the ASIC was mainly dominated by the LDC,
which consumed 172 µW. Additionally, as the CR is increased
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Fig. 5. (a) PPG signal ac and dc components. (b) Event-driven sparse
sampling algorithm. (c) Red and IR signals.

from 10 to 30, the decrease in LED power consumption comes
at the cost of an increase in HR error from 2 to 10 bpm.
Another interesting approach is the event-driven sampling
method employed in the work by Alamouti et al. [57]. It out-
performs both the previously discussed techniques in terms of
LED power consumption. Fig. 5(a) represents a PPG wave-
form with its ac and dc components on which a sparse
sampling algorithm is employed as seen in Fig. 5(b); Fig. 5(c),
instead, shows that, after subtracting the ambient light com-
ponent sample represented as AMB, processing on different
wavelengths of illuminated light is performed by means of
system-level correlated double sampling (CDS). This process
specifically depends on identifying only a minimal number
of samples with an observation window centered around
the peaks and valleys (PAVs) of the collected waveform.
Initially, the on-chip algorithm performs uniform sampling at
a rate of 100 Hz, known as continuous mode. Afterward, the
sensor transitions to sparse mode, during which sampling is
exclusively carried out around the predicted PAV locations as
depicted in Fig. 5(b). Through this approach, the total sample
count required for extracting SpO2 and HR is reduced by
approximately 4×, resulting in an overall power reduction of
around 70%. Reduced power consumption is accomplished by
implementing a smaller window size; however, during notable
MAs, if the window size is not large enough, it poses a
risk of recurrent missed PAV detections, thereby causing HR
error. To address this issue, the DBE enlarges the observation
window until new PAVs are identified. If, despite reaching
the maximum window size, no new PAVs are detected, the
system reverts to the initial phase [57]. The requirement of
a complex reconstruction algorithm and scheme makes this
technique less favored. Fig. 6 consolidates the average power
consumption from SoA works [10], [11], [13], [14], [15], [16],
[17], [19], [20], [21], [22], [24], [56], [57], [60], [61], [62],
[63], [64], [65], [66], [67], [68], [69] over the past decade. It is
clear that the LEDs and their driving blocks are responsible
for approximately 60% of the total power consumption in

Fig. 6. Average power consumption of PPG sensor system blocks from
prior works.

PPG systems. Moreover, Fig. 6 depicts the performance of
three distinct works utilizing different sampling techniques to
address the LED power consumption problem. Considering
the present SoA works, the event-driven sampling method
clearly outperforms the other techniques in mitigating this
issue.

2) Low Perfusion Index: Perfusion index (PI), as shown
in (2), is the ratio between the pulsatile (ac) and the quasi-
static (dc) component of a PPG signal

PI =
ac
dc

. (2)

The challenges due to low PI are multifaceted and demand
innovative solutions for accurate monitoring in various wear-
able devices. PPG sensors have a PI typically ranging from
1% to 4% when placed on fingers. This translates to a DR
requirement of at least 65 dB to precisely record HR. The PI
value differs depending on the positioning of the sensors and
the distribution of blood vessels in the measurement site [70].
In the work by Du et al. [71], single channel and dual channel
PPG measurements were performed and it was observed that
the center of the forehead had lower PI than the surrounding
area. The inclusion of additional channels effectively increased
the sampling area of the sensor, thus reducing the amount of
error both between measurements at the same site and across
different measured sites on the same person [71]. Similarly,
on the wrist where the PI diminishes to 0.05%–1%, achiev-
ing reliable HR records demands a DR higher than 80 dB
while for SpO2 monitoring the required DR even exceeds
90 dB [11], [72], [73]. Hence, the microlevel challenges
impose exorbitant DR requirements of around 120 dB on the
ADC used in the data acquisition chain of the LDC. Most
of the studies employ an external PD with an additional dc
cancellation circuitry to mitigate this issue. Alternatively, the
work by Caizzone et al. [65], [74] demonstrates the feasibility
of a PPG sensor through device-level modifications aided by
the implementation of on-chip pinned photodiodes (PPDs).
Their approach utilized a double transfer gate (TG) structure,
depicted in Fig. 7(a). This structure comprises two TGs: a
charge sink TG (TGs) and a charge transfer TG (TGt). The
PPD structure comprises a p-n junction buried beneath a thin
layer of heavily doped p+ material, functioning like a charge
well [74]. The control of the charge accumulated in the well is
enabled by the two gates and detected through the sense node
(SN). The device operates through three fundamental phases,
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Fig. 7. (a) PPD device employing a dual-TG structure and its working
phases. (b) Integration phase. (c) PI enhancement phase. (d) Sink
phase [74].

as depicted in Fig. 7(b)–(d): integration, PI enhancement, and
sink phases. During the integration phase, both ac and dc
components of the PPG signal are integrated into the charge
well. Subsequently, only the ac component of the signal is
transferred from the well by adjusting the barrier potential
using TGt during the PI enhancement phase. This leaves the
dc component in the well, which is then reset using TGs
in the sink phase. Through this method, Caizzone et al. [65]
achieved an ultralow-power LDC with a remarkably low power
consumption of only 2.63 µW.

III. BUILDING BLOCKS AND DESIGN TECHNIQUES

As mentioned above, an LDC is the part of a PPG sensor
system that includes the PD and the data acquisition block.
The obtained digital codes (Dout) undergo a series of signal
processing steps: pre-processing, identifying individual pulse
waves, extracting pulse wave features, estimating physiolog-
ical parameters, and developing models to obtain end-user
relevant information for various wearable medical and fitness
device applications [4]. In turn, an LDC is comprised of many
building blocks, namely optical reception block, TIA, ADSC,
and ADC. These blocks, along with their main state-of-art
design techniques, are discussed in detail in this section.

A. Optical Reception Block
In LDCs, LEDs emit pulsed light to illuminate various

human tissues where a portion of the light is absorbed, another
part is scattered, and the rest is reflected toward the PD.
Typically, the LEDs are turned on for a duration ranging from
0.0125% [10], [56] to 10% [17] of their full period. A PD
detects the reflected light from the tissues and transforms it
into a photocurrent, as shown in Figs. 2 and 3. An LDC system
inherits several problems from the PD. One of them concerns
the parasitic capacitance (Cpd) that directly influences signal-
to-noise ratio (SNR) and power consumption. Equation (3)
provides an analytical expression of Cpd [14], where ϵSi is
the silicon dielectric constant, A0 is the junction area, µ0 is
the mobility of electrons, ρ0 is the silicon resistivity, Vbi is the
built-in voltage, and Vpd is the bias voltage of PD

Cpd =
ϵSi · ϵ0 · A0√

2 · ϵSi · ϵ0 · µ0 · ρ0 ·
(
Vbi + Vpd

) . (3)

The size of the PD directly influences the LDC system as
a larger junction area results in a larger Cpd. The cost to
obtain the same SNR with a PD having larger Cpd is paid
with increased power consumption [75]. The intuition behind
this trade-off comes from the allowed minimum pulsewidth
of the LEDs (Ton) that directly affects the total system power
consumption (Ptot). Reducing Cpd allows for a shorter Ton,
leading to a lower Ptot. A larger Cpd confines the Ton to a
higher value to achieve the same SNR. Equation (3) highlights
two approaches for reducing Cpd: scaling down the physical
size of the PD or, from a circuit perspective, applying a dc
bias voltage directly to the PD itself (other parameters in (3)
are all technology dependent). Furthermore, the bias voltage
affects the PD’s capacitance in on-chip integration; therefore,
careful selection of bias voltage and optimization of biasing
circuits are essential to ensure the PD operates efficiently.

Another problem typically faced is LF noise due to ambi-
ent light interference. This can be reduced dramatically by
techniques like CDS where the ambient light is sampled
and then subtracted from the signal [75], [76]. If the time
between the two samples is comparable to the on-time (Ton)
of the illuminated LEDs, an almost ambient-free PPG signal is
obtained [75]. Integration of the input photocurrent is another
way of reducing the effect of wide-band noise [15]. Recent
advances suggest that the integration of the PD on-chip results
in a significant reduction in the total power consumption from
hundreds of µW to tens of µW as seen in the work by
Caizzone et al. [65] that resulted in a benchmark-low Ptot of
4.6 µW with the LEDs consuming a meager 2 µW. This was
possible due to the high sensitivity quantum efficiency (QE) of
the on-chip CMOS PPDs described in Section II-B, enabling
their operation in low-light conditions and requiring lower
illumination from the LEDs. However, in low-light scenarios,
electronic temporal readout noise (TRN) dominates the over-
all noise. Under moderate illumination, instead, the SNR is
proportional to the number of photoelectrons (N ) as photon
shot noise (PSN) becomes the primary noise factor [75], [76].
Lastly, at high levels of illumination, fixed pattern noise (FPN)
arising from inconsistencies between PPD pixels restricts the
SNR [77]. Hence, the design of low-noise circuits for the
LDC is critical to fully capitalize on the sensitivity of PPDs.
Another interesting work by Kim and Jee [17] proposed an
integrated array of 128 × 64 µm p-n diodes where each pixel
of the array employs a dedicated local 1-bit 1-6 modulator.
This distributed architecture achieved a low equivalent noise
of the order of 20.4 pArms, approximately 10 dB lower than
traditional designs, resulting in an improved DR and total
power consumption of less than 25 µW.

B. Transimpedance Amplifier
As addressed earlier, the magnitude of the pulsatile com-

ponent of the photocurrent is very small compared to the
quasi-static dc one, hence requiring amplification before it is
quantized and converted to digital codes. Moreover, in many
cases, when the quantizer is a voltage-mode ADC, the pho-
tocurrent has to be converted to an amplified voltage signal.
This current-to-voltage conversion is performed by one of
the most influential blocks of an LDC, i.e., the TIA, whose
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Fig. 8. Comparison of conventional class of (a) TIAs with (b) digitally
assisted one [68].

stability, noise, and bandwidth directly influence the per-
formance of TIA-based LDCs [2]. To minimize the power
consumption of a PPG system, various duty-cycling techniques
on the LEDs are used. Consequently, the TIA has to be fast
enough to settle within a short interval of time; from a design
viewpoint, the signal power is distributed over a very large
number of harmonics, increasing the bandwidth required to
recover it [9], [11], [56], [78].

There are three classes of TIAs commonly employed in the
literature, distinguished mainly due to the nature of feedback
they use, namely resistive, capacitive, and RC . Resistive TIAs
used in recent LDCs have shown the necessity for a very
high-value feedback resistor (R f ) costing larger area and ther-
mal noise [60], [61], [62]. In comparison, the capacitive ones
provide 10× better SNR for the same gain [75]. As mentioned
before, power consumption due to LEDs is another challenge
that plagues PPG systems, and often, aggressive duty-cycling
is performed to address this issue, setting very stringent
settling time requirements on the TIA; its output voltage
should be able to settle within the ON-time (Ton) of the LEDs,
imposing a large bandwidth and slew-rate requirements on the
TIA itself [9], [75]. RC-TIAs are spotted to perform better in
terms of power consumption for the same bandwidth; it has
been noticed that they need 8× less LED power than capacitive
TIAs to achieve the same SNR at a given bandwidth [75].
In addition, they also minimize the effect of Cpd on the overall
noise [56].

In traditional TIAs, the choice of the gain involves a
compromise between minimizing input-referred noise and
maximizing input range. As shown in Fig. 8, the work by
Shu et al. [68] employs a digitally assisted one to mitigate
this problem by incorporating a resistive 11-bit DAC in the
feedback path with a dynamic element matching (DEM)
technique to achieve better linearity. As a result, the TIA
gain becomes considerably large, helping input-referred noise
suppression. Moreover, in the same work, DSP techniques are
used to further process the digital data, achieving a remarkable
DR of 130 dB across the PPG bandwidth while operating at
a duty cycle of 0.625% and 72 µW of power consumption.

C. Analog-Digital Signal Conditioning
The AFE4400 pulse oximeter [79] offers one of the most

straightforward ways of recording a PPG signal by using an
ADC with a very high DR. The limitation of this approach
is that most of the DR is used to quantify the dc part of the
signal, costing power. Other studies have employed various

Fig. 9. Eighth-order passive SC CMS implementation [81].

Fig. 10. Digitally assisted LDC based on a second-order incre-
mental ADC for signal-aware dc subtraction (DCS) and ambient light
removal [20].

methods to improve the power efficiency of such a system.
The ADSC block, illustrated both in Figs. 2 and 3, generalizes
all the techniques utilized in LDCs. One particularly effective
method in enhancing thermal and 1/ f noise performance is
correlated multiple sampling (CMS); as seen in the research
conducted by Capoccia et al. [80], both theoretical estimation
and experimental verification of the work demonstrated a 33%
reduction in 1/ f noise in CMOS image sensor (CIS) readout
chains that integrated two distinct pixels. This integration
featured a variable gain column-level amplifier (CLA) and
an eighth-order passive switched-capacitor (SC) CMS circuit.
Fig. 9 illustrates a typical eighth-order CMS stage employing a
passive SC implementation. The circuit comprises a stage that
averages the input signal and ambient light information at two
distinct time points and samples them across separate capac-
itors, namely C4 and C5. The CMS subtractor then computes
the difference between these two averaged values [81]. This
technique effectively mitigates LF noise caused by ambient
light interference [75], [76].

DC subtraction (DCS) is another technique widely
employed for the cancellation of the dc component of the
signal before it is digitized, allowing for an optimized use
of the full-scale input range of the ADC. Fig. 10 illustrates
re-configurable current DACs used within an LDC based on a
second-order incremental 16 ADC [20]. This system executes
three distinct phases: DCS, ambient light rejection (ALR),
and signal measurement. During the DCS phase, the first
current branch of the reference DACs is engaged, establishing
a 51.2-µA input full-scale. This phase involves a dual-step
process: measuring ambient light (10-bit) with the LED OFF,
followed by a 10-bit measurement of PD current (Iph) when
the LED is active. The DSP unit differentiates these val-
ues, isolating the dc component of the signal. Subsequently,
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Fig. 11. Simplified block diagram of the PPG SoC work by
Winokur et al. [13].

a user-defined percentage of this dc component is programmed
into the DCS DAC. The DCS phase operates on a 10-s cycle,
allowing for the averaging of dc values over eight successive
measurements to enhance resolution. In the ALR phase, the
second current branch of the reference DACs is activated,
adjusting the input full-scale to 25.6 µA. Ambient light is
measured (10-bit) 50 µs prior to each signal-measurement
phase, with the corresponding 10-bit code programmed into
the ALR DAC by the DSP unit. The signal measurement
phase involves activating the third current branch of the
reference DACs, setting the input full-scale to 0.4–12.8 µA
(5 bits). During this phase, the LDC operates with a 13-bit
resolution at a 4-ms interval (PRF of 250 Hz). The LED is
illuminated for 128 µs, and preprogrammed DCS/ALR DACs
inject currents to dynamically cancel the latest dc and ambient
light-induced components in the PD. This intricate process
ensures accurate and real-time signal measurement in chal-
lenging ambient conditions. The challenges at the macrolevel
concerning PPG sensor systems highlight the significance of
power consumption attributed to LEDs and driving blocks as
a critical bottleneck in their design. Uniform aggressive duty
cycling, as described earlier, is a straightforward method to
reduce the power consumption of the LED driving block by
decreasing the turn-on period of the LEDs.

A system-level representation of the work by
Winokur et al. [13] is illustrated in Fig. 11, where the
driving current is optimized by a digital feedback algorithm.
According to the digital output code, the LED drivers
modulate the LEDs to increase the energy efficiency of the
system. A duty cycle of 0.7% is used, which corresponds to
a square LED current pulse that is 40 µs wide every 6.06 ms.
In addition to the low-power digital feedback technique,
a low-power removal of time-varying interferers by using
modulation, filtering, and decimation is proposed to enhance
the DR of the overall system; its resulting frequency-domain
representation is illustrated in Fig. 12. The architecture first
involves sampling the output of the PD when the LEDs
are ON, as well as when the LEDs are OFF. The signal is
sampled at integral multiples of fs when the LEDs are ON
and at 4 × fs when the LEDs are OFF. The superimposed
signal is then filtered and demodulated, after which the
signal component returns to the baseband; accordingly, the
LF artifacts move beyond the filter stopband, achieving
an attenuation of 80 dB or greater in the entire stopband

Fig. 12. Time-varying interference removal algorithm. (a) Frequency-
domain representation of signal and interferer. (b) Filtering around the
second modulated image of the signal to remove unwanted interfer-
ence. (c) Demodulation by decimation for obtaining a clean signal at
baseband [13].

Fig. 13. System-level representation of a compressively sampled
LDC [56].

while negligibly increasing the power budget. Nevertheless,
the minimum reported power consumption of 120 µW is
observed to be higher than the average one of SoA works
(Fig. 6). Fig. 13 illustrates the system-level representation of
an unconventional work by Pamula et al. [56] using a CS
technique as described earlier. This implementation comprises
a readout and signal processing chain, which is interfaced
with an off-chip PD. Moreover, the work employs CS for
reducing the LED driver power consumption and also embeds
a low-power digital back end (DBE). This block is capable
of extracting the HR information directly from the CS PPG
signal by the use of a least square spectral fitting method
removing the need for complex reconstruction techniques.
This incurs a minimal power penalty of only 7.2 µW,
enabling the reduction of LED driver power consumption by
a factor of the CR introduced in (1). It is evident from Fig. 6
that this work achieves a power consumption which is better
than the average of the considered SoA works.

D. Analog-to-Digital Converters
ADCs are one of the crucial blocks in the process of light-

to-digital conversion. Surprisingly, in LDCs, all the varieties of
ADCs have not been explored yet, with works mostly limited
to the use of 61 and SAR ADC variants. Fig. 14 illustrates
the ADCs used in LDC works of the last decade. It is observed
that for resolutions up to 15-bit, SAR ADCs are popular
due to their low-power nature, while for higher resolutions,
61 ADCs are preferred. Some works have also explored
dual-slope [15], [22] and triple-slope [24], [67] converters,
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Fig. 14. Number of works as a function of resolution for various types
of ADCs used in LDCs.

Fig. 15. SoA power consumption in PPG sensor systems as a function
of publication year classified on the basis of external and integrated PD.

which provide high resolutions at the cost of power con-
sumption, complexity, and conversion time. In oversampling
converters, like 61 ones, high resolution and low noise are
associated with a very high oversampling ratio (OSR), costing
higher digital power consumption [20]. To achieve a lower
quantization noise with a lower OSR, either the quantizer
needs to be of intrinsically higher resolution or multiple
integrators must be embedded within the 61 loop [82]. Either
of these choices costs power and complexity. Another key
architecture that has emerged to strike a balance between
the OSR and resolution is the noise-shaping (NS)-SAR ADC
architecture [26], [27], [83], [84]. The intuition behind such
a converter revolves around the notion of accumulating the
residual error achieved after the execution of a successive
approximation algorithm and then subtracting it from the
input during the subsequent conversion cycle. This process
inherently entails a one-conversion delay between the input
and the feedback output while alleviating the need for a high
OSR to achieve low-noise conditions. Another variant of ADC
that is getting popular due to its hybrid and low-power nature
is the incremental ADC. It is similar to a 61 converter but
with a reset at the end of the conversion period.

Marefat et al. [19] recently introduced an LDC utilizing a
first-order, continuous-time, incremental delta–sigma modula-
tor (I–16M). This design harnesses the specific capabilities
of an I–16M for signal-aware DCS and ALR prior to
digitization, optimizing the full-scale input range efficiency in
PPG recording. However, a significant drawback of this design
is its high duty-cycling level (approximately 10%), resulting
in considerable power dissipation of 1.95 mW due to LEDs,
despite the LDC’s ultralow power consumption of around
8 µW. This is because a first-order I–16M requires a higher

Fig. 16. Total power consumption performance distribution with inte-
grated or external PD distinction.

TABLE I
COMPARISON OF POWER CONSUMPTION DUE TO LDCS WITH

INTEGRATED/EXTERNAL PD

OSR with an extended conversion time to achieve a larger DR;
this leads to a longer LED on time (higher duty-cycling level),
accounting for the power consumption due to LEDs. The same
group proposed an LDC based on a second-order I–16M [20]
as depicted in Fig. 10. This advancement led to a substantial
decrease in the system’s duty cycle from 10.24% (at a PRF of
100 Hz) to 3.2% (at a PRF of 250 Hz). The decrease in the
LED duty cycling directly translates into a remarkable 86%
reduction in power consumption of the LED (and its driver),
dropping from 1.95 mW to 264 µW during the PPG-recording
experiment while maintaining identical DR. The presence of a
higher-order I–16M allows for faster conversion as it requires
a lower OSR for achieving the same DR. However, this comes
at the cost of an increase in power consumption of the LDC
by 7.6 µW (rising from 8.1 to 15.7 µW) due to the presence
of an additional integrating stage. Nevertheless, increasing
the order remains highly favorable from a holistic, system-
level power consumption viewpoint, as LED power is the
dominating power consumption source.

Lin et al. [15] proposed a dual-slope charge counting
ADC-based LDC utilizing a multifunction integrator to convert
the signal current into a voltage while simultaneously serving
as a low-pass filter to mitigate the noise folding effect. This
integrator also fulfills the sample/hold function during data
conversion, thereby reducing the number of noise sources
effectively. They were able to achieve a DR of 119 dB with a
low power consumption due to LEDs of 107 µW. Neverthe-
less, this architecture faces a fundamental limitation: achieving
high-resolution requires a prolonged conversion time, making
it unsuitable for high-bandwidth capacitive micromachined
readout scenarios. Additionally, in such a multibit system,
thermal noise is likely to be the dominant in-band noise
contribution due to the relatively small quantization noise that
is effectively shaped out of the band. Conversely, reducing
thermal noise requires oversampling, necessitating more effi-
cient, and effective noise reduction methods.
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TABLE II
SOA COMPARISON (WORKS REPORTED IN CHRONOLOGICAL ORDER)

An intriguing observation from the two aforementioned
studies is that Marefat et al. [20] utilize a broader LED pulse
with a lower PRF of 250 Hz, enabling multiple samples to
be taken within one period, whereas Lin et al. [15] employ a
shorter LED pulse with a higher PRF of 512 Hz, but take only
a single sample. The former adopts a second-order incremen-
tal delta–sigma modulator (I–16M) with a 1-bit quantizer.
The single-bit quantizer forces the ADC to sample multiple
times in a longer pulse repetition period (PRP) to achieve a
10-bit ADC resolution. In contrast, the latter study on
dual-slope ADC utilizes higher counting resolution to achieve
a large DR exceeding 115 dB despite using a higher PRF.

There are other types of ADCs unexplored for LDC appli-
cations, like the SAR-assisted incremental zoom ADC [85]
that achieves a high DR for a comparatively low power and
area footprint compared to the 61 one. Current-mode variants
of ADCs [26], [27] are another candidate that opens up a
different approach to LDCs as they alleviate the need for a
power-hungry input buffer and a TIA. They are a potentially
attractive solution in TIA-less variants of LDCs where the
processing has to be done in the current mode.

IV. COMPARISON AND TRENDS

Recent advances in PPG sensor systems illustrate an obvious
trend toward lower power consumption, given its application
in battery-powered wearables. Fig. 15 presents an analysis
of power consumption based on works published in the
past decade, which are categorized depending on whether
the LDC has an integrated PD or an external one; the
visible trend-line was derived as in [88]. The work by
Caizzone et al. [65] serves as a benchmark for power con-
sumption, having achieved the lowest reported value through
the utilization of ADSC techniques like CDS and PD integra-
tion. Other works [17] and [67], by employing an on-chip PD,

also reported relatively low power consumption as compared
to the ones following an off-chip approach. Fig. 16 illustrates
the percentage of works featuring various levels of total power
consumption depending on the employment of integrated PDs
or external PDs. It is evident that for sub-30-µW operation,
the on-chip approach is more viable, while for more than
30 µW, the off-chip approach is a straightforward option.
The on-chip integration of the PD eliminates the need for
high-power preamplification circuits, enabling more efficient
and scalable SoC designs. Additionally, the use of mature CIS
technology enhances sensor power efficiency [69].

Table I shows the power consumption due to LDCs for the
on-chip PD solution in comparison with the off-chip one.
It is observed that the on-chip approaches have achieved
sub-30-µW power consumption, outperforming the off-chip
ones. However, this statistic could evolve over time as, at the
moment, there are only a handful of works. On the other hand,
the limited DR (<90 dB) and the poor spectral responsiveness
make this approach challenging. The off-chip approaches that
have achieved a comparable total power are the ones that
used CS and event-driven duty-cycling techniques as described
in Section II-B1. The above-mentioned trend from Fig. 15
provides a direction toward a low-power operation, showcasing
that an on-chip PD approach with a low-noise ADSC block is
advisable.

Fig. 17(a) depicts a spider chart derived from the average
performance values of the works under consideration. This
confirms the intuition that for lower power consumption and
lower noise, the integrated approach is a plausible solution:
these results are enabled by the high QE and CMOS com-
patibility of the PPDs. Jung et al. [87] demonstrated a PPG
sensor module with a form factor of 18.13 mm2, which is
highly desirable considering the wearable consumer electron-
ics framework. This provides an insight that if a PPG sensor
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Fig. 17. Spider chart summarizing PPG works based on various parameters. (a) PPG works with integrated (on-chip) PD and external (off-chip)
PD. (b) PPG works with dc cancellation and without dc cancellation.

system with a small form factor and low power is desired,
the on-chip integration of the PD is a promising choice.
Fig. 17(b), instead, depicts a spider chart that compares the
approaches with and without dc cancellation. It can be seen
that high-resolution ADCs and low-noise ones are required
if no dc cancellation of the PPG signal is present. On the
other hand, when this technique is adopted, the requirements
of the ADC are alleviated, making the LDCs smaller and more
power efficient. Recent ADC architectures like NS-SAR [83],
current-mode variants of NS-SAR [26], [27], and Nyquist rate
residue quantization ADCs provide promising alternatives to
presently utilized ADC types in the LDC framework. These
architectures require shorter conversion times to achieve a
comparable DR, thereby enabling lower duty-cycling levels
and reducing the overall system power. Additionally, with
a shorter conversion time, a more trivial averaging on the
DSP side is possible for more precise PPG recording, further
enhancing the appeal of these approaches.

Table II summarizes the works on PPG sensor systems
reported in the last decade in terms of the various parameters
discussed earlier in this review. A further synthesis is reported
in Fig. 18, which shows a box chart derived from the perfor-
mance characteristics of the SoA works included in Table II.
A PRF in the range of 1–2048 Hz was employed, while the
majority of works reported values higher than 100 Hz. Taking
the duty cycle into account (Ton), the average is around 1.59%
and values as low as 0.0125% [56] (CS) and a maximum
of 10% [17] were reported. Almost all of the works have
employed aggressive uniform sampling techniques to sample
the PPG signals to have such low Ton values. On average,
a DR of 110 dB was reported; the maximum DR of 136.5 dB
was reported by Li et al. [67] and a minimum of around
87 dB by Konijnenburg et al. [86]. It is interesting to note
from Fig. 18 that the distribution of DR and SNR values
is not as varied as other metrics. This is because of the
application-specific requirements imposed on the LDCs. The
reported noise performances of these readouts are comparable,

Fig. 18. Box chart summarizing the performance characteristics of SoA
PPG works.

resulting in minimal differences in SNR values across SoA
works. Lastly, the average power consumption of the LEDs
from past works is around 830 µW; the highest reported value
is 8.3 mW [12] while the lowest one is 1.97 µW [65].

V. CONCLUSION
This article presented an overview of different circuit tech-

niques employed in LDCs. The challenges in PPG sensor
systems were categorized in macrolevel ones and microlevel
ones. At the macrolevel, the complications due to MAs and
optical crosstalk that appear as LF noise were discussed. At the
microlevel, instead, the power consumption of the LED drivers
was identified as a serious challenge, comprising, on average,
more than 80% of the total system power consumption.
Various sampling techniques like uniform aggressive sampling,
CS, and event-driven sampling, employed to mitigate this
issue, were analyzed in detail. Moreover, adding to the already
existing stockpile of problems, the issue due to the low PI,
demanding for high DR in the ADCs present in the LDC, was
discussed.

The products with CISs are dominating the consumer elec-
tronics market, and even the LDCs have started adopting
this technology; thanks to the high QE of these sensors,
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a benchmark low power consumption of 4.6 µW was reported
[65]. Integrating PD on-chip shows great promise, particularly
due to the imperative for miniaturization and seamless inte-
gration into wearable PPG devices for commercial purposes.
The works with inherent dc and ALR loops demand less SNR
than those without, hence making stringent requirements on
the part of the ADCs to have a high resolution. Observing
the type of ADCs used in the prior LDCs, it is evident that
other varieties of ADCs have yet to be explored as 80%
of the works employ either a 61 ADC or a SAR one.
ADC types like NS-SAR, incremental zoom, and current-mode
ones fulfill the requirements for high DR and low power of
PPG sensor systems and, therefore, may be considered for
exploration in future research in this field. Additionally, LDC
architectures devoid of TIA, coupled with faster and low-
noise ADCs, could emerge as compelling alternatives to the
current SoA schemes. In conclusion, the application areas of
PPG monitoring are evolving rapidly; adopting a multimodal
sensing strategy by merging various bio-sensing techniques
such as ECG, accelerometer data, or temperature sensors
presents an intriguing avenue. New application areas have
developed like noninvasive glucose sensing [61], skin-cancer
diagnostics [89], brain mapping [90], ozone pollutant sensing,
and correlated cardiovascular disease monitoring [62]. This
generates opportunities for the use of various signal processing
and artificial intelligence (AI) techniques for feature extraction
of numerous cardiovascular health parameters.
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