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Abstract—Marine gravity survey is of great significance to
the fields of geophysics research, marine geological map-
ping, and so on. Usually, accuracy calibration is required
since the gravity measurements remain relative at present.
For this application, the absolute gravity reference point is
necessary, which can be established with classical optical
absolute gravimeters. In this article, an absolute gravity
benchmark is constructed through a gravity measurement
system based on a homemade atomic gravimeter at the quay
of Zhoushan Archipelago. Even in the rugged environment
of seaboard, a measurement sensitivity of 0.76 mGal/+Hz
is obtained. Besides, the estimated absolute accuracy of
gravity is better than 30 pGal. Interestingly, it is found that
the accuracy has been affected greatly by the ocean tidal
loading (OTL) effect, especially the absence of an accurate
OTL model in the observation region. To further investigate
the OTL effect, the continuous absolute gravity observations
are carried out for seven days, collecting tidal heights as well.
Notably, a peak-to-peak amplitude of approximately 170 pGal
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is obtained even when the gravity variations caused by solid tide effect have been corrected. However, the calculated
values with the existing OTL models seem much smaller than the actual gravity variation data. To solve this problem, an
optimized OTL model for offshore gravity measurement has been proposed through an analysis of the existing models.
With the improved model of OTL, the calculated results agree well with the experimental data. These findings offer
valuable insights for the high-precision calibration of marine gravimeters.

Index Terms— Absolute gravity, cold atomic gravimeter (CAG), ocean tidal loading (OTL).
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I. INTRODUCTION

RAVITY measurements are pivotal for geophysical stud-
Gies, including the dynamics of subsurface fluids [1],
[2], [3], marine geological mapping [4], [5], resource explo-
ration [6], and so on. For ocean gravity measurements, they
provide quantitative constraints on crustal structure and, in
combination with other co-registered datasets and forward
models, improve the ability to interpret the geologic processes
occurring within oceanic crust. Although satellite gravity
measurement can use space technology to monitor ocean
gravity, the determination of satellite orbit parameters still
needs to be based on surface gravity measurement data [7],
[8], [9]. The gravimeters have led to a marked improvement
in the quality of marine gravity [10]. Hence, the utilization of
gravimeters for measuring ocean gravity remains an essential
technique in the field of ocean gravity survey and marine
geophysical exploration. To ensure the effectiveness of these
marine gravity measurements, it is imperative to conduct
periodic recalibrations and comparisons at reference points
where gravity values are precisely known [11]. Consequently,
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the creation of shore-based absolute gravity observation sta-
tions becomes a fundamental requirement, serving as pivotal
calibration benchmarks for maintaining the accuracy and reli-
ability of marine gravity data. (Benchmark: Establishment of
shore-based absolute gravity observation points with atomic
absolute gravimeter.)

Using relative gravimeters frequently encounters obstacles
due to calibration inconsistencies and errors originating from
instrumental drifts. Conversely, atomic absolute gravimeters
present an alternative, immune to drifts and capable of execut-
ing continuous measurements over prolonged durations. This
attributes that cold atomic gravimeters (CAGs) [12], [13], [14]
are exceptionally suited for the establishment of shore-based
gravity measurement stations. Currently, the measurement
accuracy of CAGs has reached that of classical gravime-
ters [15]. Compared with classical gravimeters (e.g., FG-5),
CAGs can achieve much higher sampling rates. Furthermore,
the mobile atom gravimeters have been used for experimen-
tal validation [11], [16], [17]. For example, the AQG#BO01
(former Muquans) was carried out at Larzac observatory, the
repeatability to be better than 5 pnGal [16], and the gravity
sensitivity is 0.5 mGal/+/Hz in the field along a route of
7.6 km [17]. The internal coincidence precision is 1.22 mGal
and an external coincidence accuracy is 1.62 mGal of the
home-made marine survey system by Wu et al. [14]. Antoni-
Micollier et al. [18] demonstrated the world’s first time series
acquired in the summit region of an active volcano using
an absolute atomic interferometric gravimeter. As a result,
the CAGs can be used in a broader range of field gravity
measurements.

In coastal gravity studies, the effect of ocean tidal loading
(OTL) on gravity measurements may exceed the accuracy
of instruments [5], [19], necessitating corrections for OTL
effects to accurately determine the absolute gravity values.
Currently, tidal effects mainly include solid tides and OTL.
Solid tides are relatively well-modeled with an accuracy of
about 1 nGal [20]. However, the effect of OTL on gravity
measurement is complex and not accurate enough because
the coastal terrains are usually irregular. The resulting gravity
variations by ocean tides are dominated by OTL effect [21].
In practice, the changes in gravity values due to OTL effects
are more consistent with available models [22], [23], when
the measurement points are located inland. However, when
the gravity measurement station is located at the quay or far
away from the coast, the calculation results of the current
OTL model deviate more [24], [25], [26]. Therefore, in the
experiment, Zhoushan sea area is selected as an ideal point
for studying tidal phenomena associated with gravity mea-
surements, and thus this point belongs to the near-shore sea
area where the tidal loading effect is obvious. At present,
the marine tidal load effect model of Zhoushan Islands is
more analyzed [27], [28], [29], but the accuracy of gravity
estimation needs to be further improved.

In this article, we established an absolute gravity reference
point at Changzhi quay, Zhoushan Archipelagic, which con-
ducted a comparison with the known reference gravity values
and performed a detailed error analysis. To our knowledge,
this article represents the deployment of an atomic gravimeter
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Fig. 1. Schematic of the experiment [12].

for shore-based gravity assessments for the first time. During
our observations, we monitored variations in tide height and
gravity data, identifying a significant influence of the OTL
effect on the gravity measurements. This observation prompted
a detailed investigation on the OTL effect, revealing discrep-
ancies between gravity variation predicted by the existing OTL
models and the actual observed gravity data. To address this
issue, we optimized the traditional OTL model by incorporat-
ing the effect of regional seawater mass change. The outcomes
based on this improved model showed a compelling align-
ment with our gravity measurement data, thereby significantly
reducing the bias in calculated gravity values, particularly in
regions distant from land. This improvement in the OTL model
marks a pivotal advancement in minimizing errors in gravity
measurements in coastal and offshore environments.

[l. EXPERIMENTAL SETUP AND EXPERIMENTS
A. Experimental Setup-CAG

Fig. 1 shows the entire experimental process. Due to the
significant ambient vibration caused by seawater movement
in shore-based or shipboard measurements, passive vibration
isolation and systematic vibration compensation must be used
in the measurement process. In the experiment, the vibration
isolation platform uses passive vibration isolation techniques,
which is used to suppress the high-frequency vibration of
the environment. Accelerometers are used to measure Raman
mirror vibrations to correct interference phase shifts caused
by vibrations.

The gravity sensor is surrounded by a magnetic field shield
with a diameter of 52 cm and height of 55 cm, and the
weight of gravity sensor is about 70 kg. With the 2-D and 3-D
quartz vacuum chambers, an atomic loading rate of 8 x 10°/s
is achieved, enabling successful trapping of 8’Rb for gravity
measurement. In the gravity measurements, the CAG uses a
precise experimental procedure that entails cooling atoms to
an ultralow temperature of 4 uK before releasing them to
freefall under the influence of gravity. During this freefall
phase, the atoms are selected in |[F = 1,mp = 0 > with
microwave 7 pulse. Subsequently, a sequence of three Raman
pulses is applied to conduct atom interferometry, allowing for
high-precision gravity measurements. The sequence of Raman
pulses from the atomic gravimeter is w/2 — m — w/2 with
a m pulse duration of 10 us for 7= pulse and a time interval
between adjacent Raman pulses 7 = 55 ms. The gravity value
is calculated by fitting the phase of the extracted interference
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fringes [12], which can be expressed as Ap = (Kef - & —

a)T?. Where l_éeff denotes the effective wave vector of Raman
beam, o is the chirp rate of the Raman laser, and g is the
gravitational acceleration. The fringe pattern, in turn, con-
tains the gravitational acceleration information, extracted by
scanning «.

B. Location of Shore-Based Measurements

In experiments, the shore base for absolute gravity mea-
surements with an atomic gravimeter is located in the port
of Zhoushan, Zhejiang, China. The shore-based measurement
is approximately 230 m from the shore and is surrounded
by the seawater [as shown in Fig. 2(a)]. Fig. 2(b) shows the
elevation map around the observation point with the latitude
and longitude indicated as (122.19°, 29.96°). There has been
a relatively detailed study on modeling tidal dynamics in the
vicinity of Zhoushan islands [27].

Atomic gravity measurements require attention to the
environment during shore-based measurements. The most sig-
nificant effects on measurements include ambient temperature
and humidity, as well as vibration, which can be deteriorated
by other environments. Therefore, Fig. 3(a) shows that mobile
laboratory is adopted to address these issues. The atomic
gravimeter, vibration isolation platform, and other instruments
are placed in the mobile laboratory made of containers with
dimensions 5.89 x 2.35 x 2.39 m as shown in Fig. 3(b).
The shore base is located at the quay and surrounded by
seawater. In the mobile laboratory, air conditioning is used
to regulate the ambient temperature and ensure the optimal
functioning of the laser system. In addition, an uninterruptible
power supply (UPS) was used to guarantee a stable power
supply for the mobile experiments. The schematic of the CAG
measurement system is depicted in Fig. 3(c), illustrating the
integration of three essential components: the gravity sensor
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Fig. 4. Atomic gravimeter measurements at the shore base. (a) PSD of shore-based vibrations on May 30, 2020. (b) Atomic interference fringes
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interference pulse T. Red dots: extraction of gravity values by fitting fringes. Black dots: gravity values extracted by iterating over the interferometric
phases of the atoms. Blue line: absolute gravity reference for the shore-based measurement point.

with its vibration isolation system, the optical system, and
the electronic system. We record the height change in the
surrounding sea at the quay, where the measurement point
is located at the red dot in Fig. 3(c). For the measurement
process of the atomic gravimeter, one can refer to the previous
literature of our group [12]. Due to the strong effect of seawa-
ter movement on the vibration environment of the quay, the
passive vibration isolation and system vibration compensation
are applied during the measurement process.

[1l. RESULTS

In our measurements, we used the CAG instrument with
a sampling rate of 2 Hz [30]. In preparation for the gravity
measurements, meticulous attention was devoted to the pre-
liminary examination of ambient noise conditions prevailing
at the dock. In addition, an in-depth investigation into the
system sensitivity of the gravimeter was conducted to ensure
the accuracy and reliability of our measurements.

A comprehensive systematic error analysis of the CAG
instrument is detailed in [30]. The estimated noise level
attributed to factors other than vibration in the system is
approximately 171.3 uGal/+/Hz. The primary contributors to
this noise are Raman laser phase noise and detection noise. For
shore-based experiments, environmental factors such as tem-
perature and humidity have been effectively addressed through
the implementation of a mobile laboratory. Consequently, the
primary environmental influence on the measurements of the
atomic gravimeter is vibration.

In the computation of atomic interferometric phase, it is
essential to incorporate vibrational phase compensation to
obtain accurate gravity values. Fig. 4(a) illustrates the power
spectral density (PSD) of quay vibrations. We assessed the
contribution of vibration noise to the gravity measurements

to be about 13.12 mGal [31], which is the root-mean-square
value calculated by integrating the transfer function of the
vibration with the atomic gravimeter over a period of time.
To comprehend the impact of different vibration frequency
bands on the sensitivity of the gravimeter, we conducted a seg-
mented integration of the vibration PSD. This analysis enabled
the determination of the influence of each frequency band on
the gravity sensitivity [as shown in Fig. 4(a)]. The impact of
vibrations at different frequency intervals on the measurement
sensitivity of a CAG is determined through the integration of
the product of noise power spectral density of vibration and
the gravimeter’s transfer function. This procedure elucidates
that vibration noises significantly affect the measurement
sensitivity within the frequency ranges of (1, 10) Hz and (10,
100) Hz, with the estimated influences on the sensitivity of
4.548 and 4.703 mGal/+/Hz, respectively. To accurately assess
the effect of vibration on the sensitivity of CAG, a sum-of-
squares calculation of the contributions from all the frequency
intervals is required. The results indicate that the overall
impact of vibrations on gravity sensitivity is approximately
6.54 mGal/\/m, and a factor of 6.54/0.76 = 8.61 is obtained
with the vibration rejection system.

Therefore, the vibration data during the measurements were
collected and synchronized to calculate the magnitude of the
interference phase shift induced by vibrations in the atomic
gravimeter at each moment. Finally, the interference fringes
after vibration compensation had a fringe contrast of 31%
[as shown in Fig. 4(b)]. Then, after optimizing the atomic
gravimeter to the best possible state, we conducted an Allan
deviation assessment of the system on May 30, 2020. (The
detailed introduction of this method could be found in [32],
[33], and [34].) Fig. 4(c) shows the Allan deviation of the mea-
sured gravity data at 7 = 55 ms, which is 0.76 mGal/+/Hz.
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The gravity sensitivity is evaluated for different pulse intervals
T [as shown in Fig. 4(d)]. According to the results, the
sensitivity of atomic gravimeter improves as T increases.

Before the experiment, the errors in gravity measurement
with different interference pulse durations (7') were analyzed,
and each measurement took approximately 1 h. Fig. 4(e)
illustrates the measurement results. Two gravity extraction
methods were compared during the tests: 1) the method based
on fringe fitting (red dots) and 2) the interferometric phase
iteration method used in this article (black) [12], [35]. The
results indicate that for an interference pulse length of T =
55 ms, the measurement standard deviation with fringe fitting
is 70 nGal, while the standard deviation of the iterative method
used in this article is 12 uGal [Type A uncertainty (Aa)].
Type B uncertainty primarily includes uncertainties related to
the correction of the CAG system and external environmental
parameters. Specifically, the uncertainties associated with the
correction of the atomic gravimeter system involve factors
such as two-photon light shift, Coriolis force, and Raman
beam wavefront. For the atomic gravimeter used in this study,
the uncertainty associated with systematic effect corrections is
approximately 10 pGal. Detailed assessments can be found in
previously published articles by the research group [12], [30],
[36]. Furthermore, a comparison was made between the gravity
reference value provided by the shore base and the gravity
values measured by the atomic gravimeter, with a deviation of
about 70.48 nGal being observed.

Hence, the combined uncertainty of the dynamic gravimetric
measurements at the benchmark Agyy = (A% + A3)Y? is
about 15.62 uGal. The measurement uncertainty (A¢) of the
absolute gravity reference point is 30 pGal. Therefore, the
final uncertainty (A = (Aguay + Arzf)l/2 ) is about 33.82 uGal.
The final comparison measurement with the absolute gravity
value of the shore base is (70.48 + 33.82) nGal. Moreover,
the error is less than 300 uGal, satisfying the benchmark
specifications for marine gravity measurements in China.

From the results, the main source of error arises from
environmental vibrations, and it is possible that the system
state may not have been optimized to its best. However,
upon excluding systematic effects from the measured absolute
gravity values, we observed a persistent periodic deviation
with a period of about 12 h. Therefore, we suspect that this
phenomenon may be attributed to the tidal loading effect.

During our week-long gravity observation experiment
conducted at the quay with atomic gravimeter, we have specif-
ically concentrated our analysis on the gravity data acquired
between June 3 and June 6, 2020. This particular timeframe
was chosen due to its notably enhanced data completeness.
In processing the gravity data, the usual corrections are made
to atomic gravimeter to avoid the influence of nontidal factors,
such as systematic error correction, Coriolis force correction,
latitude correction, and solid tide correction.

Fig. 5 shows the relationship between gravity values, height
variations in ocean tides, and measurement time. Gravity
measurement was performed for a period of 61 h. We have
observed a correlation between variations in tidal height and
changes in gravity values. Analysis indicates that the primary
cause of gravity fluctuations is attributed to the tidal loading
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effect. The peak-to-peak variation in gravity values can reach
up to 170 pGal. Furthermore, there is an approximate 3-m
variation in tidal height. Upon consulting literature on tidal
loading, using the existing tidal loading models yields a max-
imum gravity variation of approximately 40 pGal. Our results
reveal that the estimated gravity changes from the existing
tidal loading models are approximately four times smaller than
the actual measured values. Consequently, we conducted an
in-depth analysis to investigate the impact of tidal loading
models on gravity measurements.

IV. DISCUSSION

To elucidate the discrepancies in tidal load calculations
produced by different models, we selected two widely used
models alongside our enhanced tidal load model for compar-
ative analysis. The prevalent models in current use include
Green’s integral model (NAO99) and the spherical harmonic
function model (FES2014), each with its distinct computa-
tional frameworks and accuracy determinants, which will be
elaborated upon subsequently. The spherical harmonic model
is an approximation of the solution, which bases its accuracy
on the function’s order. The accuracy of Green’s function inte-
gral model hinges on several factors: the resolution of the tidal
grid, the delineation ambiguity between sea and land within
the grid, and the computational precision of tidal integrals.

In response, our improvements focused on refining Green’s
integral approach. We segmented the OTL model into global
and local components, conducting calculations for each seg-
ment individually. For the global tidal loading influence,
we applied Green’s integral to exclude the local area’s effect.
Subsequently, we recalculated the changes in seawater mass
within the local region with Green’s equation. The results
of these calculations represent the gravity change at the
observation point induced by OTL effect, which offers a novel
understanding of OTL effects.

A. Variation in Gravity Due to Global Ocean Tides

The prevalent methods for enhancing the precision of the
OTL effect [24] calculations typically involve the application
of the near-Earth Green’s integral algorithm. The calculation
encompasses two components: the direct effect (Newtonian
effect) and the indirect effect (elastic effect). The effect of
tidal loading on gravity can be expressed as [37]

Aggonat(ps Ap) = Gpu / / g Gi(pe)do,
D—-D

+Gou [ [ mGutwprdo, )
D—-D
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where p is the gravity observation base point, and g is
the ocean tidal height of measurement point, ¢, and A,,

respectively, are the latitude and longitude of p, D is the

entire domain of a spherical Earth, D is the local domain
of observation point, G is the gravitational constant, p,, is
the density of water, h, is the tidal height above the local
mean sea surface, ¥, is the spherical angle between the
gravimetric shore-based p and the ocean tide point g (¢, A;),
and o, is the unit area of the region D(do, = cos ¢ dp,dN,).
Green’s functions, namely, G; (/) for the indirect load effect
and G4(v¥,,) for the direct load effect, can be derived as
follows:

K ,— k.
Gi(Vpg) = (m Z[(n+ e
—2(hy, — )| Pu(cos 1//,,,,))
G =2 :
d(Ypg) = MW
()

where g is the Earth’s gravitational constant (g ~ 9.81 m/s?),
M is the mass of the Earth, 4/, and k], are the load Love
numbers for n degrees [38], [39], i, and k/ are the load Love
numbers for the infinite degrees, y is the quality factor [37],
and P, is the Legendre polynomials. The tidal load’s gravi-
tational effect at the measurement point p can be computed
by integrating Green’s function of the near-surface tidal load
effect. This process is facilitated by the NAO99 model [40],
[41], [42], encompassing nine subtidal components (K1, K2,
M2, N2, Ol, P1, Q1, S2, and Mf) with a tidal grid model
resolution of 0.5° x 0.5°. The model covers a regional lat-
itude and longitude range from 0° to 180° and 0° to 360°,
respectively.

As a comparison, a spherical harmonic coefficient model
was chosen to calculate the tidal load of the observed site
tides [43]. The equivalent water height variation hq at the
g points (r4, ¢4, and );) can be expressed as the num-
ber of spherical harmonic steps of the speciated load as
follows:

h ¢(Pq, Ag) = R, ZZ[AC cosm\

n=1 m=0

+ ASY sinmA] Py(cosd)  (3)

where R, is the mean radius of the Earth, ACY, , ASy, is
the nth-order m-specified load spherical harmonic coefficient,
and P,, is the fully normalized associated Legendre func-

tions [44]. AC)" , AS} for a fully specified change in the bit
coefficient can be expressed as
- _4TRS py
AC,, = z P
M 2n+1
3 w
Ac:ﬁn = 'O_ nm
2n+1 p,
_ 3 )
ASum = p—“AS,;’;n 4)
2n+1 p,

80
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(a) Gravity values change due to the OTL effect. (b) Gravity values
change due to the solid tide on gravity.

where p, is the average density of the Earth and M is the total
mass. The gravity load effect at observation point p can be
expressed as

ZZ( +1)( )

AgSpherical (¢p s >\p)

e n=2
1
x (1+—h;—”+ k;,)
n n
Z(AC_’WL cosmA, + AS,m sin m/\p)lsnm(cos o) (5)

m=0

where a is the mean radius of the Earth. In the calculation,
the degree “n” is set to 180. For the OTL calculations, the
FES2014 global model can be selected [45]. FES2014 contains
spherical harmonic coefficients for tidal height for 36 subtides
(21, Q2, 2N2, Eps2, J1, K1, K2, L2, La2, M2, M3, M4,
M6, M8, Mf, MKS2, Mm, MN4, MS4, MSf, MSqm, Mtm,
Mu2, N2, N4, Nu2, Ol1, P1, QI, R2, S1, S2, S4, Sa, and Ssa,
T2) and the 360th-order spherical harmonic coefficient in the
ETideload 4.5 program.

We have theoretically computed the variation in gravity
induced by the OTL effect at the Zhoushan quay [as shown
in Fig. 6(a)]. The orange dotted line in the graph represents
the gravity fluctuations as a result of the tides, calculated
with NA099 model. In addition, for comparison, we have also
depicted gravity variations (the blue dotted line) calculated
with the global FES2014 model. In addition, to compare the
solid tide with the OTL effect, we calculate the change in
gravity values due to solid tide based on ETERNA34 [20],
[46] at the quay [as shown in Fig. 6(b)]. The change in gravity
values due to the OTL effect of the ocean tides is relatively
small compared with the solid tide. To better analyze the effect
of ocean tides on gravity, we first correct for the solid tide in
data processing.
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Theoretical calculation of gravity variations due to tidal mass. (a) Effect of integration radius of measured area on calculated gravity.

(b) Effect of height of tide on gravity. (c) Variation in gravity values with distance from the center of the tide to the observation point.

B. Variation of gravity Due to Local Ocean Tides

The local seawater loading effect mainly considers the mass
of seawater on the gravitational influence of measurement
station, and the elasticity effect of the measurement point
near the sea can be ignored. In the calculation, we equate the
seawater in the area of the measurement point to a cylinder
of volume V. For the effect caused by the seawater mass in
the region, we can use the basic geometric model to calculate
the gravity changes [47], [48]. The gravity due to a 3-D body
with density p,, (&, n, ¢) and arbitrary shape observed at point
(x,y,2) is

Aglocal (X, y,2) = _G/// pw(, n, g

VE =82+ —n2+ (z —£)2. (6)

The unit volume change in seawater due to the movement
of the tide near the measurement point can be approximated as
a cylinder. Therefore, we analyze the change in gravity values
due to the tidal height. In the calculation, the integration area
of seawater and the tidal height have an effect on gravity.
To evaluate the effect of both the factors on gravity, we take the
observation point at a distance of 230 m. (The measurement
point is about 230 m away from the shore.) The influence of
the tidal integration radius on the gravity value of observation
point at a tidal height of 3 m [as shown in Fig. 7(a)] and the
influence of tidal height on the gravity value of observation
point at an integration radius of 230 m are calculated [as shown
in Fig. 7(b)]. In addition, we calculate a curve of distance
between the center of tide and the observation point versus the
value of gravity when the integration radius is 230 m, and the
tidal height is 3 m [as shown in Fig. 7(c)]. It can be observed
that the change in the mass of seawater caused by tide has a
significant effect on gravity values when the observation point
is located at the center of tide.

The total change in gravity values at the shore base can be
written as

Agtotal = Agglobal(¢pv )\p) + Aglocal ()C, Vs Z)- (7)

r

C. Analysis of Results

For the tidal height variations at the quay, we performed
theoretical calculations based on the FES2014 model with
the global tidal load spherical harmonic function [as shown
in Fig. 8(a)]. The black dashed line indicates the change in
ocean tidal height versus the time of measurement, and the
gray dashed line indicates the change in ocean tidal height as
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Fig. 8. Comparison between the recorded data and the models. (a) Tide
height measurements versus theoretical calculations. (b) Theoretical
gravity values and actual gravity values. (c) Residuals between the
theoretical and actual values of gravity. (d) Distribution of residuals. The
orange line is Ag, residuals fit with a normal distribution. The blue
line is residuals of the FES2014 model fit with a normal distribution.

calculated by FES2014. By comparison, it was found that the
theoretical of tide height variation is almost identical in phase
with the actual variation. However, the calculated variation in
the height of tides is smaller than the actual.

Then, we compare the actual gravity data at the shore base
with the theoretical data [as shown in Fig. 8(b)]. The red
curve represents the actual measured change in gravity, The
black curve represents the measured gravity variation, the blue
dashed line represents the theoretical gravity values calculated
based on the FES2014 model; and the orange dashed line
represents the theoretically calculated gravity values, which
include the gravity variation due to global tidal loading
and regional seawater mass change. The commonly applied
FSE2014 model based on the spherical harmonic approach to
calculate the OTL effect was found to be small in the results.
In comparison, the global tidal load effect is calculated with
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Fig. 9. Periodic deviation with a period of about 12 h between the model
calculations and the observed gravity data.

Green’s integral method, which takes into account the mass
change in the regional tide in addition to the area of the
measurement point.

Finally, we carry out an error analysis of the residuals
[as shown in Fig. 8(c)]. The blue dotted line is the error
between the actual gravity value and the calculation result
based on the FES2014 tide model; the orange dotted line is
the error between the actual gravity values and the gravity
calculation considering the local tide correction. Fig. 8(d)
shows the histogram of the residuals. Through theoretical anal-
ysis, the error signals for atomic gravimeters mainly comprise
long-periodic variations caused by the Earth’s tides, crustal
movements, etc. and random errors (Gaussian distributions) in
the measurements. To eliminate the influence of other errors,
we have made gravity corrections for tides, Coriolis force,
etc., and the remaining measurement error should be closer to
the random error. By comparing the two methods, it is found
that the error distribution between the calculation results based
on the FES2014 tide model and the actual gravity value is
wider, and the standard deviation of the error is 29.29 uGal.
However, the results calculated from the global OTL Green’s
integral and corrected for the mass of local seawater are closer
to the actual gravity values, and the standard deviation of the
error is 21.96 uGal.

Fig. 9 illustrates the periodic discrepancies between the
calculated outcomes of various models and the actual observed
gravity data. Over a span of 61 h, including four cycles
with each cycle lasting 12 h, we determined the average
deviation for these 12-h intervals (taking the absolute value
of the error) and calculated the corresponding error bars (the
standard deviation) for each period. A comparative analysis
of the bias results from both the approaches reveals that
the bias associated with the refined tidal load model is
notably smaller than that observed with the FES2014 model,
with the error bars for the improved model consistently
smaller as well. Furthermore, the bias due to periodicity
leans toward random errors, exhibiting no significant periodic
pattern.

V. CONCLUSION

The objective of this study was to investigate the effect of
tidal loading on shore-based gravity measurements with the
CAG, particularly in regions far from the coastline. In our
experiments, we successfully mitigated the impact of envi-
ronmental factors on gravity measurements and conducted
continuous gravity observations at a quay reference point with
the CAG. Furthermore, we recorded tidal height variations on
the shore about 1 m away from the gravity measurement point.
Our measurements revealed that CAG exhibited good stability
with a sensitivity of approximately 0.76 mGal/~/Hz. More-
over, the absolute gravity value measured at the shore base
against the reference gravity value is (70.48 + 33.82) uGal.
Through a comparative analysis of our measurement results
and calculations based on the existing tidal loading models,
we identified potential discrepancies in the results obtained
from current tidal loading models. To address inaccuracies
in gravity calculations resulting from OTL effects in coastal
gravity measurements far from the shore, we improved the
tidal loading models. In our experiments, we observed that
incorporating local seawater height variations into the model
and separately calculating the impact of global tidal loading
and regional seawater mass changes significantly enhanced
the model’s calculation accuracy. Ultimately, our theoretical
values were compared with actual data, revealing that tidal
loading models considering local tidal variations were more
reliable. The actual change in gravity due to ocean tide loading
is about 170 uGal, and the residual after model correction
is 21.96 pGal, which has a coefficient of improvement by
a factor of 0.75 (ratio value of standard deviation from two
models) with respect to the conventional model of ocean
tide loading (FES2014). Hence, this research holds substantial
significance in enhancing the precision of absolute oceanic
gravity measurements and refining the measurement accuracy
of reference points for shipborne gravity surveys within the
academic domain.
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