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Abstract— Expanding the application possibilities of
brain-computer interfaces (BCIs) is possible through their
implementation in mixed reality (MR) environments. How-
ever, visual stimuli are displayed against a realistic scene in
the MR environment, which degrades BCI performance. The
purpose of this study was to optimize stimulus colors in
order to improve the MR-BCI system’s performance. In the
MR environment, a 10-command SSVEP-BCI was deployed.
Various stimulus colors and background colors for the BCI
system were tested and optimized in offline and online
experiments. Color contrast ratios (CCRs) between stimu-
lus and background colors were introduced to assess the
performance difference among all conditions. Additionally,
we proposed a cross-correlation task-related component
analysis based on simulated annealing (SA-xTRCA), which
can increase the signal-to-noise ratio (SNR) and detection
accuracy by aligning SSVEP trials. The results of an offline
experiment showed that the background and stimulus col-
ors had a significant interaction effect that can impact
system performance. A possible nonlinear relationship
between CCR value and SSVEP detection accuracy exists.
Online experiment results demonstrated that the system
performed best with polychromatic stimulus on the colored
background. The proposed SA-xTRCA significantly outper-
formed the other four traditional algorithms. The online
average information transfer rate (ITR) achieved 57.58 +
5.31 bits/min. This study proved that system performance
can be effectively enhanced by optimizing stimulus color
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based on background color. In MR environments, CCR can
be used as a quantitative criterion for choosing stimulus
colors in BCI system design.

Index Terms— Brain—computer interface (BCl), mixed
reality (MR), stimulus color, latency calibration.

[. INTRODUCTION

LECTROENCEPHALOGRAPHY (EEG) -based Brain-

Computer Interfaces (BCls) provide a non-invasive
method of capturing brain activity signals and converting them
into commands to operate external devices [1], [2], [3]. Numer-
ous intent-related electrophysiological features [4], [5], [6]
have been discovered and employed in BCI systems [7], [8],
[9], [10] in recent decades due to the growing understanding of
brain function and electrophysiological signals. Among them,
steady-state visual evoked potentials (SSVEPs) have shown
great potential for use in BCIs due to their stable frequency
characteristics [11].

Elicitation of the time- and phase-locked SSVEPs is the
key to realizing high-performance SSVEP-BCIs. Most studies
present stimuli on a liquid crystal display (LCD) screen
or light-emitting diode (LED) array [12]. The average ITR
of SSVEP-BCI has achieved 325.33 £ 38.17 bits/min with
LCD [13]. Nonetheless, LCD and LED monitors were cumber-
some and not practical for real-world settings, which limited
the application of BCIs in more scenarios [14]. Additionally,
in actual control scenarios, users had to pay attention to
objects in real scene and the visual stimuli at the same
time [15], [16], [17]. The operational burden will grow if
the focus is frequently switched between the computer screen
and controlled objects. Some studies captured the surrounding
scenes using cameras to synchronously present stimuli and
controlled objects on the same screen. Kansaku et al. [18]
displayed the real scenario on the computer screen using a
camera attached to the robot, along with the visual stimuli
being presented to elicit the P300 potentials. Stawicki et al.
[19] developed a control system for a mobile robot car based
on SSVEP-BCI. They presented the live video streams with
visual stimuli superimposed on the same screen. However,
these studies still relied on cumbersome monitors for real-time
video presentation.

Augmented reality (AR) and mixed reality (MR) technolo-
gies are capable of combining the real world with virtual

© 2025 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/


https://orcid.org/0000-0002-0476-5604
https://orcid.org/0000-0001-8359-2635
https://orcid.org/0000-0002-3516-561X
https://orcid.org/0000-0001-9787-9936
https://orcid.org/0000-0001-9540-4865
https://orcid.org/0000-0001-6746-4828
https://orcid.org/0000-0002-8192-2538

WU et al.: SSVEP ENHANCEMENT IN MIXED REALITY ENVIRONMENT FOR BRAIN-COMPUTER INTERFACES 421

Stimuluy
Frequency (Hz)

Fig. 1. BCI System based on the Hololens2. (A) Stimulation interface. The stimulus identifiers and flicker frequencies are indicated by numbers on
the squares, which are not visible during the experiments. (B) System architecture of the proposed MR-BCI.

information and overlaying virtual graphics onto the real
environment. BCI systems can be deployed in AR or MR
environments using special head-mounted displays, allowing
users to view visual stimuli while still perceiving their exter-
nal surroundings. In 2011, Takano et al. [20] developed an
AR-BCI system for controlling a television and a table lamp.
Choi and Jo [21] used SSVEP and motor imagery (MI) as
control signals to construct BCIs, successfully controlling
a quadcopter with three commands in an AR environment.
In 2014, Massari et al. [22] combined BCI and mixed reality
(MR) to decode and monitor brain activity.

Color is an important parameter of visual stimulus in BCI
systems. SSVEP-BClIs that are deployed in LCD or LED envi-
ronments have examined how background or stimulus colors
affect system performance, but few studies have explored that
in MR environments. Bieger et al. [23] studied the effects of
multiple stimulus properties on SSVEP responses. The results
indicated that multicolor stimuli performed significantly better
than solid blue and green stimuli. Tello et al. [24] com-
pared the SSVEP amplitudes elicited by red, blue, and green
flickering. They found that the red stimulus evoked greater
amplitude which they attributed to higher vigilance. However,
Cao et al. [25] reached a different conclusion. They concluded
that white visual stimuli activate all three types of optical
cones, thereby eliciting the strongest EEG response, as demon-
strated by their experiment. Shu et al. [26] found that the
more complex the background against which visual stimuli
are presented, the worse the SSVEP signal quality. Therefore,
improving the performance of BCIs in MR environments is a
critical issue, particularly when rendering stimuli in complex
backgrounds [27].

This study developed an SSVEP-BCI to explore the interac-
tion between different stimulus colors and backgrounds. The
Hololens2, an MR-HMD device, was used as the stimula-
tor. The Hololens2 creates a holographic canvas overlaying
the physical environment, offering BCI users a new mode
of interaction. Two offline experiments were conducted to
optimize the parameters of stimuli presented against various
backgrounds. In the first experiment, solid background colors
were used to explore the relationship between stimulus colors
and background colors. The second experiment was conducted
with a colorful background to compare the performance
of monochromatic and polychromatic stimuli. Subsequently,
an online experiment was conducted to quantitatively assess

the system’s performance. An improved cross-correlation task-
related component analysis based on simulated annealing
(SA-xTRCA) algorithm was introduced to calibrate latency
jitters across SSVEP trials caused by unstable event trigger
transmission [27].

[I. METHOD

A. Experimental Equipment

We developed an SSVEP-BCI in the MR environment.
As shown in Fig. 1 (B), the system consisted of four sub-
systems. Hololens2 was used as the stimulator in this study,
which provides an MR environment [28]. EEG data collected
by the EEG amplifier were transmitted to a computer, which
served as the data processing system. The stimulation program
in Hololens2 generated event triggers and sent them to a relay
computer via the User Datagram Protocol (UDP), and then
connected to the EEG amplifier through the parallel port.

B. Stimulation Design

A 10-command SSVEP stimulus interface was designed
and deployed as an application on the Hololens2. The stimu-
lation application was created using Unity 3D and released
to Hololens2 via USB. The stimulator device operated at
a refresh rate of 60 Hz. Continuous flickering was gener-
ated by modulating the RGB values of each visual stimulus
using a sinusoidal waveform [29]. The frequencies ranged
from 8 to 12.5 Hz with 0.5 Hz intervals. Fig. 1 (A) illustrates
the layout of the visual stimuli. Ten squares, each occupying
a 6° x 6° field of view, were arranged around the periphery
of the interface. Before the flicker started, a yellow ‘+’
visual cue was displayed, instructing subjects to direct their
gaze toward the target location. The cue lasted for 1 second.
Subsequently, the 10 stimuli flickered simultaneously for a
duration of t seconds, where t = 2 in the offline experiment.
In the online experiment, this duration was adjusted to 1, 1.5,
or 2 seconds based on the actual experimental effect for each
subject.

C. Experiment Procedure

1) Experiment I: Stimulation Parameter Optimization: In
Experiment I, we selected four common colors from everyday
environments to create monochromatic backgrounds, while
using red and white, which are commonly employed as
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TABLE |
RGB VALUES OF STIMULUS AND BACKGROUND COLORS IN EXPERIMENT |

Color Abbreviation RGB value
. Red r [255.,0,0]
Stimulus )
White w [255,255,255]
Green G [98,252,67]
Blue B [38,155,196]
Background
Black K [66,67,64]
White W [229,223,222]

stimulus colors in SSVEP-BCI systems. We used Photo-
shop to calculate the RGB values of monochromatic posters.
To address the color discrepancy between the photographed
images and the actual posters, we adjusted the saturation
settings in Photoshop. This ensured that the photographed
colors matched the actual colors. The RGB values for all
colors are provided in Table I. In the following, we abbreviate
8 conditions in Experiment I as B-r, B-w, G-r, G-w, K-r, K-w,
W-r, W-w, where the first capital letter represents background
color and the second lowercase letter represents the stimuli
color. controlled the room’s brightness by closing the curtains
and turning on the lights during the experiments. In the exper-
iment, subjects sat 1 meter from the wall, on which a poster
was hung to provide the experimental background, and wore
an EEG recording cap and the Hololens2. After the stimulation
program started, the flashing squares were projected onto the
poster. In Experiment I, each condition consisted of ten blocks,
with each block containing ten stimuli presented in random
order. For every subject, the eight experimental conditions
were conducted randomly to avoid potential sequential effects.
Subjects took a few minutes’ rest between blocks to avoid
visual fatigue. The scenes and procedure of Experiment I are
shown in Fig. S1 in the Supplementary Material.

2) Experiment II: Online Performance Evaluation: In Exper-
iment II, the poster was replaced by a colorful one, which
included the four background colors from Experiment I. The
experimental conditions included the following: a) polychro-
matic stimuli, where white stimuli and the red stimuli were
simultaneously presented; b) red-only stimuli; and c¢) white-
only stimuli. For polychromatic stimuli, we adjusted the
stimulus color at different positions to create great contrast
with the background.

Each experimental condition consisted of an offline exper-
iment followed by an online experiment. The experimental
procedure and stimulus sequence for a single trial in the offline
experiment were identical to those in Experiment I. Based
on the performance in the offline experiment, the stimulus
duration was individually set at 1, 1.5, or 2 seconds for each
subject in the online experiment. The EEG data collected in
the offline experiment were used to compute spatial filters and
personalized calibration templates, which were directly applied
in the online data analysis. The online experiment involved a
cue-guided target task and was structured into three separate
blocks. A short beep was produced by the computer after

an SSVEP signal was identified to provide feedback on the
classification result. The experimental scenes and procedure
of Experiment II are shown in Fig. S2 of the Supplementary
Material.

D. Participants

Ten healthy subjects (5 males and 5 females, aged 23-26)
with normal or corrected-to-normal vision were recruited for
both Experiment I and Experiment II. All subjects passed the
colorblind test. They were fully informed about the experi-
mental procedure and any possible scenarios that could arise
during and after the experiment. The experimental procedure
and informed consent forms were approved by the Institutional
Review Board at Tianjin University.

E. EEG Acquisition and Data Pre-Processing

EEG data were acquired using a Neuroscan Synamps2
system with 21 electrodes (P7, PS5, P3, P1, PZ, P2, P4, P6,
P8, PO7, PO5, PO3, POZ, PO4, PO6, POS, OZ, O1, 02,
CB1, CB2) according to the international 10/20 system. The
sampling rate of the acquisition device was 1000 Hz. The
reference electrode was placed on the top of the head near
CZ, and the ground electrode was put on the prefrontal lobe.
The EEG signals were bandpass filtered between 0.1 Hz
and 100 Hz, and notch-filtered at 50 Hz. During preprocessing,
the raw data were first down-sampled to 250 Hz and segmented
into EEG epochs according to specific time windows. Then the
EEG epochs were bandpass-filtered between 6 Hz and 30 Hz.

F. Classification Algorithm

This study proposed an alignment and classification method
for SSVEP, called SA-xTRCA, and compared its performance
with four other common algorithms: filter bank canonical cor-
relation analysis (FBCCA) [30], extend canonical correlation
analysis (Extend-CCA) [31], task-related component analysis
(TRCA) [13], and xXTRCA [32].

1) FBCCA: The main idea of FBCCA is to construct
multiple filters with different passbands to perform sub-band
decomposition. The fundamental and harmonic frequency
components (Xsp,,n = {1,2,...,n}) are extracted from
the original signals X to form multidimensional EEG fea-
tures. After feature extraction, FBCCA applies Canonical
Correlation Analysis (CCA) to each individual sub-band and
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calculates the correlation between X sp, and a set of reference
signals Y y generated for each SSVEP frequency used in
the experiment. By aggregating these correlation coefficients,
FBCCA effectively utilizes information from multiple harmon-
ics of SSVEP. Detailed information on FBCCA is available
in [30].

2) Extend-CCA: Extend-CCA combines the concepts of
individual calibration data and filter banks based on the
traditional CCA method. For the k — th target, this method
integrates three spatial filters to enhance the SNR of SSVEPs:
a). wy (XX) between the test set X and the training template
X b). wx (X Y fk) between X and sine-cosine reference
signal Yz, ). wx (YkY fk) between X; and Y j. Detailed
information on Extend-CCA is available in [31].

3) TRCA: TRCA has been commonly employed in the
identification of SSVEPs [33], [34], [35], [36] due to its
effectiveness in extracting task-related components (TRC).
Supposed the k—th training set is x; € RN*Ns*Ni where N,
Ny, and N, represents the number of EEG channels, sampling
points and trials, respectively. TRCA computes a spatial filter
w that maximizes the reproducibility during the task period
by solving the following constrained optimization problem:

R wlSw
W = argmax ,
w  wlQw

where the matrix § is the sum of covariance matrixes between
the i — th trial x; and the j — th trial xf(:

(D

N,
S=3 xitxh) € RN, 2
i#]
Q is defined as:
N; T
0= xi(xi) e RV 3)
ij=1

According to the generalized Rayleigh quotient, w is
obtained as the eigenvector corresponding to the maximum
eigenvalue A of the matrix. The EEG background noise is
removed by filtering both the test set and training template
using the obtained w. After that, CCA is employed to compute
the correlation value for target recognition. Detailed informa-
tion on TRCA is available in [13].

4) xTRCA: In our previous study [37], xXTRCA was used for
SSVEP trial alignment and detection accuracy improvement.
Based on TRCA, xTRCA shifted the time window of each
signal trial to extract the TRC. The feature value, which
indicates the reproducibility across trials, was calculated as
an objective function. Trial-to-trial jitter was compensated by
optimizing the start time (latency) of the time window.

The initial latencies of a set of trials x;, € RNe<*Ns*Ni can

form a vector ty = [t()l,...,rg,...,rév’]T, where 7:(’; is the
assumed initial latency for X We can copy the i — th trial
(X}C)té by 75+ 1 to 7y + Ns, where Ny is set to 500 (i.e., the
length of a trial is 2 second). Following TRCA, we can solve
the optimization problem in Equation (1) to obtain the initial
spatial filter wg. Let n = 1, W,—; = Wo,and ¢,_1 = to, where
n represents the n — th iteration. For trial i from 1 to N,

we can optimize the r,’;_l to rli by sliding a window over the
i — th trial within the range [ty—A?/2, Ty+At/2] as follows:

T, = argmax fv\,{_lS ((Xk)tn—l) Wy_1, 4
n—1

where Ar is a search range for optimizing trial timings,
which has been set to 50. The cross-correlation coefficient
between (x};)t,- 1 and other trials is calculated to identify a
new time window that maximizes correlation, thereby reducing
inter-trial jitter and converging towards the optimization objec-
tive. If the new time window results in an increased eigenvalue
An, which represents the trial reproducibility, the time vector
timing vector £,_1 is subsequently updated:

; T
1 i N,
th_1 =[Tn7],...,rn,...,‘cnjl] . 5

In accordance with the updated t,,_;, w,_; can be recalcu-
lated. After iterating through each element in t,,_1, the updated
timing vector can be obtained as follows:

; T
th=1[z}, ..., N (6)

n O tn? ’'n

W, and ¢, will be iterated repeatedly until the A, satisfies the
convergence condition:

”)\n—l — An ||

s 7
il ¢ @

where ¢ is set to 1074 according to [32], and detailed infor-
mation on XTRCA is available in [32].

5) SA-xTRCA: The results in [32] and [37] have demon-
strated the effectiveness of XTRCA in enhancing reproducibil-
ity across multiple SSVEP trials. However, the performance
was limited by the iterative process of time vector optimiza-
tion. Specifically, the time vector obtained by XTRCA may not
always represent the global optimum, which can lead to low
classification accuracy. In this study, the simulated annealing
(SA) method was incorporated to address the local optimum
issue in XTRCA.

SA is a probability-based optimization algorithm inspired
by the process of solid annealing [38]. Suppose an initial
solution x, and an initial system temperature 7y represent the
initial system state. A new solution x’ is generated from the
neighborhood of x. Let the cost function be f(x), if f (x’ ) <
f(x), indicating a lower cost, the new solution x’ is accepted.
If f(x') > f(x), the gradient descent algorithm would
reject the new solution x’. However, in SA, x’ is accept
with a probability P, which follows a Boltzmann distribution,
as given by Equation (8):

F()-fe
P=e¢ T . (8)
Then the system temperature would reduce:
T=rxT, )

where r is the annealing speed, which means the probability
P will decrease with annealing. The system temperature is
lowered after several iterations. When P approaches zero, the
algorithm converges.

The SA-xTRCA algorithm consists of two parts: (i) Latency
calibration for training set and (ii) Classification for test set
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(See Fig. S3 in Supplementary Material). In this study, t, is
the goal of optimization, and the cost function is defined as:

S @) = —An. (10)
P is defined as:

P Zel/T(knflf)»n)‘ (11)

Specifically, if A,_1>2X,, a perturbation g will be applied to
the timing vector t, with probability P:

ty =t +nm, 12)

and then, the system temperature is reduced. p is a vector
composed of random integers that perturbs t,, to move it away
from the local optimum. The training set x, is input into part
(i) and the calibrated data (Yk)t,, along with the spatial filter
w, are output, where (X), indicates the k —th training trials
that were intercepted according to the time vector £,,.

Additionally, we developed a classifier to decode multiple-
classes SSVEPs. First, the latency of the test trial X
is calibrated. N different time windows {[fo+1, o +
Ngl,....[tn+1, tnv + Ng]} are used to extract multiple
epochs{(X);,,...,(X);,}, where tn, = m — %, m €
[0,1,2,...N], and N was set to 50 in this study. The
cross-correlation coefficients between the m —rh epoch (X),,
and template (Yk)t,, are calculated:

Im = R((X)tma (Yk)tna

where R(-E,-E) represents the cross-correlation function.
(X&), 1s obtained by averaging over N; trials:

13)

Ni
X, = Ni > X (14)
Ti=1 !

The epoch (X),, that maximized coefficients is selected as
the calibrated test data. After spatial filtering, CCA is used to
obtain the correlation values between templates and test data
as follow:

pr = CCA®) (X), Wy (X),, . (15)

)
ty

Index T of the target class is determined using the equation
below:

[' = argmax py.
k

(16)

A detailed explanation about SA method is performed
in [38].

G. Color Contrast Ratios

Color contrast ratios (CCRs) have been proposed as a mea-
sure of the distinctiveness between text and background in web
design [39], [40]. In our pervious study, CCRs were induced
to evaluate the effect of the interaction between stimulus
color and background color on BCI system performance [37].
Suppose two colors C; and C3, with normalized RGB values
C1:[R1, Gy, B1] and C3: [R2, G2, B2], be given. The CCR
between C; and C is calculated as:

CCR = n’lZ.lX (L1, Lp) +0.05’
min (L1, L) +0.05

a7

TABLE Il
THE CCRS OF EIGHT EXPERIMENTAL CONDITIONS

Background Stimulus

color color CCRs Log (CCRs)
B r 1.3 0.362
w 32 0.491
G r 3.0 0.482
w 14 0.146
K r 2.5 0.146
w 10.0 0.973
r 3.0 0.544
W w 1.3 0.301

where L is defined as

L = 0.2126R'+0.7152G'+0.0722 B, (18)
where R’ is defined as:
R R<0.03928
R/ _ ]292’ - (19)
~ 1 R+0.055 %4
——) , R>0.03928
1.055

G’ and B’ are calculated in the same way.

To explore the relationship between different color param-
eters and SSVEP detection accuracy, we calculated CCRs
between stimulus colors and background colors. To miti-
gate the skewness of CCR, a logarithmic transformation was
applied. The CCRs and log(CCRs) are listed in Table II.

H. Performance Evaluation

Amplitude and signal-noise-ratio (SNR) have been widely
used to evaluate the signal quality of SSVEPs [30], [31],
[42]. The SSVEP amplitude at the target frequency, |y(f)|,
can be obtained using fast Fourier transform (FFT). SNR is
defined as the ratio of |y(f)| to the mean amplitude of the
four neighboring frequencies on each side:

ly (P

St 1y (F=0.5%K)| + |y (f+0.5%Kk)]|
(20)

The target identification accuracy and ITR were calculated
in this study to evaluate BCI system performance. ITR [43]
was calculated using the following equation:

1-P
Ny —1

2L

SNR = 20log,

60
ITR = T (10g2 N¢+Plog, P+ (1 — P)log,

I. Statistical Analysis

This study employed a variety of statistical methods to
analyze the data. A paired t-test was conducted to examine
differences in signal amplitude and SNR before and after
latency calibration of SSVEP trials using the SA-xTRCA
algorithm. The Rayleigh test was applied to assess phase
concentration in SSVEP trials before and after calibration.
The detail of Rayleigh test will be introduced in the following
text. Furthermore, analysis of variance (ANOVA) was utilized
to compare classification accuracy across different algorithms
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Fig. 2. Performance of SA-xTRCA on latency calibration, using 10 Hz data from Condition K-r. (A) Raw Data Waveform. The gray lines represent
individual trials, and the blue line represents the averaging signal. Latency jitters neutralize the TRC, leading to an averaged waveform with
diminished amplitude. (B) Calibrated Data Waveform. After calibration, the periodic nature of the averaged waveform is enhanced, showing clearer
peaks. (C) Raw Data Spectrum. The blue line represents the spectrum of the averaging signal from (A). The spectrum of the raw data shows less
distinct peaks. (D) Calibrated Data Spectrum. The blue line represents the spectrum of the averaged signal from (B). The spectrum of calibrated data
exhibits clear peaks at the base frequency, second harmonic, and third harmonic. (E). Amplitude Comparison. (F). SNR Comparison (***p<0.001,

*p<0.01, *p<0.05).

and to evaluate BCI performance metrics under various experi-
mental conditions. To address the issue of inflated significance
levels due to multiple comparisons, Bonferroni corrections
were applied in all analyses involving multiple levels and
factors. Statistical analyses were performed using SPSS soft-
ware (IBM), version 27, and the significance level was set
at p<0.05.

Rayleigh test is a statistical method commonly used to
assess the degree of concentration in directional data [41].
Directional data, such as the SSVEP phase 6;, can be trans-
formed into a a unit vector on a two-dimensional plane:
sino)T.

ri = (cosH; (22)

To test whether the phases of multiple SSVEP trials are uni-
formly distributed over [0, 2] or concentrated in a common
direction, the following hypotheses are formulated:

Hy : The phases are uniformly distributed over [0, 27].

Hy : The phases are not uniformly distributed over [0, 27 ].

The p-value is computed as follows:

P =exp [\/1 AN, +4(NF - R2) — (1+ 2N,)} .03

where R, is defined as:

R, = N(R, (24)
1 1

R=|— 1N 25
N Zr (25)

[1l. RESULT

A. Feature Analysis

This study investigated the characteristics of SSVEP
induced by Hololens2, using data from Subject 7 as an
illustrative example. As shown in Fig. 2 (A) to (D), latency
calibration aligned the trials, enhanced the periodic nature of
the averaged waveforms, and increased the amplitudes at the
target frequency. Fig. 2 (E) and (F) show the improvements
in amplitudes and SNRs after calibration. Paired t-tests were
performed and indicated significant differences in both ampli-
tudes and SNRs at the fundamental (amplitude: p<0.001***;
SNR: p<0.01**) and second harmonic frequencies (amplitude:
p<0.05%; SNR: p<0.05*). We also calculated and averaged
the SSVEP amplitudes and SNRs across all conditions and
frequencies. The results indicated that the amplitudes of the
fundamental, second, and third harmonics improved by 2.83,
1.47, and 0.25 u V, respectively, following calibration. Simi-
larly, post-SNR improvements of 3.42, 3.42, and 1.97 dB were
observed for the respective harmonics.

In addition, we calculated the phase of each trial before and
after calibration, and plotted them on a unit circle (Fig. 3). The
blue circles are more clustered than the red ones, indicating
that the phase difference across calibrated trials was smaller.
The Rayleigh test was used to assess the degree of phase con-
centration. The resultant vector length and p-value of Rayleigh
test across 10 subjects before and after latency calibration are
shown in the form of dumbbell plots, as illustrated in Fig. 4.
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The results indicated that, prior to calibration, the p-values for
all subjects were greater than 0.05, while after calibration, the
p-values for all subjects were less than 0.05. This indicates
that the phases were more concentrated in the same direction
after calibration. The p-values are annotated with asterisks (*)
in each subplot.

B. Target Identification Performance

To verify the classification performance of the SA-xXTRCA
algorithm, we compared its effectiveness against five other

algorithms. Fig. 5 shows the average accuracies across all
subjects with different data lengths from 1s to 2s in
an interval of 0.1s. The comparison results indicated that
the SA-xTRCA algorithm consistently achieved the high-
est performance across all data lengths, and xXTRCA was
outperformed than other three algorithms. Notably, TRCA
performed only slightly better than random accuracy, despite
being regarded as the optimal algorithm in many previous
studies. For uncalibrated data, feature analysis revealed that
the characteristics from multiple trials might cancel each
other out when averaged due to latency jitters. As a result,
the correlation between the averaged template signal and
the test trial was diminished. In contrast, sine and cosine
signals, which match the target frequencies, exhibited more
stable frequency characteristics. Consequently, FBCCA and
Extend-CCA, which use these sine-cosine signals as training
templates, outperformed TRCA. A more detailed explanation
of the failure of the TRCA algorithm is provided in Section B
of the Supplementary Material.

Two-way repeated measures ANOVAs (algorithm x data
length) were conducted to assess accuracy, revealing signif-
icant main effects for both algorithm (F(4,36) = 1692.26,
p<0.001* x %) and data length (F(10,90) = 3.19, p<0.01*x).
However, no significant interaction was found between these
two factors (F(40,360) = 1.12, p>0.05). Pairwise comparisons
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Fig. 5. Performance comparison of five algorithms using the recorded data from the eight experimental conditions.

showed that the SA-XTRCA algorithm significantly outper-
formed all other methods (p<0.001* x x).

C. Computational Time of the SA-xTRCA

We calculated the time required for the proposed algorithm
to train calibrated templates and perform classification. The
dataset included data from all experimental conditions of
10 subjects in Experiment I, and classification was carried
out using 10-fold cross-validation. The latency calibration and
spatial filter construction time for a single class template was
denoted as ft;.4in, While the latency calibration and pattern
recognition time for a single test trial was denoted as #;.5;. The
results showed that the average values of #;,,;, and #;.5; were
274.52 ms £ 296.20 ms and 12.31 ms % 0.31 ms, respectively.
The maximum values were 451.23 ms and 19.76 ms, respec-
tively. For comparison, the average time required by TRCA
method for the same dataset were 48.53 ms + 32.48 ms for
train and 9.33 ms £ 0.31 ms for #5;. Although the proposed
algorithm requires more time for templates construction, this
step can be completed during the preparation phase before
online experiments. The classification time for test trial still
meets the real-time requirements of an online task.

D. Parameter Optimization

In Experiment I, we calculated the SSVEP detection accura-
cies under different stimuli and background color conditions,
as shown in Fig. 6. Specifically, the accuracies were as
follows: 90.90 + 2.44% for B-r, 96.60 + 0.70% for G-r,
88.70 £ 4.98% for K-r, 92.20 £+ 3.68% for W-r, 94.10 £
3.02% for B-w, 90.90 + 2.26% for G-w, 93.30 + 3.42% for
K-w, 87.80 & 3.84% for W-w. Based on these results, we can
conclude that the stimulus color yielding the highest detection
accuracy for each background color is as follows: red for green
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Fig. 6.  The average accuracies across 10 subjects. (A) Differen-

tial accuracies between stimulus colors with the same background
(*+p<0.01, *p<0.05); (B) Differential accuracies among background
colors with the same stimuli (*+p<0.01, *p<0.05).

and blue backgrounds, white for black and white backgrounds,
and red for both green and black backgrounds.

A two-way repeated measures ANOVA (stimuli colors x
background colors) was conducted to analyze accuracy. The
results revealed a significant interaction effect between the two
factors (F(3,21) = 7.507; p<0.01*x). As shown in Fig. 6 (A),
paired t-tests show that red stimuli significantly outperformed
on the green (p<0.05*) and white (p<0.05*x) background,
while white stimuli achieved better performance on the blue
and black backgrounds (p<0.05*). Fig. 6 (B) indicates that
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TABLE Ill
ACCURACY AND ITR OF ONLINE EXPERIMENTS

. Stimulus Accuracy [%)] ITR [bits/min]
Subject . - -

time [s] polychrome red white polychrome red white

1 1 80.00 63.00 70.00 58.98 35.95 44.69

2 1.5 100.00 83.00 93.00 79.73 51.01 65.62

3 1 87.00 74.00 67.00 70.57 50.13 40.83

4 2 90.00 83.00 67.00 50.72 42.51 27.22

5 2 70.00 63.00 60.00 29.79 23.97 21.66

6 1 93.00 77.00 87.00 82.02 54.45 70.57

7 2 93.33 86.67 70.00 55.14 46.66 29.79

8 1.5 93.00 73.00 97.00 65.62 38.99 72.78

9 2 90.00 65.00 40.00 50.72 25.57 8.98

10 2 73.00 76.00 60.00 32.49 35.32 21.66
Ave - 86.93 74.37 71.10 57.58 40.45 40.38
Std - 2.89 2.57 5.15 5.31 3.14 6.77
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Fig. 7. The average accuracy (A) and ITR (B) of the 3 experimental
conditions across 10 subjects in offline experiment of Experiment II.

green background was significantly more suitable than blue
background (p<0.05*) for red stimuli, while blue background
(p<0.01*x) and black background(p<0.01*%) were signifi-
cantly more suitable than the white background for white
stimuli.

E. System Performance

Fig. 7 (A) and (B) show the accuracies and ITRs for three
experimental conditions with data lengths of 1s, 1.5s, and
2s during the offline stage. The average accuracies across
all subjects indicated that polychromatic stimuli outperformed
monochromatic stimuli for all data lengths. The highest aver-
age ITR were 61.209 + 4.11 bits/min for polychromatic
stimuli, 50.91 & 4.75 bits/min for red stimuli, and 55.15 &+
5.04 bits/min for white stimuli, all with a 1.5s data length.

Two-way repeated measure ANOVAs (stimuli colors x data
length) were conducted both on accuracy and ITR. The results
revealed significant main effect of stimuli color (accuracy: F
(2,18) = 6.243, p<0.05*; ITR: F (2,18) = 8.804, p<0.01*x)
and data length (accuracy: F (2,22) = 44.101, p<0.001* * x;
ITR: F (2,18) = 12.260, p<0.01*x). Specifically, polychro-
matic stimuli significantly outperformed red stimuli across
all data lengths, while only significantly outperformed white
stimuli using data with a 1.5s data length.

After acquiring offline data, the online task was immedi-
ately conducted with one polychromatic stimulus and two
monochromatic stimuli. The stimulus duration in the online
experiment was individually optimized based on the high-
est ITR calculated in offline experiment. The classification

accuracies and ITRs were listed in Table III. For polychro-
matic stimuli, the average ITR in online experiment was
57.58 bits/min and the peak ITR of 82.02 bits/min achieved
by subject 6. For red and white stimuli, the highest ITR was
54.45bits/min and 72.78 bits/min, respectively. The results
indicated that most of subjects performed better with the
polychromatic stimuli in online task.

IV. DiscuUssION

Extending application scope and enhancing system inter-
activity are critical issues for the further development of
BCI [44]. Presenting visual stimuli in an MR environment
is a feasible way to achieve seamless interaction between
the BCI and surrounding environment within the same vision
field. This approach also provides a more portable and flexible
way to implant BCIs into real-world scenarios. In this study,
we developed an SSVEP-based MR-BCI and evaluated its
performance under various stimulus and background color
conditions.

We initially conducted a qualitative analysis to investigate
the relationship between stimulus background colors and
SSVEP detection accuracy in Experiment I. Following this,
a quantitative metric was introduced to model this relationship.
The results from Experiment I indicated that the accuracy of
target recognition was significantly influenced by the color
combinations of the stimuli and their backgrounds. Red stimuli
were most effectively presented against lighter backgrounds,
such as green or white, while white stimuli performed better
against darker backgrounds, such as black or blue. One plau-
sible explanation for these findings is that the evoked SSVEP
signals become more pronounced when there is greater color
contrast between the stimulus and its background. In 2012,
Conway et al. [45] investigated the role of specific neurons
in macaque V1 in color contrast, and found that these cells
responded more strongly to red and green sequences or to
adjacent red/green stimuli, demonstrating color opponency.
This phenomenon involves an excitatory response to one color
and an inhibitory response to its opposing color. To explore
the mapping relationship between different color combinations
and accuracy, we used color contrast ratios (CCRs). The results
from Experiment I demonstrated a potential non-linear rela-
tion between CCR and accuracy. Similar findings have been
reported in other studies [4], [5], [6], [7]. These studies showed
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Fig. 8.  Performance comparison between XTRCA and SA-xTRCA.
(A) Trends in the objective function, X, during the iterations of xTRCA
and SA-xTRCA. (B) The waveform of calibrated data obtained with
xTRCA. The grey lines represent individual trials, and the blue line repre-
sents the averaging signal. (C) The waveform of calibrated data obtained
with SA-xTRCA. The calibrated data using SA-xTRCA show a marked
reduction in latency discrepancies across trials and an enhanced promi-
nence of frequency characteristics in the averaged signal.

that at lower contrast levels, the amplitude of VEPs increased
rapidly with contrast, but as contrast continued to rise, the rate
of amplitude increase slowed. Nevertheless, we observed that
K-w is an outlier as it had the highest CCR but lower accuracy
compared to G-r and B-w. Many studies have reported that
white stimuli on a black background tend to achieve the high-
est performance when using PC screens [22], [23], [24], [46],
[47]. We speculate that the discrepancy in our results may be
due to the high contrast of stimuli presented on the Hololens2,
which could lead to visual fatigue. Mouli et al. [48] found
that the FFT amplitude of SSVEP increased with luminance
but declined at the maximum luminance. Additionally, several
studies have suggested that the evoked response to luminance
or color contrast is nonlinear [45], [49], [50]. Future research
should explore a wider range of color combinations for stimuli
and backgrounds to better map the relationship between CCR
and system performance. Specifically, there may be a critical
point beyond which increasing CCR could lead to a sharp
decline in BCI performance. By identifying and adjusting
stimulus color to optimize CCR against the background, the
separability of the evoked SSVEP signals can be enhanced.
During the experiment, we observed latency jitters across
trials, which were caused by unstable transmission of event
triggers from the stimulation devices to the amplifier. The
jitters reduced the reproducibility across trials, leading to poor
performance in classification methods that relied on individual
templates. Because averaging unaligned trials would weaken
the signal features. This study proposed the SA-xTRCA
algorithm, which calibrates and aligns the latency of each
SSVEP trial based on the TRC. Unlike traditional gradient
descent algorithm, which accepted only iteration that minimize
the cost function, SA occasionally allows uphill steps to search
for the global optimum [51]. As a classical stochastic search-
ing optimization algorithm, SA have been used in previous
studies to optimize the model parameters or classification
algorithms, resulting improved performance [52], [53], [54].
The SA-XTRCA achieved a significantly higher classification

accuracy than xXTRCA, as shown in Fig. 5. Fig. 8 (A) shows
the variation of A throughout the iterations for both XTRCA
and SA-xTRCA. Compared to XTRCA, SA-xTRCA consis-
tently achieved higher A values after each iteration, despite
requiring more iteration rounds. The waveforms of the cali-
brated trials obtained by XTRCA and SA-xTRCA are shown
in Fig. 8 (B) and (C), respectively. These results suggest
that incorporation the SA method can effectively prevent
convergence to a local optimum. The decoding efficiency of
traditional algorithms heavily depend on precisely calibrated
triggers at the onset of each trial. However, ensuring that each
trigger remains undisturbed during transmission is challeng-
ing when implementing BCI systems in real-world settings.
To address this issue, this study provided an effective method
for preventing triggers misalignment.

V. CONCLUSION

In this study, an SSVEP-BCI was developed using an MR
device and the impact of stimulus and background color
interactions on SSVEP detection accuracy was explored. The
SA-xTRCA algorithm was proposed to address latency jitters
across trials, significantly improving performance. Our results
showed that red stimuli performed best against green and
white backgrounds, while white stimuli were more effective
on black and white backgrounds. The polychromatic stimulus
outperformed monochromatic stimuli on colorful backgrounds.
A potential nonlinear positive correlation between SSVEP
detection accuracy and CCRs was observed, emphasizing the
importance of color contrast. This study demonstrated an
effective approach to enhance SSVEP signal characteristics
and highlighted the need for optimizing stimulus-color com-
binations to improve BCI performance in MR environments.
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