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Characterizing the Effects of Adding Virtual and
Augmented Reality in Robot-Assisted Training
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Abstract— Extended reality (XR) technology combines
physical reality with computer synthetic virtuality to deliver
immersive experience to users. Virtual reality (VR) and
augmented reality (AR) are two subdomains within XR
with different immersion levels. Both of these have the
potential to be combined with robot-assisted training pro-
tocols to maximize postural control improvement. In this
study, we conducted a randomized control experiment with
sixty-three healthy subjects to compare the effectiveness
of robot-assisted posture training combined with VR or
AR against robotic training alone. A robotic Trunk Support
Trainer (TruST) was employed to deliver assistive force at
the trunk as subjects moved beyond the stability limits
during training. Our results showed that both VR and AR
significantly enhanced the training outcomes of the TruST
intervention. However, the VR group experienced higher
simulator sickness compared to the AR group, suggesting
that AR is better suited for sitting posture training in con-
junction with TruST intervention. Our findings highlight the
added value of XR to robot-assisted training and provide
novel insights into the differences between AR and VR
when integrated into a robotic training protocol. In addition,
we developed a custom XR application that suited well
for TruST intervention requirements. Our approach can be
extended to other studies to develop novel XR-enhanced
robotic training platforms.

Index Terms— Augmented reality, extended reality, pos-
ture training, robot-assisted training, virtual reality.

I. INTRODUCTION

SPATIAL control of body segments across postures and
contexts demands simultaneous control of postural ori-

entation and stability. This ability develops through complex
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cognitive, sensory, and motor experiences [1]. It involves
integrating sensory inputs from visual, somatosensory, and
vestibular systems to generate adaptive postural responses
through the nervous and musculoskeletal systems [2]. Postural
control is essential for people of all ages and abilities, as it
directly impacts daily activities such as grooming, dressing,
and eating. However, this ability may be impaired in people
with moderate-to-severe neuromotor deficits such as in stroke,
spinal cord injury (SCI), and cerebral palsy (CP), leading to
challenges in daily living [3].

In rehabilitation, conventional training (CT) strategies, such
as core muscle strengthening, joint locking, hippotherapy,
and proprioceptive training, are known to improve sitting
postural control [4]. For example, Moraes et al. conducted
a longitudinal study to investigate the sitting balance perfor-
mance of 13 CP children after 12, 24, and 36 hippotherapy
sessions and at a 45-day follow-up [5]. Their findings indicate
that continued CT could contribute to sustained enhance-
ments in seated postural balance, emphasizing the potential
for long-term benefits of CT and the necessity of ongoing
treatment. However, providing sufficiently rich intervention in
CT can be labor-intensive and expensive [6], [7]. Additionally,
simple repetitive movements involved in CT may not be
stimulating for patients, leading to a lack of enthusiasm to
continue the treatments [8], [9]. Therefore, researchers are
exploring novel rehabilitation technologies to overcome these
limitations.

Robot-assisted training (RAT) is an emerging technology
applied in the recovery of postural control deficits. It offers
several advantages over CT, such as standardized training
environments, adaptable support, increased intervention inten-
sity, and reduced physical burden on therapists [10]. In our
previous work, we have developed a cable-driven robotic
rehabilitation platform, Trunk Support Trainer (TruST), that
can apply force to the trunk [11]. During training, subjects
practice multidirectional reach tasks while receiving assistive
forces at the trunk as they move their trunk beyond the
stability limits. In a longitudinal study involving four children
with CP [12], we found that after 12 TruST-intervention ses-
sions, there was a significant expansion of sitting workspace,
improved functional reach, and enhanced gross motor function.
These improvements were well-maintained at the three-month
follow-up.

Extended reality (XR) is also gaining popularity in pos-
ture training [13], [14]. XR serves as an umbrella term
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Fig. 1. Definitions of extended reality (XR), augmented reality (AR),
and virtual reality (VR). The Reality-Virtuality (RV) continuum represents
the immersion level between absolute virtuality and physical reality.
It encompasses all variations and compositions of real and virtual
objects. The area between two extremes is XR, which includes both
AR and VR.

encompassing all technologies that blend physical reality with
synthetic virtuality to create immersive interactive experiences
for users [15]. Within the XR domain, two primary subgroups
exist: virtual reality (VR) immerses users in 3D-rendered
virtual environments, emphasizing virtual experiences; aug-
mented reality (AR) superimposes virtual items onto the
real world, with the physical real environment taking the
forefront. To clarify the relationship between XR, VR, and AR,
Milgram et al. introduced the concept of a reality-virtuality
(RV) continuum [16]. As shown in Fig. 1, this continuum
reflects the combination level of reality and virtuality, also
known as immersion level. VR and AR sit close to the right
end (absolute virtuality [17]) and left end (physical reality),
respectively. Both VR and AR fall under the broader category
of XR, which spans the entire continuum.

Extended reality (XR) has demonstrated effectiveness in
enhancing motor performance, triggering neurophysiological
changes, and stimulating neural plasticity [18], [19], [20]. In a
study by Hesam-Shariati et al. [21], tri-axial accelerometers
were used to capture movement in the more affected arm of
chronic stroke patients. They assessed the motor control level
of 24 patients during a 14-day XR therapy protocol, with
a 6-month follow-up. Their findings suggest that continued
XR therapy leads to long-lasting improvements in functional
movement performance and upper-limb flexibility. Posture
rehabilitation is a multi-disciplinary and multi-modal endeavor.
To further improve motor recovery, a recent research trend
involves incorporating XR into RAT. For instance, Man-
uli et al. [22] and Calabrò et al. [23], [24] applied VR to
the Lokomat robotic platform, resulting in more significant
improvements in cognitive recovery and motor control com-
pared to CT.

Although the combined XR-RAT method has shown promis-
ing results in posture training, the additive effect of XR to
RAT remains unclear and can be further investigated [25],
[26]. Existing literature on combined XR-RAT methods pre-
dominantly employs CT as the control group, with limited
comparisons to a RAT control group [27]. Consequently,
it remains challenging to ascertain whether the observed
benefits are attributable to the addition of XR or solely due
to RAT itself. Furthermore, prior studies typically focused on
a single XR subcategory–either AR or VR [27]. Given the
distinct immersion levels of AR and VR (see Fig. 1), it is
essential to investigate which modality (VR or AR) is more

suitable for integration with RAT. Therefore, the purpose of
this paper is to conduct a comparative study with a RAT
control group (using the TruST robot) to assess the added
value of XR to RAT and investigating differences between VR
and AR when combined with RAT. To achieve this, we have
formulated two research questions for this study.

Our primary question is whether introducing XR into
TruST intervention could produce significantly different train-
ing outcomes from TruST intervention alone. During training,
TruST provides assistive forces to help maintain balance when
subjects move beyond their sitting stability limits [11]. The
gamification feature of XR may motivate subjects to use
the assistive force from TruST more proactively to improve
postural control strategies. Therefore, we hypothesize that
integrating XR into TruST intervention could lead to signif-
icant improvements in the training outcomes. Our secondary
question is whether VR or AR is more effective when com-
bined with the TruST intervention. Compared to AR, the
higher immersion level in VR may pose a greater risk of
simulator sickness [28]. The discomfort could be exacerbated
by frequent and rapid head movements that are typical in
sitting posture training. Additionally, numerous virtual objects
presented in VR experience could cause cognitive overload
and distract patients from RAT tasks [27], [29], [30]. Taking
these factors into account, we hypothesize that AR performs
better than VR when integrated with the TruST intervention.

II. METHODOLOGY

A. Subjects
Sixty-three healthy subjects participated in this study (age =

17–51; females = 27; left-handed = 4; mean height = 171.3 ±

SE = 5.1 cm and mean weight = 67.4 ± SE = 10.4 kg).
Approval for all ethical and experimental procedures in this
paper was sought and granted by the Institutional Review
Board (IRB) of Columbia University under Protocol No.
AAAQ7781. Informed consent was received from all human
subjects. The IRB approval date was 10/11/2023.

B. Robotic Platform and XR Devices
As shown in Fig. 2a, TruST is a cable-driven RAT plat-

form. Four cables are attached to a belt at the trunk. Four
motors (Maxon Motor, Switzerland) instrumented with load-
cells (LSB302 Futek, CA) are mounted on a stationary frame
to control the cable tensions. Motion capture cameras (Vicon
Vero 2.2, Denver) provide real-time position and orientation
of the belt to the robotic controller. When the estimated
trunk center (pink point in Fig. 2b) moves beyond the sitting
stability boundary, TruST applies an assistive force (blue
arrow in Fig. 2b) to help subjects maintain balance. Details of
the TruST control mechanism are described in our previous
work [11].

Two flagship XR head mounted devices (HMDs) available
on the market, Microsoft HoloLens 2 (Fig. 3a) and Meta Quest
Pro (Fig. 3b), were used to deliver AR and VR experiences
to subjects in this study, respectively. Both devices were
determined to be usable, reliable, and effective in rehabilita-
tion [31], [32]. Unity3D Engine (version 2021.3.21f1) and the
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Fig. 2. a. Schematic of the Trunk Support Trainer (TruST). b. Schematic
of the assist-as-needed force field. During training, when the trunk
moves beyond seated postural limits (represented by a star-shape
virtual boundary), TruST generates a planar force towards the subject’s
neutral position to help maintain balance.

MRTK3 package (Microsoft, WA) were used for the devel-
opment of custom XR game application and cross-platform
deployment. The application is available to the research com-
munity upon request consistent with the IRB guidelines (Unity
project access link: https://roar.me.columbia.edu/content/trust).

C. Experiment Setup
The schematic diagram of the study design is shown in

Fig. 3. The experiment consists of three stages: pre-training
test session, training session, and post-training test session.

Before training, a postural star sitting test (PSST) was
performed [33]. Subjects wore a trunk belt and sat in the TruST
without foot support. Cables were removed from the belt.
Subjects were instructed to reach in eight principal directions.
They used the dominant arm for the directions: front (F),
front-dominant (FD), dominant (D), back-dominant (BD), and
back (B); and the nondominant arm for the remaining three
directions: front-nondominant (FND), nondominant (ND), and
back-nondominant (BND). Before each reach, subjects sat
upright and extended the arm to 90 degrees of shoulder
flexion. Then, they were instructed to reach as far as possi-
ble without losing balance. The distance between their start
and farthest reaching positions of the index fingertip was
referred to as the functional reach test score (FRTS) in that
direction [34]. Twenty-nine reflective markers were placed on
anatomical landmarks to monitor their upper body movements
and estimate the center of mass (COM). Marker attachment
positions were selected based on the literature [35]. Nineteen
VICON cameras (Fig. 2a) surrounding the subjects recorded
marker trajectories at 100Hz. The center of pressure (COP)
data were collected by a pressure seated mat (Tactilus, NY)
at 56 Hz. Subjects were also asked to complete two standard
questionnaires: Simulator Sickness Questionnaire (SSQ) [36]
and Immersive Tendency Questionnaire (ITQ) [37].

The belt movement trajectory during the PSST was sent
to the TruST controller to define the virtual boundary. Sixty-
three subjects were randomly assigned to three equal groups:
physical reality (PR) group, AR group, and VR group. Reach-
ing targets were categorized into three difficulty levels: basic,
medium, and hard. In the PR group, targets were represented

as real reflective markers (Fig. 3c), while in the AR and VR
groups, they were depicted as virtual bronze, silver, and gold
coins (Fig. 3d). For all subjects, the basic level targets were
placed at their farthest reaching positions in PSST, while the
medium and hard level targets were placed at 10% and 20%
FRTS farther away from the basic level targets, respectively.

During training, subjects were instructed to complete
96 bouts (12 rounds × 8 directions) of reach task with the
assistance of TruST. The reaching direction sequence was
shuffled across all rounds for all subjects. For each reach,
basic, medium, and hard level targets accounted for scores 1,
2, and 3, respectively. Subjects were encouraged to score as
high as possible. Fig. 3 e, f, g show the third-person and
first-person views of the training session in PR, AR, and VR
groups, respectively. Training environments were real in PR
and AR groups but virtual in the VR group.

After training, subjects performed the PSST again and
filled out four standard questionnaires: SSQ, Witmer & Singer
Presence Questionnaire (PQ) [37], Game Engagement Ques-
tionnaire (GEQ) [38], and Universal Enjoyment Questionnaire
(UEQ) [39].

D. Data Preprocessing
MATLAB (Mathworks, MA) was used for data preprocess-

ing. Data collected from VICON cameras and the pressure
seated mat were lowpass filtered using a fourth-order But-
terworth filter with cutoff frequencies of 10 and 6 Hz,
respectively [40], [41]. For the self-report data collected from
questionnaires, a seven-point Likert scale was assigned to each
question [37]. We then normalized the total score of each
answer sheet to the range 0–1 by dividing the sum of all
question scores by the total possible score.

E. Training Outcome Measures
1) FRTS: FRTS assesses the maximum distance a subject

can reach while maintaining stability. We used it to evaluate
upper limb function and sitting proactive balance for each
direction in PSST. This measure has demonstrated high relia-
bility and validity in existing literature [34].

2) Sitting Workspace Area: We extracted the upper-body
COM trajectories in PSST and identified the farthest reach
points for eight directions to define the sitting stability limits.
Connecting these points formed a polygon that represents the
sitting workspace. Its area serves as a measure of overall
sitting dynamic balance ability [42] and functional indepen-
dence [12].

3) COP Variables: Subjects sat on a pressure mat without
foot support during PSST. Reaction forces exerted by the sup-
port surface converged at a single point, referred to as the COP.
Total excursion and mean velocity are two widely used COP
measures to assess how far and how quickly subjects shifted
their COM within the base of support during multidirectional
reaches [43]. Approximate entropy (ApEn) is a statistical
metric used to quantify the regularity and predictability of
time-sequential data [44]. It also serves as a standard COP
measure in rehabilitation to assess the complexity of sitting
posture control and flexibility in coordinating upper body
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Fig. 3. Schematic of the experiment setup a. HoloLens 2: used to deliver AR experience b. Meta Quest Pro: used to deliver VR experience c. Phys-
ical real reaching targets d. Virtual reaching targets e, f, g. The third-person and first-person views of training in PR, AR, VR groups, respectively.

segments [45]. ApEn values fall within the range of 0–2, with
higher values indicating greater complexity.

4) HIAR: Active practice amount is critical for measur-
ing training intensity and promoting neural plasticity [46].
To assess this factor, we first extracted the index fingertip
trajectory during the baseline PSST. Next, we constructed
a polygon that encompasses all trajectory points, repre-
senting the baseline reaching workspace. For each subject,
we recorded both the total training time and the time spent
outside the polygon (i.e., high intense activity time). The
high intense activity rate (HIAR) is defined in Equation (1).
We used this metric to assess the active practice time in
exploring beyond baseline reach limits with the assistance of
TruST.

HIAR =
high intense activity time

total training time
(1)

5) Reach Task Score: Challenging goal-oriented repetitions
could foster motor skill exploration in posture training [46].
In this study, the basic, medium, and hard level reaching
targets accounted for scores 1, 2, and 3, respectively. For each
subject, we calculated the cumulative score for 96 reaches
during training to assess motor task performance. The reach
task score is another metric to measure the training intensity.

6) SSQ Score: Simulator sickness describes the phe-
nomenon that subjects feel uncomfortable interacting with
simulated environments. This discomfort arises when visual
cues suggest self-motion, but the vestibular system does
not detect the corresponding inertial forces [36]. Simulator
sickness usually manifests as nausea, vomiting, eye fatigue,
dizziness, ataxia, etc. These symptoms can be exacerbated dur-
ing XR experiences and RAT with limited training space [28].
In this study, we used SSQ as a self-report symptom checklist
to assess the severity of 16 symptoms related to simulator
sickness in subjects before and after training.

7) Immersion Score: Immersion level refers to the capacity
of an XR system to provide simulated virtual experiences to
users. It is an objective metric influenced by both hardware
properties (e.g., field of view, rendering frame rate) and soft-
ware design (e.g., textures, brightness, and interaction design).
In this study, we adopted the method proposed by Selzer and
Castro [47] to calculate immersion scores for our AR and VR
systems. These scores were then normalized to the range 0–1,
representing the relative positions of our AR and VR systems
on the RV continuum (PR group defaulted to 0).

8) ITQ Score: Immersive tendency refers to the subjective
inclination to become deeply involved in situations and main-
tain focus on current activities. People with high immersive
tendencies may easily ignore external distractions and fully
engage in XR experiences, often becoming unaware of their
immediate environment and the passage of time [37]. In this
study, we used ITQ score to assess the immersive tendency
ability of each subject before training. An example question
from the ITQ is “Do you ever become so involved in movies,
TV dramas, or books that you are not aware of things
happening around you?”

9) PQ Score: Presence refers to the feeling of being physi-
cally present in a virtual environment and perceiving oneself as
part of the digital world. It is a subjective metric influenced
by psychological state, emotional fluctuation, and XR inter-
vention quality [37]. We used PQ score to assess the presence
level during training in the VR and AR groups (PR group
defaulted to zero). An example question from the PQ is “How
compelling was your sense of moving around inside the virtual
environment?”

10) GEQ Score: Engagement refers to the involvement and
attention that subjects exhibit when playing a game. It is a
subjective metric influenced by mind flow state, psychological
absorption, and dissociation [38]. We use the GEQ score to
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Fig. 4. Normalized immersion scores for our AR and VR systems.
PR group defaulted to 0.

assess the engagement level of each subject during training.
An example question from GEQ is “Do you feel that time
seems to kind of stand still or stop during training?”

11) UEQ Score: Enjoyment refers to positive experience
and satisfaction when playing a game. It is a subjective
construct influenced by items such as pleasure, competence,
and task challenge level [39]. We used UEQ score to assess the
enjoyment level of each subject when performing the training
task. An example question from UEQ is: “Do you feel that
the activity was pleasurable to you?”

F. Statistical Analysis

We conducted statistical analysis using SPSS (IBM, v29).
The significance level was set at 0.05. We employed the
Shapiro-Wilk test and visually inspected Q-Q plots to assess
data normality.

Mixed between-within group analysis of variance (ANOVA)
were performed to assess the impact of the different inter-
ventions (PR, AR, and AR groups) on several variables:
FRTS, sitting workspace area, COP variables, and simulator
sickness level across two time periods (pre-training and post-
training). We examined homoscedasticity using Levene’s tests,
respectively. If the ANOVA model was significant, we per-
formed post-hoc test with Bonferroni’s inequality procedure
for multiple comparisons.

One-way between-groups ANOVA were conducted to com-
pare various measures (HIAR, reach task score, ITQ score,
PQ score, GEQ score, and UEQ score) between the three
groups. If the ANOVA model indicated significance, we fol-
lowed up with post-hoc tests using Bonferroni’s inequality
procedure.

III. RESULTS

A. Immersion and Presence

Fig. 4 shows the normalized immersion scores for the AR
and VR systems developed in this study. AR and VR groups
sit close to the left and right ends of the spectrum, which
follows the general trend in the RV continuum (Fig. 1).

No significant differences (F(2, 60) = 0.41, p =

0.67, η2
= 0.01) were found in ITQ scores (mean ± SD)

among the PR group (0.50±0.06), the AR group (0.51±0.06),
and the VR group (0.49 ± 0.05). Subjects in three groups
showed similar immersive tendency before training.

After training, there was a statistically significant difference
in the PQ scores reported by the AR group (0.38 ± 0.03)
and the VR group (0.67 ± 0.05): F(1, 40) = 448.64, p <

0.001, η2
= 0.92. Subjects in the VR group felt a higher

presence than those in the AR group during training.

B. Functional Reach Performance and Balance
The average FRTS for each group was visually depicted

in Fig. 5. After training, all groups exhibited a significant
increase of FRTS (p < 0.001) in each direction. Across all
directions, the interaction effect between intervention group
and test time was statistically significant (p < 0.01). As shown
in Fig. 5, the increase was significantly greater in the AR and
VR groups compared to the PR group. However, there was no
significant difference in FRTS improvement between the AR
and VR groups, except for the dominant and nondominant
sides (see Fig. 5 D, ND).

As shown in Fig. 6a, all groups exhibited a significant
increase in sitting workspace area after training (p < 0.001).
The effect sizes (partial η2) were 0.90, 0.96, and 0.96 for
the PR, AR, and VR groups, respectively. The increase was
more pronounced in the AR and VR groups compared to the
PR group, but was not significantly different between the AR
and VR groups (p < 0.001 for AR vs. PR and VR vs. PR,
p = 1.00 for AR vs. VR).

The mean workspace areas across 12 training rounds were
depicted in Fig. 6b. For all groups, the workspace area
increased sharply during the initial training rounds and stabi-
lized by the end of training. Initially, all three groups started at
a similar level, with error bands overlapping in the first training
round. However, from the second round onward, the AR and
VR groups consistently had a much larger workspace area than
the PR group. The lower bounds of the error bands for AR and
VR were higher than the upper bound of the PR group’s error
band. Additionally, the error bands for AR and VR remained
consistent with each other, showing similar fluctuations across
the training rounds.

C. Postural Control
Statistical analysis results of COP variables are summarized

in Table I. After training, all groups exhibited a significant
increase in COP total excursion during PSST. The increase
was more pronounced in the AR and VR groups compared to
the PR group, with no significant differences between the AR
and VR groups. Only subjects in the PR group shifted their
COP faster during PSST after training. The AR and VR groups
showed no significant change in the mean COP velocity after
training.

ApEn values revealed that all groups experienced significant
improvements in postural control complexity and flexibility in
coordinating body segments after training. The improvement
was greater in the AR and VR groups compared to the PR
group. There was no significant difference between the AR
and VR groups.

The variations in COP variables across 12 training rounds
were depicted in Fig. 7. In terms of total excursion, the PR
group showed a sharp increase in the second round, followed
by stabilization in subsequent rounds. However, both the VR
and AR groups continued to increase throughout the training.
Regarding mean COP velocity, only the PR group showed
increased speed during training, while the AR and VR groups
maintained their moving speed across 12 training rounds.
Additionally, for the ApEn, the VR and AR groups showed a
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Fig. 5. Baseline and post-training average FRTSs of PR, AR, and VR groups in eight reaching directions: front (F), front-dominant (FD), dominant
(D), back-dominant (BD), and back (B), front-nondominant (FND), nondominant (ND), and back-nondominant (BND). Error bar = 95% CI. Significant
pairwise differences between groups are denoted by black bars and asterisks. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

Fig. 6. a. Average sitting workspace areas for PR, AR, and VR groups in
the pre- and post-training tests. Error bar = 95% CI. b. Mean workspace
area variations are depicted for the three groups across 12 training
rounds. Error band = 95% CI.

greater increment than the PR group in the initial rounds and
stabilized at a higher level than the PR group by the end of
training.

D. Simulation Sickness Level
As shown in Table I and Fig. 7d, there was no significant

change in the simulator sickness level for the PR and AR
groups after training. Only the VR group exhibited a signif-
icant increase in the SSQ score after training (F(1, 60) =

26.34, p < 0.001, partial η2
= 0.31 ). Despite this increase,

all subjects in the VR group reported that the discomfort was
acceptable, and no severe simulator sickness symptoms were
reported.

E. Training Intensity
As shown in Fig. 8, subjects in the AR and VR groups

underwent more intense training compared to the PR group.

Both the HIAR and the reach task scores were significantly
higher in the AR and VR groups than in the PR group (p <

0.001 for AR vs. PR and VR vs. PR). There were no significant
differences between the AR and VR groups in terms of both
the HIAR and the reach task score.

F. Engagement and Enjoyment
As shown in Fig. 9, subjects in the AR and VR groups

exhibited higher level of engagement and enjoyment when
performing the training task, in contrast to the PR group. Both
the GEQ score and the UEQ score were significantly higher in
the AR and VR groups than in the PR group (p < 0.001 for
AR vs. PR and VR vs. PR). No significant differences were
observed between the AR and VR groups in terms of either
the GEQ or UEQ scores.

IV. DISCUSSION

Our results show that introducing VR and AR into
the TruST-assisted training protocol significantly improved
training outcomes compared to TruST intervention alone,
consistent with our first hypothesis. In addition, the VR group
reported higher simulator sickness than the AR group after
training, suggesting that AR is better suited for sitting posture
training in conjunction with TruST intervention. This supports
our second hypothesis.

A. Effects of XR on Motor Performance
Functional reach movements require complex neuromuscu-

lar control to plan and achieve motor goals while maintaining
posture equilibrium [2]. Previous research suggests that the XR
interaction may induce various neurophysiological adaptations,
such as improved interhemispheric balance, enhanced cortical
connectivity, and increased muscle cortical representation [18].
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Fig. 7. a, b, c depict the variations across 12 training rounds in total excursion, mean velocity, and ApEn, respectively. Error band = 95% CI.
d Average SSQ scores for three groups in pre-training and post-training. Error bar = 95% CI.

TABLE I
BASELINE (T0) AND POST-TRAINING (T1) ASSESSMENT RESULTS OF COP VARIABLES AND SIMULATOR SICKNESS LEVEL

Fig. 8. Box plots of HIAR and reach task score for the PR, AR, and VR
groups. ∗∗∗ p < 0.001.

Fig. 9. Box plots of GEQ score and UEQ score for the PR, AR, and VR
groups. Outliers are denoted by little circles. ∗∗∗ p < 0.001.

Consequently, XR has the potential to stimulate neural plastic-
ity, which positively impacts motor function. Key factors for
promoting neural plasticity include adequate intervention time
and repetitive goal-oriented practice [46].

In this study, the AR and VR groups performed the same
number of reach movements as the PR group during training,
but achieved higher HIAR and reach task score. This implies
that subjects in the AR and VR groups spent more time
beyond their stability limits, actively exploring and honing
motor skills. In other words, they leveraged the TruST robotic

platform more effectively–more frequently and longer use of
the assistive force field during practice–which led to enhanced
motor control ability in reaching the location of the most
challenging targets. This might explain why the improvements
in the FRTS and sitting workspace area are more pronounced
in the AR and VR groups compared to the PR group.
Future studies should explore hybrid protocols that combine
XR with their robot-assisted posture training platforms. Such
combinations may encourage subjects to proactively utilize
the robotic assistive forces, potentially maximizing motor
improvements.

B. Effects of XR on Training Motivation
Previous studies suggest that the inherent gamification

property of XR could enhance cognitive and emotional
involvement, thereby encouraging voluntary participation dur-
ing training [19], [46]. Our results align with the literature.
Specifically, subjects in the AR and VR groups achieved
significantly higher scores in GEQ and UEQ compared to
the PR group, indicating greater engagement and enjoyment
during seated postural training. For example, eighteen subjects
in the AR group and nineteen subjects in the VR group
reported a score of over four on the seven-point Likert scale
for the following GEQ question: “Do you feel so engrossed in
the game that you momentarily forgot you were undergoing a
training task?” In contrast, no subject in the PR group reported
a score above four on that question.

Previous studies have shown that subjects’ adherence to
rehabilitation protocols and their active engagement while
receiving the intervention importantly influence the treatment
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benefits [48], [49]. Thus, the attitude towards training plays
a substantial role in the intervention effect. The psycholog-
ical difference may explain why subjects in the AR and
VR groups spent more of their training time in ‘intense’
reaching (i.e., higher HIAR) and achieved better training
outcomes compared to the PR group. Our findings high-
light the positive impact of gamification property of XR on
posture training motivation. Future studies should consider
integrating XR with gamified elements into their training
protocols to enhance subject adherence and overall treatment
effectiveness.

C. Effects of XR on Postural Control
In this study, only the PR group exhibited rapid shifts in

the upper body COM during training, resulting in significantly
higher COP mean velocity in the post-training test. The AR
and VR groups, on the other hand, maintained consistent
COP moving speed across 12 training rounds but continued to
increase the posture complexity during training. After training,
the AR and VR groups showed significantly higher ApEn than
the PR group. Our results suggest that the VR and AR groups
employed different learning strategies compared to the PR
group for the same reaching task. Specifically, the PR group
prioritized faster movements, compromising posture stability
for greater reach distance. The VR and AR groups focused on
adjusting their postural configurations and fine-tuning body
segment alignments to achieve extended reach.

Previous studies have highlighted two key parameters for
assessing the learning process during task training: the learning
slope at the beginning stage and the learning plateau near the
end [50], [51]. In this study, the strategy employed by the VR
and AR groups appears to be better suited for the reaching
task. As shown in Fig. 6b, the VR and AR groups exhibited
steeper slopes during the initial training rounds and reached
higher plateaus at the end stage. This suggests that the VR
and AR groups learned the task more rapidly initially and
expanded their workspace larger than the PR group by the
end of training. However, due to the limited training time
with only one task, our findings in this study need further
exploration. Future studies with extended training periods
and diverse training tasks are necessary to better understand
the effects of XR on the learning process during posture
training.

D. XR Game Application Design
Some studies employ open-source commercial games for

XR posture training [6], [19]. However, excessive recreational
and entertainment features within these games could cause
cognitive overload and distract subjects from the rehabilitation
goals [28]. In this study, we adopted suggestions from the
literature [29], [46], [52] to develop a custom XR application
that balanced entertainment with TruST-assisted postural train-
ing requirements. Our application involved randomized reach
directions and clear functional reach targets with hierarchical
difficulty levels. When the subject successfully reached a
target, the virtual coin rotated to provide positive feedback.
Besides, instead of traditional controllers, we opted for XR

devices that allow direct hand interaction with virtual items,
which facilitates the transfer of motor skills learned during
training to activities of daily living. We will share our appli-
cation with the research community following the IRB guide-
lines (access link: https://roar.me.columbia.edu/content/trust).
Extending our approach to other studies may help develop
novel rehabilitation-oriented XR applications suited for other
robotic training platforms.

E. Mitigate the Simulator Sickness

Motion sickness refers to the discomfort experienced after
certain movements. Simulator sickness, a subtype of motion
sickness, occurs in simulated environments due to mis-
match between perceived visual motion and actual vestibular
motion [36]. Prior studies highlighted the immersion level
of XR systems as a critical factor affecting simulation sick-
ness during training [28], [53]. Our results in this study
align with the literature. Subjects in the PR and AR groups
undertook training in the physical real environment, showing
no significant change in SSQ scores after training. However,
subjects in the VR group trained in a more immersive virtual
environment, reported significantly higher SSQ scores after
training. Our results suggest that the level of immersion can
impact motion sickness, with higher immersion increasing
the risk of simulator sickness. Therefore, AR appears better
suited for sitting posture training when combined with TruST
intervention. Future studies should consider using AR rather
than VR when combined with RAT to mitigate simulator
sickness.

Our findings highlight the positive relationship between
immersion level and simulator sickness. We followed the
methodology proposed by Selzer and Castro [47] to compute
objective immersion scores for our AR and VR systems. Then
we normalized the scores to the range 0–1 to position our
systems on the RV continuum (Fig. 4). Although future studies
may not employ the same XR devices and game applications
as ours, researchers could still adopt this approach to measure
immersion level and position their system on the RV con-
tinuum. If their XR device achieves a high immersion score
(similar to our VR system), they should consider simplifying
their XR training environments by limiting virtual item number
to reduce the risk of simulator sickness.

Low refresh rate has been identified as another key factor
contributing to simulator sickness in XR experiences [54].
Although the maximum refresh rate of our VR headset is
120 frame per second (fps), same as the gold standard [55], the
actual tested refresh rate varied between 80 and 100 fps due to
factors such as model size, model complexity, and virtual hand
tracking load. Notably, our AR headset employs an optical
see-through technique with transparent lenses, allowing for a
direct view of the real world. Virtual objects are rendered onto
the retina using low-power laser beams [56]. This innovative
approach effectively bypasses the refresh rate issue and may
explain the significantly lower SSQ score in the AR group
compared to the VR group. Future studies should consider
XR devices with optical see-through lenses or high refresh
rate displays to mitigate simulator sickness.
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F. Study Limitations and Future Work
When integrating XR into RAT, it is crucial to consider not

only potential benefits but also the safety risks arising from
reduced awareness of reality. In this study, no subject in the
AR group reported concerns about physical collisions with
the TruST stationary frame. However, eighteen subjects in the
VR group expressed worries about potential collisions with
the robot frame during training. This psychological difference
may account for the significantly lower FRTS improvements
on the dominant and nondominant sides in the VR group
compared to the AR group (see Fig. 5 D, ND). Our find-
ings suggest that the presence of robotic platforms might
hinder effective interaction with virtual items in the simulated
environment. Future studies on combining XR with different
robotic training platforms or exoskeletons should prioritize
examining the potential implications of reduced reality percep-
tion. Researchers may consider using AR headsets rather than
VR headsets or incorporating simulated virtual robot frames
into the virtual environment to address this limitation.

Another limitation is that we only recruited healthy sub-
jects in this study. Our XR-RAT combination approach has
the potential to enhance seated postural control recovery
in patients with neuromotor disorders and balance impair-
ments. However, additional clinical testing is necessary as
the XR-induced simulator sickness may be exacerbated in
the patient population during training. In addition, our VR
and AR systems heavily rely on intact visual information
processing. Therefore, patients with visuomotor deficiencies
may not benefit from our XR systems. To address these
challenges, future work will explore novel XR techniques,
including audio and haptic interactions, and directly evalu-
ate the clinical applicability of our system with the patient
population.

V. CONCLUSION

In this study, we conducted a comparative study by inte-
grating VR and AR into the TruST robotic platform for sitting
posture training. Our results indicated that both VR and AR
significantly enhanced the effectiveness of the postural control
intervention delivered by TruST. The XR experience has the
potential to enhance engagement and enjoyment during pos-
ture training. Consequently, combining VR or AR with RAT
could increase training intensity, leading to improved motor
performance and enhanced balance control. Notably, VR may
introduce a higher level of simulator sickness compared to AR.
Hence, AR may be more suitable than VR when combined
with RAT. Overall, our findings help uncover the effects of
introducing XR into RAT and provide insights for developing
novel XR-enhanced RAT platforms. Future studies should
investigate the neuromuscular control mechanisms underlying
the XR-introduced motor changes and the clinical potential of
XR-enhanced RAT in patients with neuromotor disorders.

ACKNOWLEDGMENT

The authors would like to thank all participants in this study.
All work reported in this article were performed in Columbia
Robotics and Rehabilitation (ROAR) Laboratory.

REFERENCES

[1] J. Massion, “Postural control system,” Current Opinion Neurobiol.,
vol. 4, no. 6, pp. 877–887, Dec. 1994.

[2] E. Zemková and L. Zapletalová, “The role of neuromuscular control
of postural and core stability in functional movement and athlete
performance,” Frontiers Physiol., vol. 13, Feb. 2022, Art. no. 796097.

[3] S. S. Selph et al., “Physical activity and the health of wheelchair users:
A systematic review in multiple sclerosis, cerebral palsy, and spinal cord
injury,” Arch. Phys. Med. Rehabil., vol. 102, no. 12, pp. 2464–2481.e33,
Dec. 2021.

[4] M. I. Khan, Trunk Rehabilitation Using Cable-Driven Robotic Systems.
New York, NY, USA: Columbia Univ., 2019.

[5] A. G. Moraes, V. R. Ângelo, L. Chiavoloni, and A. C. de David,
“Hippotherapy on postural balance in the sitting position of children
with cerebral palsy—Longitudinal study,” Physiotherapy Theory Pract.,
vol. 36, no. 2, pp. 259–266, 2018.

[6] D. Y. Lim, D. M. Hwang, K. H. Cho, C. W. Moon, and S. Y. Ahn,
“A fully immersive virtual reality method for upper limb rehabilitation
in spinal cord injury,” Ann. Rehabil. Med., vol. 44, no. 4, pp. 311–319,
Aug. 2020.

[7] D. Pinto et al., “Cost-effectiveness analysis of overground robotic
training versus conventional locomotor training in people with spinal
cord injury,” J. NeuroEng. Rehabil., vol. 20, no. 1, pp. 1–12, Jan. 2023.

[8] G. Kaur, C. English, and S. Hillier, “How physically active are people
with stroke in physiotherapy sessions aimed at improving motor func-
tion? A systematic review,” Stroke Res. Treatment, vol. 2012, no. 1,
pp. 1–9, 2012.

[9] G. Kaur, C. English, and S. Hillier, “Physiotherapists systematically
overestimate the amount of time stroke survivors spend engaged in active
therapy rehabilitation: An observational study,” J. Physiotherapy, vol. 59,
no. 1, pp. 45–51, Mar. 2013.

[10] R. Gassert and V. Dietz, “Rehabilitation robots for the treatment of
sensorimotor deficits: A neurophysiological perspective,” J. NeuroEng.
Rehabil., vol. 15, no. 1, pp. 1–15, Dec. 2018.

[11] M. I. Khan et al., “Enhancing seated stability using trunk support trainer
(TruST),” IEEE Robot. Autom. Lett., vol. 2, no. 3, pp. 1609–1616,
Jul. 2017.

[12] V. Santamaria et al., “Promoting functional and independent sitting in
children with cerebral palsy using the robotic trunk support trainer,”
IEEE Trans. Neural Syst. Rehabil. Eng., vol. 28, no. 12, pp. 2995–3004,
Dec. 2020.

[13] E. A. Keshner, P. T. Weiss, D. Geifman, and D. Raban, “Tracking the
evolution of virtual reality applications to rehabilitation as a field of
study,” J. NeuroEng. Rehabil., vol. 16, no. 1, pp. 1–15, Jun. 2019.

[14] M. F. Pereira, C. Prahm, J. Kolbenschlag, E. Oliveira, and
N. F. Rodrigues, “Application of AR and VR in hand rehabilitation:
A systematic review,” J. Biomed. Informat., vol. 111, Nov. 2020,
Art. no. 103584.

[15] A. Gaballa, R. S. Cavalcante, E. Lamounier, A. Soares, and
J.-J. Cabibihan, “Extended reality ‘x-reality’ for prosthesis training of
upper-limb amputees: A review on current and future clinical potential,”
IEEE Trans. Neural Syst. Rehabil. Eng., vol. 30, pp. 1652–1663, 2022.

[16] P. Milgram, H. Takemura, A. Utsumi, and F. Kishino, “Augmented
reality: A class of displays on the reality-virtuality continuum,” Proc.
SPIE, vol. 2351, pp. 282–292, Dec. 1995.

[17] D. J. Chalmers, Reality+: Virtual Worlds and the Problems of Philoso-
phy. Baltimore, MD, USA: Penguin, 2022.

[18] J. Hao, H. Xie, K. Harp, Z. Chen, and K.-C. Siu, “Effects of virtual
reality intervention on neural plasticity in stroke rehabilitation: A sys-
tematic review,” Arch. Phys. Med. Rehabil., vol. 103, no. 3, pp. 523–541,
Mar. 2022.

[19] S. Yoon and H. Son, “Effects of full immersion virtual reality training
on balance and knee function in total knee replacement patients: A
randomized controlled study,” J. Mech. Med. Biol., vol. 20, no. 9,
Nov. 2020, Art. no. 2040007.

[20] G. Assis, A. Brandao, A. G. D. Correa, and G. Castellano, “Evaluation
of a protocol for fMRI assessment associated with augmented reality
rehabilitation of stroke subjects,” J. Interact. Syst., vol. 10, no. 1,
pp. 35–42, Dec. 2019.

[21] N. Hesam-Shariati, T. Trinh, A. G. Thompson-Butel, C. T. Shiner, S.
J. Redmond, and P. A. McNulty, “Improved kinematics and motor
control in a longitudinal study of a complex therapy movement in
chronic stroke,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 27, no. 4,
pp. 682–691, Apr. 2019.



2718 IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. 32, 2024

[22] A. Manuli et al., “Can robotic gait rehabilitation plus virtual reality affect
cognitive and behavioural outcomes in patients with chronic stroke? A
randomized controlled trial involving three different protocols,” J. Stroke
Cerebrovascular Diseases, vol. 29, no. 8, Aug. 2020, Art. no. 104994.

[23] R. S. Calabrò et al., “Robotic gait training in multiple sclerosis reha-
bilitation: Can virtual reality make the difference? Findings from a
randomized controlled trial,” J. Neurological Sci., vol. 377, pp. 25–30,
Jun. 2017.

[24] R. S. Calabrò et al., “The role of virtual reality in improving motor per-
formance as revealed by EEG: A randomized clinical trial,” J. NeuroEng
Rehabil., vol. 14, no. 1, pp. 1–16, Dec. 2017.

[25] F. Zanatta et al., “Combining robot-assisted therapy with virtual reality
or using it alone? A systematic review on health-related quality of life
in neurological patients,” Health Quality Life Outcomes, vol. 21, no. 1,
p. 18, Feb. 2023.

[26] J. Fu et al., “Recent advancements in augmented reality for robotic
applications: A survey,” Actuators, vol. 12, no. 8, p. 323, Aug. 2023.

[27] W. E. Clark, M. Sivan, and R. J. O’Connor, “Evaluating the use of
robotic and virtual reality rehabilitation technologies to improve function
in stroke survivors: A narrative review,” J. Rehabil. Assistive Technol.
Eng., vol. 6, Jan. 2019, Art. no. 205566831986355.

[28] T. Baniasadi, S. M. Ayyoubzadeh, and N. Mohammadzadeh, “Challenges
and practical considerations in applying virtual reality in medical
education and treatment,” Oman Med. J., vol. 35, no. 3, p. e125,
May 2020.

[29] F. Zanatta, A. Giardini, A. Pierobon, M. D’Addario, and P. Steca,
“A systematic review on the usability of robotic and virtual reality
devices in neuromotor rehabilitation: Patients’ and healthcare profes-
sionals’ perspective,” BMC Health Services Res., vol. 22, no. 1, p. 523,
Dec. 2022.

[30] A. C. de Crignis et al., “Robotic arm training in neurorehabilitation
enhanced by augmented reality—A usability and feasibility study,”
J. NeuroEng. Rehabil., vol. 20, no. 1, p. 105, Aug. 2023.

[31] C. Gsaxner et al., “The HoloLens in medicine: A systematic review and
taxonomy,” Med. Image Anal., vol. 85, Apr. 2023, Art. no. 102757.

[32] J. L. Klinkert, “Optical see-through vs. video see-through mixed real-
ity for rehabilitation: Exploring the effects of mixed reality on the
experience of motor rehabilitation of Abi patients through the eyes of
the patient and therapist,” M.S. thesis, Dept. Interact. Technol., Univ.
Twente, Enschede, The Netherlands, 2023.

[33] V. Santamaria, X. Ai, K. Chin, J. P. Dutkowsky, A. M. Gordon,
and S. K. Agrawal, “Study protocol for a randomised controlled trial
to determine the efficacy of an intensive seated postural intervention
delivered with robotic and rigid trunk support systems,” BMJ Open,
vol. 13, no. 8, Aug. 2023, Art. no. e073166.

[34] M. Katz-Leurer, I. Fisher, M. Neeb, I. Schwartz, and E. Carmeli,
“Reliability and validity of the modified functional reach test at the sub-
acute stage post-stroke,” Disability Rehabil., vol. 31, no. 3, pp. 243–248,
Jan. 2009.

[35] P. de Leva, “Adjustments to Zatsiorsky–Seluyanov’s segment inertia
parameters,” J. Biomech., vol. 29, no. 9, pp. 1223–1230, Sep. 1996.

[36] R. S. Kennedy, N. E. Lane, K. S. Berbaum, and M. G. Lilienthal,
“Simulator sickness questionnaire: An enhanced method for quantifying
simulator sickness,” Int. J. Aviation Psychol., vol. 3, no. 3, pp. 203–220,
1993.

[37] B. G. Witmer and M. J. Singer, “Measuring presence in virtual environ-
ments: A presence questionnaire,” Presence, vol. 7, no. 3, pp. 225–240,
Jun. 1998.

[38] J. H. Brockmyer, C. M. Fox, K. A. Curtiss, E. McBroom,
K. M. Burkhart, and J. N. Pidruzny, “The development of the game
engagement questionnaire: A measure of engagement in video game-
playing,” J. Exp. Social Psychol., vol. 45, no. 4, pp. 624–634,
Jul. 2009.

[39] S. S. Davidson, J. R. Keebler, T. Zhang, B. Chaparro, J. Szalma,
and C. M. Frederick, “The development and validation of a universal
enjoyment measure: The enjoy scale,” Current Psychol., vol. 42, no. 21,
pp. 17733–17745, Jul. 2023.

[40] T. D. Luna, V. Santamaria, X. Ai, and S. K. Agrawal, “Reactive postural
control during sit-to-stand motion,” IEEE Robot. Autom. Lett., vol. 7,
no. 3, pp. 7185–7192, Jul. 2022.

[41] X. Ai, V. Santamaria, I. Omofuma, and S. K. Agrawal, “Effects
of boundary-based assist-as-needed force field on lower limb muscle
synergies during standing posture training,” IEEE Trans. Neural Syst.
Rehabil. Eng., vol. 31, pp. 2306–2314, 2023.

[42] V. Santamaria, T. Luna, M. Khan, and S. Agrawal, “The robotic trunk-
support-trainer (TruST) to measure and increase postural workspace
during sitting in people with spinal cord injury,” Spinal Cord Ser. Cases,
vol. 6, no. 1, p. 1, Jan. 2020.

[43] R. M. Palmieri, C. D. Ingersoll, M. B. Stone, and B. A. Krause, “Center-
of-pressure parameters used in the assessment of postural control,”
J. Sport Rehabil., vol. 11, no. 1, pp. 51–66, Feb. 2002.

[44] S. M. Pincus, I. M. Gladstone, and R. A. Ehrenkranz, “A regularity
statistic for medical data analysis,” J. Clin. Monit., vol. 7, no. 4,
pp. 335–345, Oct. 1991.

[45] R. T. Harbourne and N. Stergiou, “Nonlinear analysis of the devel-
opment of sitting postural control,” Develop. Psychobiol., J. Int. Soc.
Develop. Psychobiol., vol. 42, no. 4, pp. 368–377, May 2003.

[46] I. Brunner et al., “Is upper limb virtual reality training more intensive
than conventional training for patients in the subacute phase after stroke?
An analysis of treatment intensity and content,” BMC Neurol., vol. 16,
no. 1, pp. 1–7, Dec. 2016.

[47] M. Selzer and S. M. Castro, “A methodology for generating virtual
reality immersion metrics based on system variables,” J. Comput. Sci.
Technol., vol. 23, no. 2, p. e08, Oct. 2023.

[48] A. Gvion and G. Shahaf, “Real-time monitoring of barriers to patient
engagement for improved rehabilitation: A protocol and representa-
tive case reports,” Disab. Rehabil., Assistive Technol., vol. 18, no. 6,
pp. 849–861, Aug. 2023.

[49] K. J. Loomis, S. C. Roll, and M. E. Hardison, “The role of
therapist-patient relationships in facilitating engagement and adherence
in upper extremity rehabilitation,” Work, vol. 76, no. 3, pp. 1083–1098,
Nov. 2023.

[50] L. S. Feldman, J. Cao, A. Andalib, S. Fraser, and G. M. Fried, “A method
to characterize the learning curve for performance of a fundamental
laparoscopic simulator task: Defining ‘learning plateau’ and ‘learning
rate,”’ Surgery, vol. 146, no. 2, pp. 381–386, Aug. 2009.

[51] N. Howard, R. Edwards, K. Boutis, S. Alexander, and M. Pusic, “Twelve
tips for using learning curves in health professions education research,”
MedEdPublish, vol. 13, p. 269, Nov. 2023.

[52] M. Fayed et al., “Immersion and presence in virtual reality applica-
tions for physical therapy and upper limb rehabilitation,” in Proc. Int.
Conf. Human-Comput. Interact. Cham, Switzerland: Springer, 2023,
pp. 217–227.

[53] T. Rose, C. S. Nam, and K. B. Chen, “Immersion of virtual reality
for rehabilitation—Review,” Appl. Ergonom., vol. 69, pp. 153–161,
May 2018.

[54] J.-P. Stauffert, F. Niebling, and M. E. Latoschik, “Latency and cybersick-
ness: Impact, causes, and measures. A review,” Frontiers Virtual Reality,
vol. 1, Nov. 2020, Art. no. 582204.

[55] J. Wang, R. Shi, W. Zheng, W. Xie, D. Kao, and H.-N. Liang, “Effect
of frame rate on user experience, performance, and simulator sickness
in virtual reality,” IEEE Trans. Vis. Comput. Graphics, vol. 29, no. 5,
pp. 2478–2488, May 2023.

[56] A. Palumbo, “Microsoft HoloLens 2 in medical and healthcare context:
State of the art and future prospects,” Sensors, vol. 22, no. 20, p. 7709,
Oct. 2022.


