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Abstract—DNN models are becoming increasingly larger to
achieve unprecedented accuracy, and the accompanying increased
computation and memory requirements necessitate the employ-
ment of massive clusters and elaborate parallelization strategies
to accelerate DNN training. In order to better optimize the perfor-
mance and analyze the cost, it is indispensable to model the training
throughput of distributed DNN training. However, complex paral-
lelization strategies and the resulting complex runtime behaviors
make it challenging to construct an accurate performance model.
In this article, we present Proteus, the first standalone simulator
to model the performance of complex parallelization strategies
through simulation execution. Proteus first models complex par-
allelization strategies with a unified representation named Strategy
Tree. Then, it compiles the strategy tree into a distributed execution
graph and simulates the complex runtime behaviors, comp-comm
overlap and bandwidth sharing, with a Hierarchical Topo-Aware
Executor (HTAE). We finally evaluate Proteus across a wide variety
of DNNs on three hardware configurations. Experimental results
show that Proteus achieves 3.0% average prediction error and
preserves order for training throughput of various parallelization
strategies. Compared to state-of-the-art approaches, Proteus re-
duces prediction error by up to 133.8%.

Index Terms—Deep neural networks (DNNs), distributed
training, parallelism, performance modeling, simulation.

I. INTRODUCTION

R ECENT years, progressively larger DNN models continue
to break predictive accuracy records [1], [2], [3], [4]. As
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these models grow, they are becoming computationally and
memory expensive to train. To efficiently train DNN models,
large GPU clusters and sophisticated parallelization strategies
are employed to accelerate the training process [5], [6], [7], [8],
[9], [10]. For example, NVIDIA trained an 8.3 billion parameters
language model on 512 GPUs with expert-designed hybrid data
and model parallelism [6].

Modeling the performance of a parallelization strategy is
crucial for performance optimization and analysis, since the
training performance (throughput) of a DNN highly depends
on its parallelization strategy. 1) Knowing the performance of
a parallelization strategy can guide our optimization. Perfor-
mance model can be leveraged to locate the bottleneck of a
parallelization strategy in manual optimization and compare
different parallelization strategies in automated parallelization
systems [11], [12], [13], [14]. 2) Because implementing a paral-
lelization strategy on current deep learning frameworks [15],
[16] is error-prone, labor-intensive and resource-costing, an
accurate performance model can save lots of effort and resources
in evaluating it. 3) Predicting the performance of a parallelization
strategy in advance can help us analyze cloud service budgets
without requiring GPU resources, such as how many machine
hours or nodes to buy, thereby saving computing resources.

Plenty of performance modeling approaches have been pro-
posed to predict the performance of DNN models, but none of
them scale beyond hybrid data and model parallelism. Most
of recent efforts to model the performance of DNN models
focus on the scenario of single GPU. For example, various
analytical models [17], [18], [19], [20] that build with hardware
metrics and learning-based models [21], [22] that learn from
runtime statistics are presented to study the performance of
GPU kernels. In multi-GPU scenario, prior works [23], [24],
[25] build analytical or profiling-based performance models
for different DNN layers and predict training performance by
summing up the computation and communication time of each
layer. These approaches focus on a small subset of parallelization
strategies and are not applicable to emerging parallelization
strategies.

Some automated parallelization approaches [11], [13], [26]
also build performance models for distributed DNN training.
For example, FlexFlow [11] customizes a simulator to evaluate
parallelization strategies in SOAP space. However, these works
aim at searching optimal parallelization strategy for a DNN
model instead of accurate performance modeling for general par-
allelization strategies. The usability and scalability are greatly
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TABLE I
COMPARISON OF PROTEUS AND EXISTING APPROACHES

limited due to their non-programmability and limited strategy
space.

We identify two primary challenges that impede the devel-
opment of accurate performance models for distributed DNN
training. The first challenge is how to model complex par-
allelization strategies. The complexity here stems from the
combination of various parallelization strategies, each with dis-
tinct computation and memory consumption characteristics, to
accelerate DNN training [6], [7], [8], [9], [10]. For example,
Megatron-LM combines recomputation [27] and hybrid data,
model, and pipeline parallelism to train large transformer mod-
els [6]. The second challenge is how to model complex runtime
behaviors. Previous works [11], [24], [25], [26] often assume
that the cost of a single operator depends solely on its input and
output tensor shapes. However, this assumption breaks down
when dealing with complex parallelization strategies. During
runtime, communication operators may overlap with computa-
tion operators to hide the gradient synchronization costs, and
different communication groups might compete for bandwidth
resources. While these optimizations can improve efficiency,
they also introduce additional overhead, potentially reducing
the overall throughput of the DNN model. Consequently, an
accurate performance model should explicitly account for both
the optimizations inherent in complex parallelization strategies
and the overhead arising from complex runtime behaviors.

To address these challenges, we present Proteus, a standalone
simulation framework that aims at accurately modeling the train-
ing throughput for distributed DNN training. Table I highlights
the advantages of Proteus against existing approaches.

First, we introduce a hierarchical tree structure, Strategy Tree,
to model complex parallelization strategies. We find paralleliza-
tion strategies can be classified into operator- and subgraph-
level strategies as a DNN graph is often divided into disjoint
subgraphs, each of which is assigned to a group of devices.
The strategies at operator-level specify how the operators and
tensors are split and mapped to devices, while the strategies at
subgraph-level indicate how to schedule subgraphs (details refer
to Section II). The hierarchical structure of strategy tree provides
a unified representation for parallelization strategies at different
levels and enables Proteus to efficiently program and model the
huge and complex strategy space.

Second, we propose HTAE (Hierarchical Topo-Aware Execu-
tor) to simulate complex runtime behaviors, which have been
overlooked in prior works. We identify two types of runtime

behaviors that significantly impact performance: comp-comm
overlap and bandwidth sharing. HTAE simulates the scheduling
of subgraphs and operators to detect runtime behaviors during
execution and adjusts operator cost according to the detailed
cluster topology, thereby capturing complex runtime behaviors
of different operators.

Given a DNN model and Strategy Tree, Proteus automatically
compiles them into a distributed execution graph by splitting
operators and tensors and inserting inferred collective commu-
nication operators. Subsequently, Proteus predicts the training
throughput and OOM (Out-Of-Memory) error by mimicking the
schedule and execution of the execution graph considering the
cluster topology.

In summary, we propose Proteus, which to our knowledge
is the first standalone simulator capable of simulating complex
parallelization strategies through fine-grained scheduling and
simulation execution. We make the following contributions in
building Proteus:

1) We classify parallelization strategies into operator- and
subgraph-level and formulate a unified parallelization
space with Strategy Tree to model complex parallelization
strategies.

2) We identify two types of runtime behaviors that affect
performance: comp-comm overlap and bandwidth shar-
ing, and introduce Hierarchical Topo-Aware Executor to
dynamically detect and model such behaviors.

3) We evaluate Proteus across a wide variety of DNNs on 3
hardware configurations. Experiments show that Proteus
achieves 3.0% average prediction error and preserves or-
der for throughput among various parallelization strate-
gies. Compared to state-of-the-art approaches, Proteus
reduces prediction error by up to 133.8%.

II. BACKGROUND: DISTRIBUTED DNN TRAINING

DNNs are commonly represented as computation graphs in
modern DL frameworks [15], [16], with nodes as operators and
edges as tensors. Parallelizing a DNN involves parallelizing
elements in the computation graph which can be categorized
into two levels of strategies.

A. Operator-Level Strategy

Operator-level strategy partitions operators and tensors for
parallel execution on multiple devices and can be further catego-
rized into computation parallelization and memory optimization,
respectively.

1) Computation Parallelization: Computation paralleliza-
tion is achieved by partitioning the parallelizable dimensions
of operators. Typically, we consider every unique dimension
occurred in input or output tensors as parallelizable dimensions.
We will describe different parallelization strategies taking the
linear operator in Fig. 1(a) as an example: output(b, s, o) =∑

h input(b, s, h)× weight(o, h). There are 4 unique dimen-
sions: b(batch), s(sequence), o(output_channel), h(hidden/
reduction).

Data parallelism is the most widely used parallelization strat-
egy, which splits batch dimension (b) and replicates weight on
all devices.
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Fig. 1. Examples of parallelization strategies.

Model parallelism divides the operator in o or h dimension
thus partitioning weight into different parts and each part is
trained on a dedicated device. Hybrid parallelism combines both
data and model parallelism to partition operators.

Op shard is a general parallelization strategy that exploits the
power of partitioning arbitrary dimensions of (b, s, o, h).

In this paper, Proteus targets on modeling the performance of
general op shard unlike prior works that focus on data and model
parallelism [23], [24], [25]. SOAP [11] partitions operators in
b, s, o dimensions and is also a sub-space of op shard. Fig. 1(a)
shows an example configuration to shard an operator in b and h
dimensions. The partition describes how to parallelize different
dimensions and map specifies how to place each partition. The
operator is split into 4 (|partition|) parts, with each assigned to
a GPU. As reduction dimension (h) is partitioned, the operator
produces 4 partial output tensors, which should be aggregated
to produce the final output tensor.

2) Memory Optimization: All dimensions of a tensor are
parallelizable. Partitioning a tensor is achieved by splitting along
its dimensions similar to partitioning operators.

ZeRO [9] and Activation partitioning [29] partitions tensors
in the first dimension and maps each part to a device to reduce
redundancy. They can be combined with parallelization in other
dimensions. Fig. 1(b) shows an example that partitions o (ZeRO)
and h dimensions.

Proteus explicitly defines a parallelization strategy for each
tensor in a DNN model. Fig. 1(a) shows that splitting an operator
also creates implicit parallelization strategy for its input and out-
put tensors. The inconsistency between the implicit and explicit
strategy will incur additional communication (e.g., weight need
to transform from strategy of Fig. 1(b) to the implicit strategy
of Fig. 1(a)).

B. Subgraph-Level Strategy

A subgraph is composed of operators and tensors with
dependencies. Parallelization strategies that describe the sched-
ule of subgraphs are called subgraph-level strategies, including
pipeline parallelism and recomputation, which balance training

Fig. 2. An overview of Proteus.

throughput and memory footprint by parallelizing subgraph
computations.

Pipeline parallelism divides a computation graph into disjoint
parts and assigns each part to a device group. It splits a batch in-
put data into multiple micro-batches to exploit parallelism [30].
Fig. 1(c) shows a pipeline example with n_micro_batch micro-
batches for each subgraph. To reduce memory consumption,
forward and backward micro-batches are interleaved [14], and
max_ongoing_micro_batch limits the number of forward micro-
batches on the flight.

Recomputation (Activation Checkpointing) [27] is a schedule
that trades computation for memory. It frees forward subgraph
activations after execution and recomputes when intermediate
activations are required in backward pass.

III. PROTEUS OVERVIEW

Fig. 2 shows an overview of Proteus, a simulation frame-
work towards accurate performance modeling for distributed
DNN training. Given that the performance of distributed DNN
training is heavily influenced by the chosen parallelization strat-
egy, explicitly modeling the strategy is crucial for an effective
performance model. Leveraging the hierarchical property of
operator- and subgraph-level strategies, Proteus introduces a
unified representation, strategy tree, to model complex paral-
lelization strategies (Section IV).

The execution graph compiler (Section V) serves as a bridge
between high-level parallelization strategies and low-level exe-
cution. It takes both the DNN model and strategy tree as inputs,
compiling DNN layers into tensors and operators. The compiler
automatically inserts communication operators between tensors
and generates a distributed execution graph.

In Section VI, we first discuss the characterization and impact
of runtime behaviors, then introduce Proteus’s hierarchical topo-
aware executor, which simulates the schedule of the execution
graph and predicts the training throughput. During simulation, it
adapts operator cost, which is first obtained with the op estimator
(Section VII), considering the cluster configuration and dynamic
runtime behaviors.

IV. STRATEGY TREE

This section introduces strategy tree, which serves as a unified
representation for modeling complex parallelization strategies.
Moreover, the hierarchical tree structure also makes it easier for
users to write parallelization strategies.
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Fig. 3. (a) The PyTorch-style code for a DNN model. (b) The architecture of the DNN model with 6 layers (described by (a)). (b) The computation graph of (a),
including forward and backward computations. (c) The strategy tree of (a). Parallel configurations are assigned to non-leaf nodes and leaf nodes.

A. Tree Representation and Construction

Fig. 3 shows a DNN model along with its PyTorch-style
code, computation graph, and corresponding strategy tree. DNN
model architectures (Fig. 3(b)) inherently possess a nested struc-
ture in their construction, as evident from their code (Fig. 3(a)).
For instance, the linear layers d and e are encapsulated within
the mlp module. This structured information can significantly
simplify the definition of parallelization strategies. However,
such structural details are often lost in conventional computation
graph representations. To address this, we propose the strategy
tree, a hierarchical tree representation that models complex
parallelization strategies while preserving the nested structure
of DNN models. We will further discuss and compare strategy
tree with prior works in Section IV-D.

The strategy tree is automatically constructed based on the
PyTorch-style model code. Proteus provides a PyTorch-style
API to define DNN models, which can then be traced to build
the corresponding strategy tree. As illustrated in Fig. 3(d), the
strategy tree is a n-ary tree and the root node R represents the
whole model.

A leaf node models the forward and backward computation
graphs of individual DNN layers. It captures all forward and
backward operators, along with the tensors they produce and
consume. Proteus represents tensors by their shape, and opera-
tors by a set of unique parallelizable dimensions extracted from
input and output tensors (Section II). As illustrated in Fig. 3(d),
the leaf node d captures the tensors and operators of linear
layer d.

A non-leaf node models a subgraph, which represents the
forward and backward computation graphs of multiple DNN
layers. Each non-leaf node corresponds to a specific DNN
module, maintaining the hierarchical structure of the model. For
example, the layers d and e form a non-leaf node corresponding
to the mlp module, while the module mlp and layer f together
constitute another non-leaf node representing the S2 module.
This alignment between non-leaf nodes and DNN modules pre-
serves the model’s original structure, enabling more intuitive and
accurate representation of complex parallelization strategies.

B. Parallel Configuration

A parallel configuration defines how different components
are parallelized. Operator-level strategies are specified with

computation and memory config in leaf nodes, subgraph-level
strategies are assigned to non-leaf nodes with schedule config.
The complete parallelization strategy is composed of parallel
configurations for all tree nodes.

Computation/Memory Config: Computation (memory) con-
figs are assigned to operators (tensors) in leaf nodes. It contains
two aspects: partition and map. The partition (P) defines the
degree of parallelism in each dimension and splits the operator
(tensor) into |P| disjoint parts. Each part will be mapped to one
or more devices defined by map, namely shards on one device or
replicates on a device group. In Fig. 3(d), the computation config
partitions theB andK dimensions of the forward operator into 2
and 4 parts respectively, and shard each part on one GPU device.

Memory config defines the real placement of a tensor. With
this separated memory config, Proteus is able to express the
space of memory optimization.

Schedule Config: Schedule config specifies the subgraph-level
strategy of a subgraph, with only one config needed for each
non-leaf node due to the dual structure of the forward and
backward subgraphs. The config has three aspects (Fig. 3(d)):
n_micro_batch denotes the number of micro-batches consumed
by the subgraph, Since executing forward micro-batches in-
creases memory consumption, max_ongoing_micro_batch lim-
its the maximum number of forward micro-batches executed
before each corresponding backward micro-batch at any time,
and recomputation indicates whether to use activation check-
pointing.

Non-leaf nodes on the tree have a schedule config that is
propagated from the parent node unless explicitly defined by
the user. In particular, the schedule config on a non-leaf node is
independent of the configs on leaf nodes. Strategy propagation
will be discussed in Section VII.

C. Programming Primitive

Proteus provides several primitives to program the strategy
tree efficiently. The following shows an example to program the
parallelization strategy of Fig. 3(d):
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Fig. 4. The strategy tree and corresponding distributed execution graph of DNN model in Fig. 3.

Proteus first obtains strategy tree R with .compile().
The leaf and non-leaf nodes make it easier to specify operator-
and subgraph-level strategies. Proteus then uses the primitive
.split(dim, partition[, item]) to partition an
operator and .map(dev_mesh[, item]) to map a node
to a device mesh dev_mesh. Tensors and backward operators
can be operated by specifying the optional item. With these
two primitives, users can easily specify the parallel config-
urations for leaf nodes. Proteus provides .schedule(n_
micro_batch, max_ongoing_micro_batch) and
.recompute() to program the parallel configurations for
non-leaf nodes.

D. Discussion and Comparison

Prior automated parallelization works [11], [28], [31] have
proposed comprehensive parallelization space as listed in
Table I. However, they focus on searching optimal strategy based
on the computation graph, rather than enabling users to define
custom parallelization strategies. This limitation becomes sig-
nificant when considering performance modeling, where users
need the flexibility to manually program and study specific
strategies across a vast space of possibilities. The computation
graph used in prior works is not easily adaptable for user-defined
strategy specification due to two reasons. First, some layers are
converted into multiple operators on the computation graph,
making it challenging for users to directly manipulate and spec-
ify strategies. Second, it is difficult to annotate subgraph-level
strategies for arbitrary subgraphs within the plain computation
graph. In contrast, strategy tree provides a hierarchical repre-
sentation that supports comprehensive complex strategies and
preserves the original DNN structure for ease-of-programming.
GSPMD [32] develops powerful programming APIs to spec-
ify parallelization strategies for different DNN layers, but the
subgraph-level strategy is only supported for identical DNN
blocks with tailored vectorized_map API. Furthermore, chang-
ing parallelization strategy also takes great efforts to rewrite
the model. Our strategy tree unifies parallelization strategies
at different levels and decouples parallelization strategy from
model expression. This design allows Proteus to efficiently alter
parallelization strategies for a given DNN by solely adjusting
the strategy tree.

V. EXECUTION GRAPH COMPILER

This section describes Proteus’s execution graph compiler,
which servers as a bridge between high level parallelization strat-
egy and low level execution. Given a strategy tree, the compiler
creates a distributed execution graph by splitting tensors and
computation operators, and inserting communication operators
and control dependencies. This graph is similar to execution
graphs proposed in previous works [33], [34], [35], except that
we represent operators and tensors across multiple devices in a
single graph.

A. Graph Compilation

Fig. 4 illustrates the workflow of execution graph compiler.
Proteus first divides the DNN model into disjoint subgraphs
based on its DevGroup, which defines a set of devices, in order
to parallelize the computations of different micro-batches. The
DevGroup of a tree node is composed of all of its children nodes’
DevGroups. Proteus splits all divisible nodes in breadth-first
order from root node. A node cannot be divided unless all
of its children nodes share some devices. Fig. 4(b) shows the
DevGroups of three nodes. The DevGroup of node S2 is “gpu
0–7” because layer d and e are partitioned and mapped to these
devices. The root node R is divided into 2 subgraphs since node
S1 and S2 share no devices and they are not divisible.

Proteus then compiles each subgraph into a forward and
backward execution subgraph as showed in Fig. 4(c). Tensors
and operators are split into small partitions such that each parti-
tion resides on and is executed by one device. Communication
operators, data and control dependencies are added to ensure the
computational equivalence.

Data dependency: Each tensor and operator has a parallel con-
figuration that defines the partition and mapping, as discussed
in Section IV-B. Due to the data dependency between tensors
and operators, Proteus also infers a parallel configuration for
each input and output tensor of operators. Once the two parallel
configurations of a tensor are inconsistent, Proteus automatically
inserts communication operators via strategy transformation
to adjust the parallel configuration, otherwise reusing original
tensors. Fig. 4 shows the strategy transformation of tensor y1.
Layer e partitions y1 into 2 parts and each part replicates on
4 GPUs, but layer d partitions y1 into 8 partial tensors on 1
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Fig. 5. (a) The execution timeline and runtime behaviors of the distributed execution graph in Fig. 4. The number on gray link denotes the number of groups that
share the link. (b) The prediction errors for modeling runtime behaviors or not with Proteus.

GPU. Proteus adds communication operators between y1 in the
execution subgraph of S2 to handle this inconsistency.

For a subgraph with recomputation enabled, Proteus compiles
it into two forward and one backward execution subgraphs and
adjust the data dependency accordingly. The backward subgraph
depends on one forward subgraph (i.e., recomputation subgraph)
and the other subgraph can be immediately released after exe-
cution (e.g., S 1in Fig. 4(c)).

Control dependency: Control dependencies are inserted be-
tween execution subgraphs to follow the training schedule de-
fined by the schedule config in non-leaf nodes. First, the for-
ward subgraphs are control dependent on their corresponding
backward subgraphs to limit peak memory consumption. Sec-
ond, Proteus also adds control dependency for recomputation
subgraphs such that they are executed immediately before the
backward subgraphs. In Fig. 4(c), node S1 has two forward
subgraphs and one of them is control dependent on the backward
of node S2.

B. Strategy Transformation

Strategy transformation, a.k.a resharding [28], transforms
tensors to desired parallel configurations with appropriate com-
munication primitives. Proteus automatically infers collective
communication primitives (e.g., All-Reduce [36]) and groups
with communication pattern matching, failing back to point-
to-point communication if necessary. Resharding has also been
extensively discussed in recent works [28], [37].

VI. HIERARCHICAL TOPO-AWARE EXECUTOR

This section describes Proteus’s Hierarchical Topo-Aware
Executor (HTAE), which simulates the schedule and runtime
behaviors of a distributed execution graph and predicts the
training throughput.

A. Performance Characterization

Before introducing the design of HTAE, we first characterize
the performance of distributed DNN training using the example
of Fig. 5(a), which illustrates the execution timeline and run-
time behaviors of Fig. 4. The forward and backward execution
subgraphs are interleaved and the execution of S1 and S2 is
parallelized on different GPU groups. Operators in Fig. 4(c)
consist of three types that can be executed simultaneously: com-
putation, feature and gradient communication operators, and
they are scheduled into three streams following data dependency.

Modeling the training performance is to model the execution
timeline, including schedule, computation and communication.

Runtime Behavior: Prior work [11], [23], [24], [25] assumes
that the operator cost is fixed and focuses on modeling the
performance of single operator. The training speed of a DNN
is the summation of all the operators’ costs. However, runtime
behavior, which is ignored in prior work, has emerged as a
critical aspect determining training performance under today’s
sophisticated parallelization strategies and optimizations. It is
crucial to model runtime behaviors towards an accurate per-
formance predictor since they can affect the execution cost
of operators. Fig. 5(b) shows that ignoring runtime behaviors
results in large prediction error on a cluster with 32 GPUs.

We find that major runtime behaviors can be categorized
into two types. First, bandwidth sharing describes the scenarios
that different communication operators compete for bandwidth
(Fig. 5(a)❶,❸). Second, comp-comm overlap refers to the over-
lap of computation and communication operators (Fig. 5(a)❷).
In addition, different computation operators could be overlapped
on single GPU [38], Proteus does not model such scenario
since it is rarely used in distributed DNN training. Fig. 5(a)❸
shows an example of bandwidth sharing by mapping gradient
communication operators to a single node machine. The gra-
dient communication includes 4 groups indicated by the GPU
color: {{0, 4}, {1, 5}, {2, 6}, {3, 7}}, and their costs rise due
to the competition for available bandwidth of scarce physical
links.

Proteus is the first system to study and model runtime be-
haviors for distributed DNN training. Unlike prior analyti-
cal frameworks [24], [25], Proteus predicts training perfor-
mance via simulation since runtime behaviors only occur during
execution.

B. Simulator Design

Fig. 6 shows the design of Proteus’s two level simulator,
HTAE. The first level is scheduler, which consists of several
second level executors. Different schedulers can time-share
executors. To predict the performance, HTAE first gets single
operator cost with op estimator (Section VII) and then simulates
the schedule of subgraphs and operators to discover runtime
behaviors. During simulation, operator cost are adapted to model
runtime behaviors considering the cluster topology.

Cluster Configuration: Cluster Configuration describes the
topology of training cluster. There are two types of configurable
parameters in device topology. For intra-node topology, we can
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Fig. 6. The design of hierarchical topo-aware executor.

set device type, device memory, number of devices in a node
and the intra-node connection, which describes the physical con-
nections among devices (e.g., GPUs and CPUs). For inter-node
topology, we can specify the number of nodes and inter-node
connection bandwidth.

Scheduler: Each scheduler is assigned several forward and
backward execution subgraphs, and it interleaves the execution
of them based on data and control dependencies to balance
micro-batch parallelism and peak memory consumption. The
scheduler first selects current execution state (forward or back-
ward), then it chooses one subgraph from available dependency-
free execution subgraphs. It alternates different backward sub-
graphs and prefers forward subgraph that enables backward
execution. After determining the subgraph to be executed, the
scheduler dispatches initial tasks to executors and begin execut-
ing.

Executor: The executor schedules the execution of operators
for a subgraph and records the peak memory consumption.
Each executor contains a computation queue, a feature com-
munication queue and a gradient communication queue (Fig. 6).
Operators in different queues can be executed concurrently such
that achieving comp-comm overlap. By separating feature and
gradient communication queue, Proteus makes it possible to
overlap feature and gradient communication and avoid feature
communication blocked by gradient communication.

The executor executes computation and communication al-
ternatively. It pops a computation operator from the queue for
computation execution and pops one feature and one gradient
communication operator at the same time for communication
execution. These operators are first sent to the runtime behavior
detector to check runtime behaviors and executed afterwards.
During execution, the operator cost will be accumulated to
count the time cost for each queue separately. The execution
of operators will decrease the number of dependencies of their
consumers and dependency-free operators will be put into the
corresponding queue.

Memory Consumption: Proteus predicts whether a paral-
lelization strategy will out-of-memory (OOM) by monitoring
the memory consumption of executors. During execution, each
operator reads and writes some tensors. HTAE monitors executor
memory footprint by recording these tensor activities. When
writing a new tensor, HTAE tracks its memory consumption

Fig. 7. The hierarchy of bandwidth sharing.

and reference counter. The memory will be released when the
reference counter decreases to zero.

C. Modeling Runtime Behaviors

As previously discussed, the operator cost may change during
execution due to complex runtime behaviors. The runtime be-
havior detector checks runtime behaviors for all operators and
adapt operator cost accordingly. To enable efficient detection, it
keeps execution history records of different execution streams.

Bandwidth Sharing: There are two types of bandwidth shar-
ing. One is inside a group of gradient or feature communication
operators (Fig. 5(a)❸), and the other is between a group of
gradient and feature communication operators (Fig. 5(a)❶).
These operators transfer datas within different device groups
and compete for bandwidth of shared physical links. To model
this behavior, Proteus assumes that concurrent operators fairly
share the bandwidth of a physical link and detects how many
communication groups share a link during execution. We find
this assumption generally holds in practice.

Proteus first checks bandwidth sharing for feature and gradi-
ent communication operators separately by mapping communi-
cation groups to cluster topology. Fig. 7 shows the hierarchy of
physical links in a cluster and Proteus detects bandwidth sharing
following this hierarchy. Proteus starts from NIC bandwidth
sharing. Each communication group is split into sub-groups such
that each sub-group is composed of devices in the same node.
The groups that consist of more than two sub-groups fairly share
the bandwidth of NIC. Proteus checks all the physical links from
top to bottom.

Proteus finally detects the intersection effects of feature and
gradient communication groups. Since the communication vol-
umes and operations of these groups may different, Proteus
only adapt operator cost for the overlapped parts. The detec-
tion algorithm is the same as the first step, except for that
the communication groups include both feature and gradient
communications.

Comp-Comm Overlap: In distributed DNN training, com-
putation and gradient communication operators may overlap,
because gradient communication operators can be launched
asynchronously and feature communication operators usually
block the computation stream. To detect comp-comm overlap,
Proteus keeps the start and end time of operators. When execut-
ing a computation (communication) operator, Proteus considers
it overlapped if it finds a gradient communication (computation)
operator in execution.

Proteus introduces an overlap factor γ to model the effect of
comp-comm overlap. When finding an operator overlapped, its
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cost will increase by γ. This is motivated by the observation that
operator costs increase by about the same percentage on average
during overlap.

To obtain γ, we profile the speeds of backward pass with
and without overlapping in data parallel training and γ is set to
the increase ratio. As γ is fixed for the type of machine and
DNN model, we can get γ in advance with few cost. Prior
works [39], [40] also try to model the effect of comp-comm
overlap. For example, Pollux [39] introduces a learnable pa-
rameter η to model the data parallel training speed by combining
computation timeTgrad and gradient communication timeTsync

with (Tgrad
η + Tsync

η)1/η . These works target on data paral-
lel training, and we find our simple formulation works pretty
well with complex parallelization strategies (Section VIII-D).
In addition, the overlapping adjustment is implemented as a
standalone function that takes overlapped operators as inputs.
This modular design also allows for the integration of more
advanced estimation techniques in the future.

VII. IMPLEMENTATION

Proteus is implemented as a standard python library (∼ 9K
LoC). Proteus follows PyTorch [15] API to build model, and is
open-sourced at https://github.com/JF-D/Proteus.

Strategy Propagation: Proteus develops a strategy propaga-
tion algorithm to ease the programming difficulty of paralleliza-
tion strategies. For a complete parallelization strategy, users are
required to specify parallel configurations for critical leaf and
non-leaf nodes. Proteus will propagate the parallel configura-
tions to the other nodes. The identification of critical nodes relies
on expert knowledge. We leave the automatic identification as
future work.

Proteus first propagates parallel configurations from top to
bottom following tree structure. The schedule config of a non-
leaf node is inherited from its parent node unless explicitly
defined. Proteus then propagates parallel configurations among
leaf nodes following data dependency. The propagation proceeds
in topological order and includes two steps: forward graph
propagation and backward graph propagation. Proteus infers the
memory config of a tensor according to its producer’s compu-
tation config and infers the computation config of an operator
according to its inputs’ memory config.

Op Estimator: The op estimator predicts costs for all op-
erators in the distributed execution graph using a profiler and
analyzer. The profiler measures computation operator time costs
on target hardware with negligible cost. Proteus can be also
be extended to adopt existing performance models for single
operator cost estimation [17], [18], [19]. The analyzer estimates
communication costs using the α-β model [41]. It estimates the
bandwidth of a communication group according to the detailed
cluster topology. When estimating the time cost of a collective
operation, a correction factor is applied to revise the bandwidth
to reflect the characteristics of different collective operations.
To simplify implementation, we utilize NCCL topo detection
algorithm [36] to find all the communication channels of a

TABLE II
OVERVIEW OF HARDWARE CONFIGURATIONS EVALUATED

TABLE III
OVERVIEW OF THE SIX BENCHMARK MODELS EVALUATED

communication group and its bandwidth is the summation of
these channels.

VIII. EVALUATION

A. Methodology

All the experiments are conducted with PyTorch 1.8 (CUDA
10.1, cuDNN 7.6.5 and NCCL 2.7.8).

Benchmarks: Table III summarizes the six representative
DNN models that we used as benchmarks, they are widely used
in prior works [11], [13], [19], [25]. These models cover widely
used basic units such as Attention, MLP, Conv and Embedding,
and can scale to different sizes and cover popular DNNs. We
evaluate throughput with synthetic dataset, which ignores the
data loading latency. Modeling real-world dataset is orthogonal
to Proteus.

Hardware Configurations: Proteus is evaluated across three
different hardware configurations. Table II summarizes the clus-
ter type and size, intra- and inter-node connections.

B. Simulation Accuracy

To evaluate Proteus across a wide variety of parallelization
strategies, we evaluate each model with 2 popular parallelization
strategies. One is most commonly used parallelization strategy
(S1), the other is the optimal expert-designed parallelization
strategy (S2). These two strategies covers hybrid data, model,
and pipeline parallelism and memory optimizations. Since Pro-
teus is aimed at accurate performance modeling rather than
discovering new parallelization strategies, and implementing
entirely new parallelization strategies is difficult, we do not eval-
uate Proteus on less commonly used parallelization strategies.
But the parallelization strategies we tested already cover both
operator- and subgraph-level strategies.

Since the most commonly used parallelization strategy is
data parallelism, Proteus uses data parallelism or its variants
as S1 for six DNNs. To enable data parallelism training of large
model, Proteus combines memory optimization (ZeRO [10]) and
recomputation in S1 to evaluate GPT-1.5B. Expert-designed
parallelization strategies (S2) exhibits more diverse patterns.

https://github.com/JF-D/Proteus
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Fig. 8. Throughput of DNN models on different hardware configurations with distinct parallelization strategies. The parallelization strategies from top to bottom
row are S1 (HC1), S2 (HC1), S1 (HC2) and S2 (HC2), respectively. o: out of memory, ×: unsupported strategy.

TABLE IV
COMPARISON OF AVERAGE AND MAXIMUM PREDICTION ERROR OF PROTEUS

AND FLEXFLOW-SIM (FF-SIM)

ResNet50 and Inception_V3 partitions data and output channels,
while VGG19 and GPT-2 partitions data, output channels and
reduction dimensions for computation parallelization. The S2
of GPT-1.5B combines op shard, pipeline and recomputation.
DLRM partitions huge embedding table in S2 to optimize
memory footprint.

Fig. 8 shows the simulation results of various DNN models
on two hardware configurations (HC1 and HC2) and Table IV
displays the overall results on three hardware configurations.
Proteus delivers an accurate performance model and achieves
3.0% average prediction error for training throughput. Out of
180 simulation results, Proteus’s estimation of OOM is incorrect
only under 2 cases (blue box in Fig. 8).

Proteus is the first standalone simulator that targets on sim-
ulating complex parallelization strategies. The most related
and representative cost-model and simulator is Paleo [25] and
FlexFlow [11], respectively. Paleo [25] is an analytical cost-
model. It delivers high prediction error even on single GPU
(ResNet50 (59.8%), Inception_V3 (40%)) and does not support
GPT, DLRM models and complex parallelization strategies.
Therefore, we did not dive into Paleo and show the results.
FlexFlow [11] is an automated parallelization framework on

SOAP space. To compare generated parallelization strategies, it
internally tailors a simulator to simulate the training throughput.

To compare Proteus and FlexFlow, we re-implement its sim-
ulator as FlexFlow-Sim, since it is hard to run a manually
specified parallelization strategy with FlexFlow. FlexFlow-Sim
also uses profiled operator cost for fair comparison. To support
realistic simulation, FlexFlow-Sim inserts collective communi-
cation operators for strategy transformation instead of point-
to-point operators as described in FlexFlow paper. The com-
parison results are shown in Fig. 8 and Table IV. The average
prediction error for FlexFlow is 12.4%, which is 9.4% higher
than Proteus. Among all the test cases, the maximum error
is 14.7% and 137.9% for Proteus and FlexFlow, respectively.
For the total 180 training tasks, FlexFlow fails to estimate the
performance of 1/3 of them. Fig. 8 also shows that the prediction
error of FlexFlow-Sim becomes larger as the number of GPUs
increases.

We find that Proteus outperforms FlexFlow mainly in three
aspects. 1) Proteus can be applied to a much larger paral-
lelization strategy space with the abstraction of strategy tree.
2) FlexFlow ignores complex runtime behaviors thus cannot
accurately model the training throughput. 3) FlexFlow’s com-
munication bandwidth estimation ignores fine-grained cluster
topology. For example, FlexFlow delivers high prediction error
for DLRM model, where communication dominates.

C. Parallelization Strategy Comparison

Comparing the training throughput of various parallelization
strategies is an important problem in designing and understand-
ing high performance parallelization strategies. In this section,
we use GPT-2 as benchmark because GPT model is the most pop-
ular and widely used model to study all kinds of parallelization
strategies and these strategies can generalize to other models.
In these experiments, we select 4 parallelizable dimensions
across operator- and subgraph level strategies and represent the
parallelization strategy as DP ×MP × PP (n_micro_batch)
and DP , MP and PP is the degree of data, model and pipeline
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TABLE V
THE PREDICTION ERROR AND RANK OF THROUGHPUT FOR GPT-2 WITH

DIFFERENT PARALLELIZATION STRATEGIES ON HC1 AND HC2

Fig. 9. The prediction error of VGG19 and GPT-2 with different components.
Plain: Proteus without runtime behavior detector.

parallelism. The global batch size is 8 and 64 for HC1 and HC2
respectively.

Table V shows the simulation results of GPT-2 with various
parallelization strategies. For these parallelization strategies,
Proteus can accurately model the performance and achieves
3.2% average prediction error. Order preservation is an impor-
tant feature in strategy comparison and Proteus maintains the
rank of diverse parallelization strategies. Table V demonstrates
that HC2 prefers data parallelism training, since hybrid model
parallelism shares the bandwidth of IB net, and pipeline paral-
lelism introduces bubbles during training, which will decrease
the training throughput. The simulation results also confirms
that pipeline efficiency can be improved by injecting more micro
batches. HC1 consists of a single NUMA node, and the 2-way
model parallelism can fully utilize the QPI links between two
CPU sockets, thus achieving highest throughput.

D. Runtime Behavior Ablation Study

To study the effective of runtime behavior detector, we test
the throughput of VGG19 and GPT-2 on HC1 and HC2 with
different parallelization strategies. For VGG19, we use batch
size 32 per GPU with data parallelism training. For GPT-2,
the global batch size is 8 and 64 on HC1 and HC2 with
hybrid op shard and pipeline parallelism. Fig. 9 shows that
runtime behavior detector can greatly improve the simulation
accuracy of throughput (average error: Plain (14.4%) versus
Proteus (2.4%)). VGG19 is very sensitive to comm-comp over-
lap, hence introducing overlap factor can significantly improve
the prediction accuracy. As there is no bandwidth sharing in
data parallelism training, prediction error of VGG19 keeps after
adding bandwidth sharing. In contrast, GPT-2 is more sensitive

TABLE VI
SIMULATION COST OF PROTEUS ON HC2 IN SECONDS

to bandwidth sharing which is especially common in complex
parallelization strategies. Therefore, the throughput prediction
error reduces remarkably after modeling bandwidth sharing.

E. Simulation Cost

To evaluate the simulation cost of Proteus, we measure the
time it takes to evaluate VGG19 and GPT-2 on HC2 with data
parallelism. Since the cost of computation operators can be
profiled in advance, we only evaluate the time cost of execution
graph compiler and HTAE. Table VI demonstrates that Proteus
takes seconds to simulate the performance of DNNs with a
large number of GPUs, and the time increases linearly in the
number of GPUs. We believe this cost is acceptable to evaluate
a specified parallelization strategy since Proteus provides a
fine-grained simulation without requiring GPU resources. In
contrast, profiling a general parallelization strategy takes lots
of efforts and GPU resources.

IX. RELATED WORK

Handcrafted Parallelization Strategies are designed to op-
timize distributed DNN training. One wired trick [46] intro-
duces model parallelism for linear layers to accelerate AlexNet.
Megatron-LM [6] presents an expert-designed strategy to ex-
pedite transformer models combining data, model and pipeline
parallelism. DeepSpeed [29] introduces ZeRO to reduce mem-
ory footprint by partitioning model states across data parallel
processes. Recomputation [27] utilizes tensor rematerialization
to decrease memory consumption. Proteus can model the per-
formance of these manual designed strategies thus assisting their
analysis and optimization.

Automatic Parallelization: FlexFlow [11] and Tofu [12] pro-
poses SOAP and partition-n-reduce space to parallelize oper-
ators. GSPMD [32] introduces a more general parallelization
space by partitioning all parallelizable dimensions of tensors.
DAPPLE [13] and PipeDream [14] optimize parallelization
strategies in data and pipeline parallelization space. Alpa [28]
combines data, model and pipeline parallelism and proposes a
inter-operator and intra-operator parallelization space. Existing
automatic approaches focus on exploring the space of computa-
tion parallelization, while our work introduces a unified paral-
lelization strategy space considering computation parallelization
and memory optimization at operator level and schedule at
subgraph level.

Performance Model: Previous works propose analytical per-
formance models for DNN training on single GPU [17], [18],
[19], [20], [47] or on multiple GPUs with data parallelism
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or hybrid data and model parallelism [23], [24], [25]. These
approaches are not applicable to increasingly complex training
workload and strategies. FlexFlow [11] introduces a simulation
model to estimate the cost of a SOAP strategy, but it is not
designed to capture the cost of general strategies and runtime
behaviors. Proteus aims to provide a general simulation perfor-
mance model for various parallelization strategies.

X. CONCLUSION

In this work, we present Proteus to simulate the perfor-
mance of distributed DNN training strategies on diverse clusters.
Proteus features strategy tree to model unified parallelization
strategy space and hierarchical topo-aware executor to model
runtime behaviors of computation and communication operators
accurately. We can leverage Proteus to analyze and optimize the
performance of general parallelization strategies.
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