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Enhancing Joint Dynamics Modeling for Underwater
Robotics Through Stochastic Extension

Mingxuan Ding , Gang Wang , Senior Member, IEEE, Lingzhe Meng , Jixin Wang , Liquan Wang ,
Dake Lu , Junlong Wang , Feihong Yun, and Peng Jia

Abstract—Accurate joint dynamics models are essential for the
compliance and robustness of robot control, especially for robots
operating in complex underwater environments. To improve the
precision of joint dynamics models, much research focuses on re-
fining specific parameters or incorporating previously overlooked
parameters through theoretical deductions and simulations. How-
ever, the effectiveness of these advancements can only be deter-
mined through empirical validation using the new model. This
letter delineates a methodology that facilitates the assessment of
potential avenues for enhancing the model, without necessitat-
ing prior theoretical derivation. Specifically, a methodology based
on stochastic extension is proposed for evaluating directions of
model improvement, applied to enhancing the LuGre model for
underwater sealed joints. This approach employs the coefficient
of variation in LuGre model parameters to assess the direction of
model enhancement, with the comparison of coefficients of varia-
tion before and after improvement elucidating the superiority of
the enhancements. Experimental outcomes corroborate that the
LuGre model, refined using this evaluative technique, can precisely
estimate friction forces across diverse typical conditions in under-
water joint applications. The sealed joints utilizing the improved
model demonstrated enhanced response times and precision in
underwater environments.

Index Terms—Marine robotics, dynamics, contact modeling.

I. INTRODUCTION

A S UNDERWATER robotics evolve, the demand for precise
modeling of high-performance underwater actuated joints

grows. These joints are crucial for robots operating in various
underwater environments, such as legged and wheeled robots,
which excel in specialized scenarios like benthic, amphibious,
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and near-wall environments [1]. Unlike traditional thrusters,
these robots rely on high-performance underwater actuated
joints to perceive interactions for gait and posture selection in
legged robots and torque outputs for control in wheeled robots.
Therefore, establishing accurate mappings between input and
output for underwater actuated joints is crucial.

The primary focus and challenge in joint modeling lie in the
identification of friction models [2]. Friction, responsible for
nearly 30% of the world’s primary energy consumption [3],
exerts an even more significant influence on driving joints.The
complexity of friction far surpasses that of classical linear fric-
tion models, with the Stribeck effect showcasing the non-linear
relationship between friction and velocity [4]. This non-linearity
poses significant challenges in mapping joint inputs to out-
puts, ultimately determining the control and functional limits
of robots [5]. This has resulted in the development of friction
models, such as the Dahl’s model, LuGre model, and others,
which serve as an essential link between observable data and
dynamic friction in joints during robot motion.

The LuGre model, known for its comprehensive depiction of
friction characteristics, serves as a benchmark for small-scale
actuated joint dynamics [6]. An extension of Dahl’s model,
the LuGre model effectively captures the Stribeck effect and
accurately describes complex frictional behaviors such as stick-
slip motion and friction hysteresis. As a foundational model
in mechanical servo systems, Dahl’s model has been widely
accepted and utilized for simulating friction in various systems,
including aerospace applications [7]. The LuGre model builds
on the bristle model. It sees the frictional interface as two rigid
bodies in contact through an array of elastic bristles. This extends
and refines Dahl’s model, yielding better results. Despite its
widespread use, the LuGre model may lack stability or accuracy
in certain operating conditions [8], leading to ongoing model
enhancements by refining or adding parameters [9], [10].

While many studies aim to improve the LuGre model, there
is currently no established method for determining the direc-
tion of improvement, especially for underwater actuated joint
modeling. The non-rigid contact of underwater drive joints,
resulting from their sealing components, renders their friction
characteristics highly sensitive to external influences [11], [12].
Existing enhancement methods lack universal validation across
all conditions, requiring a meticulous process of theoretical
analysis and experimental testing for model optimization.

This letter introduces a methodology for guiding model en-
hancements that provides insights into improving the LuGre
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Fig. 1. The proposed method guides the improvement of the model. Model
improvement is achieved through the steps of ’randomness expansion – analysis
of model parameter uncertainty – specified parameter optimization’.

model utilized in underwater actuated joint dynamics, as de-
picted in Fig. 1, without the need for prior theoretical derivation.
We employ a stochastic extension to quantitatively assess the
reliability of the LuGre model’s parameters within the defined
operational condition range, pointing out directions for im-
provement. The experimental data obtained can be repeatedly
used throughout the model enhancement process, ensuring cost-
effective optimization. Utilizing this method, we have refined the
LuGre model for underwater joints. The effectiveness of both our
model improvement direction evaluation method and the refined
model was confirmed through experimental data comparison and
model uncertainty analysis, demonstrating a robust solution for
challenges like underwater actuated joint modeling.

A. Related Studies

In order to meet the specialized needs of underwater oper-
ations, an increasing number of robot designs utilizing high-
performance joints are being adapted for underwater environ-
ments. Picardi et al. developed an underwater legged robot called
“SILVER2,” which features six legs, each composed of three un-
derwater joints, to perform tasks such as underwater biological
observation [13]. Kim et al. developed a multimodal underwater
robot, designated “HERO-BLUE,” which employs multiple un-
derwater joints to achieve three modes of locomotion: walking,
swimming, and crawling [14]. Ma et al. designed an amphibious
robot that utilizes high-performance underwater joints to meet
the demands for high torque during crawling and high rotational
speed during swimming [15]. Dong et al. equipped a fish-like
robot with underwater joint-driven pectoral fins, enabling the
robot to escape from stranded situations [16]. While the use of
underwater joints is already quite mature, the complex frictional
changes caused by the sealing structure and underwater environ-
ment prevent the direct application of terrestrial joint friction
models to underwater robots, posing significant challenges for
robot motion control and functional expansion.

A considerable amount of research has been devoted to im-
proving or adapting the LuGre model to suit different operating
conditions. The LuGre model is widely used in engineering,

but it oversimplifies observed friction behaviors. This makes
it challenging to effectively characterize significant variations
in unmodeled variables, such as overload effects [17], frequent
reciprocating motions [18], and changes in contact media [19].
These variations can lead to reduced estimation accuracy and
instability. A frequently used optimization strategy is to integrate
displacement direction and magnitude considerations into the
LuGre model [10], [20], [21]. These improvements usually
entail redefining the bristle stiffness and damping coefficient
of the LuGre model from constant values to linear or nonlinear
functions relative to displacement. This results in relatively low
computational overhead. Consequently, these improvements can
be integrated into motor controllers to provide real-time compen-
sation at the hardware level. Promising results have been shown
in systems with linear or reciprocating motion. Some studies
have investigated specific contact media under certain conditions
to refine the LuGre model [19], [22], such as servo systems
operating in environments with magnetic rheology or grease
lubrication. These studies aim to improve the accuracy and
stability of the LuGre model. They emphasize the importance
of acknowledging that the LuGre model may not be universally
applicable and may require enhancements. Additionally, they
suggest the need for a generalized LuGre enhancement model
or a reliable method to guide improvements.

Several studies have attempted to improve the LuGre model in
a general sense. These efforts have explored various avenues for
enhancement, such as changes in friction surface pressure [23],
the impact of dwell time [24], and multidimensional expan-
sions [25]. However, none of these studies have demonstrated
universal applicability across all operating conditions. Instead,
they have only demonstrated superiority over the original model
under specific conditions. Therefore, for emerging challenges
such as modeling underwater actuated joints, a reliable method
is urgently needed to effectively guide the improvement of the
LuGre model.

B. Contributions

The proposed method makes several key contributions to the
field:

We propose a new method for evaluating models using prob-
abilistically valid stochastic extensions, offering insights into
model enhancement pathways by considering uncertainty.

We introduce an enhanced LuGre model tailored for under-
water actuated joints, accurately estimating friction in response
to external force variations.

Our improved model, validated through experiments com-
pared to the standard LuGre model, demonstrates accuracy and
responsiveness.

II. IMPROVED LUGRE MODEL UNDER EVALUATION OF MODEL

STOCHASTIC EXTENSION METHOD

A. LuGre Model Evaluation Method Based on Stochastic
Extension

The LuGre model, derived from Dahl’s model, is renowned
for capturing the Stribeck effect, making it a benchmark for
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Fig. 2. The friction torque curve of the underwater driving joint under specific
operational conditions is depicted. The gray area represents a sample curve
derived from 50 experiments, while the blue dashed line indicates the extreme
values of all samples at each time point within these conditions. Monitoring
points were set at intervals of 0.1 s, 0.2 s, and 0.3 s, with red vertical lines
denoting the data range at each moment.

analyzing complex friction phenomena like stick-slip motion.
Dahl’s model originated from an experiment with a pendulum
on ball bearings, resulting in linear amplitude decay and the
exponential function formulation. Expanding on Dahl’s work,
the LuGre model incorporates the bristle model, forming a
one-dimensional second-order dynamic model based on average
bristle deformation perpendicular to sliding.

F = k0z + k1ż + k2ẋ

ż = ẋ− k0ẋ

g(ẋ)
z

g(ẋ) = FC + (FS − FC)e
−(ẋ/vs)

2

(1)

Where F represents friction force, x denotes displacement, k0.
represents the stiffness of the bristles, k1 denotes the damping
coefficient of the bristles, k2 represents the viscous friction coef-
ficient, z represents the average deformation of the bristles, FS

represents static friction, FC represents Coulomb friction, and
vs represents the Stribeck velocity. After we complete parameter
identification, the accuracy of the model can be quantitatively
analyzed through friction estimation experiments. However, if
the accuracy of the model fails to meet the requirements, existing
methods cannot directly provide targeted directions for model
improvement. Especially for the particular issue of underwa-
ter robots, there are many factors in the working conditions
such as underwater pressure, external loads, etc., which may
significantly affect the estimation results, further increasing the
difficulty of determining improvement directions.

g(W, t) =

{
0,MW (t) ⊂ regW (t)
1,MW (t) �⊂ regW (t)

(2)

The fitting parameters obtained through as comprehensive ex-
periments as possible can be considered as the probability mean
under the influence of various variables. By increasing the
dimension of parameter uncertainty, we can guide the direction
of model improvement. We use the method of probabilistically
valid stochastic extensions of deterministic models to increase
the information dimension of the model [27]. For the friction
model of underwater actuated joints, when we track the velocity
using the friction compensation of the LuGre model, due to un-
considered variables, the friction curves obtained from multiple
experiments will form a range region, as shown in the red area
in Fig. 2. Let a certain type of experiment produce data range

regW (t) at a certain moment, where W is the corresponding
dataset of the experiment. Whether the result MW (t) generated
by the model under this process is in regW (t) can be defined by
decision function (2).

We can define the probability of deviating from the estimated
data regW (t) by parameterizing the fit as parameter ξ̄ as the
probability of violating probability P (ξ).

P (ξ̄) =

W∑
w=0

g(w, t)

W
(3)

The parameter P (ξ̄) partly characterizes the fidelity of the
model, representing its accuracy, while on the other hand, it also
characterizes the diversity or expressive power of the model. A
larger deviation probability implies that the model is prone to
generating outlier data, but a very small deviation probability,
such as P (ξ̄) = 0, although high in accuracy, may be a very
conservative model in terms of model diversity. First, uncertainty
vectors ψ corresponding to parameters in ξ̄ are given. Assuming
that the parameters are mutually independent and follow a
normal distribution, we can characterize the uncertainty with
variance, denoted as ψ = {σ2

0 , σ
2
1 , σ

2
2 , σ

2
3 , σ

2
4 , σ

2
5}. Based on

this, we can sample the parameters under the normal distribution
to relax certain deviation probabilities as conditions, and define
the diversity coefficientα to express the range of model accuracy.
(4) provides the mathematical expression.{

S = {ξ ∈ N(ξ̄, ψ)|P (ξ) ≥ P0}
PW (S) ≤ α

(4)

The meaning of (4) is to define an acceptable range of model
accuracy. Giving a lower bound P0 for the deviation probability,
a smallerα implies that the model fits the real-world joint friction
model better. After specifying the range of model accuracy, we
expect the model to have the best diversity, i.e., the maximum
uncertainty of the model. Based on this, we can define the
optimization function (5) to seek the maximum uncertainty, i.e.,
the best diversity.

max[Tr(Cov(ξ, ξ))],withP0(N(ξ, ψ), α) ≤ ρ (5)

Tr() represents the trace of the matrix, andCov() represents the
covariance matrix. Based on (5), it is also necessary to determine
the number of samples m in the experiment and the number
of samples n for the uncertainty parameters. According to
Vidyasagar’s conclusion, when we specify the confidence level
δ, the number of samplesn for the uncertainty parameters should
satisfy (6) [28]. Furthermore, when specifying the accuracy ε,
(7) can be used to determine the number of samples m for a
given n [29].

n ≥ log(2/δ)

log(1/(1− α))
(6)

m ≥ 1

2ε2
1n

(
4n

δ

)
(7)

From this, we can determine all the necessary parameters for
the experiment. For the optimization problem (4), we only need
to sample the confidence interval and use the least squares
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Fig. 3. Test equipment and LuGre model fitting curve. (a) Simulation test
device. (b) Friction force estimation curve.

method to maximize the objective function, thereby obtaining
the variance vectorψR for the given model. As mentioned earlier,
the direction of improvement for a model needs to be evaluated
using the dimension of uncertainty. For a particular parameter, a
larger variance to some extent represents the comprehensiveness
of our consideration for that parameter in the model. A larger
maximum variance under a given accuracy range indicates a
greater impact of variables on this parameter. By comparing the
normalized variances of each parameter, we can qualitatively
describe the direction of model improvement and evaluate the
advantages and disadvantages between two models.

First, the variance in ψR can be normalized using the coef-
ficient of variation(CV), and the normalized vector is denoted
as ψCV . By comparing the elements of ψCV , we can quali-
tatively determine the optimization direction, i.e., there may
be components worth refining. On the other hand, when we
compare two models using the same confidence level criteria
and accuracy range, we can calculate the sum of the elements in
ψCV for different models, compare the results, and qualitatively
judge the superiority or inferiority of the two models. We call
this calculated result the cumulative randomness of the model,
denoted as sum(ψCV ).

ψCV = |ψR/ξ̄| (8)

B. Stochastic Extension and Evaluation of the LuGre Model

We initially fit LuGre model parameters using the equip-
ment shown in Fig. 3. Equipment parameters are listed in
Table I. Torque from the sealing element is considered as the
difference between output torque and sensor-measured
torque.We employed a method similar to that described in
reference [26] to divide the parameters of the LuGre model
into two groups: static parameters ξs = {k0, k1} and dynamic
parameters ξd = {k2, FC , Fs, νs} for fitting. The experimental
data were used to fit the parameters using the least squares
method with a step size of 0.01. Radial loading and underwater
pressure simulation were not performed in fitting experiments.
The velocity versus friction force curve is depicted in Fig. 4,
demonstrating the model’s ability to capture the Stribeck effect
with an average estimation error of 1.8%, confirming its accu-
racy.

The LuGre model has six parameters that need to be identified
through experiments, and we denote the parameter vector to be

TABLE I
EQUIPMENT AND PARAMETERS

Fig. 4. The experiment is divided into three datasets based on speed: 35 rpm,
70 rpm, and 100 rpm. It presents the average values of measurements and model
estimates. Compared to the test average values, the LuGre model estimates
exhibit a significant downward bias, indicating the presence of unmodeled
variables. Conversely, the improved LuGre model estimates are closer to the
measured average values.

fitted as ξ̄ = {k0, k1, k2, FC , FS , vs}. The identification process
is mainly carried out through static and dynamic tests [26].

To determine the direction of model improvement, we also
need to obtain the uncertainty vector ψ. We assume that the un-
certainty model for ξ̄ follows a multivariate normal distribution
as follows

ξ̃(ξ̄, diag(σ2
0 , σ

2
1 , σ

2
2 , σ

2
3 , σ

2
4 , σ

2
5)) (9)

We identify the variances of the dimensions of in a similar
manner as described in Section II-A. The parameters employed
in our study are analogous to the universal parameters utilized
by Konstantinos et al. [27], which have been demonstrated to
be effective across many scenarios. The specific parameters
are as follows: α = 0.29, δ = 0.16, ε = 0.29, ρ = 0.35. For
the sampling range in the sampling process, we take the 0.95
percentiles of the normal distribution. Through calculations
based on (6) and (7), the number of samples for the uncertainty
parameters is determined as n > 7.4, and we choose n = 8. The
number of experimental samples is determined as m > 31.5,
and we choose m = 50 to cover the operating range as much
as possible. By setting different speeds ω, radial forces fr, and
pressure differences ΔP , a total of 8 types of experiments are
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TABLE II
EXPERIMENTAL PARAMETERS FOR STOCHASTIC EXTENSION

TABLE III
CV OF LUGRE MODEL PARAMETER

performed. Therefore, a total of 400 experimental setups are
conducted, as shown in Table II.

Fig. 4 shows the dataset of the parameter variance identifica-
tion process, including the mean values and average estimates of
the LuGre model. It can be observed that under the condition of
keeping other experimental conditions as consistent as possible,
the radial force and pressure difference have a significant impact
on the joint friction force, and the friction torque after velocity
stabilization varies in the range of 2 Nm to 3.5 Nm. This indicates
that the special operating conditions of underwater joints have an
influence on their friction properties and patterns. By comparing
the mean values of the measured test values with the estimated
mean values of the LuGre model, it can be observed that there
are noticeable errors in the estimates, and they are smaller
than the actual measured values. The errors are 3.54%, 5.95%,
and 9.95% respectively, which are significantly higher than the
estimation errors under normal operating conditions (1.8%).
This indicates the need for improvement of the LuGre model in
the specific operating conditions of underwater joints. Based on
optimization function (5), the model variance is identified using
the least squares method, with the variance initially set to 0 and
increased by 0.01 at each step until the optimal conditions are
reached. The coefficient of variation is calculated using formula
(8), and the final results are presented in Table III. There is no
significant difference in the data in the two directions of forward
and reverse rotation (difference not more than 1%).

From the analysis, the LuGre model’s parameters for static
friction (FS) and Stribeck velocity (vs) exhibit minimal vari-
ance, indicating their precise estimation and negating them as
priority areas for enhancement. Conversely, the model shows
slight uncertainty in Coulomb friction (FC), suggesting mini-
mal need for refinement. Significant variance in the parameters
related to bristle stiffness (k0) and damping (k1), which worsens
with increasing velocity, highlights these as critical areas for
improvement. Additionally, as the velocity increases, the exper-
imental test curves become more scattered, as depicted in Fig. 4.
This further indicates that, in the unique operating conditions of
underwater joints, friction force is not solely a single-variable
function of velocity, as described by the LuGre model. Instead,
it is directly related to other factors such as radial force and
pressure difference. This suggests the necessity of revisiting
and refining variables related to bristle deformation to bolster
the LuGre model’s accuracy.

Fig. 5. Schematic diagram of the bristle model and structural diagram.

C. Improvement of the LuGre Model

The LuGre model, used to assess underwater drive joints,
faces uncertainty in parameters k0 (bristle stiffness) and k1
(bristle damping coefficient). This indicates unmodeled vari-
ables in the environment, requiring bristle deformation modeling
refinement.

In underwater drive joints, sealing components form a can-
tilever beam structure, vulnerable to external factors altering
contact force with the output shaft, affecting friction. The model,
though effective in one-dimensional bristle motion, overlooks
radial elastic deformation caused by slight shaft deformation,
impacting prediction accuracy.

Underwater pressure changes significantly influence bristle
deformation. Unlike land-based joints, underwater joints experi-
ence pressure variations with depth, affecting sealing component
pre-tightening force and bristle deformation.

Improving the LuGre model involves extending bristle defor-
mation modeling to two dimensions and integrating underwater
pressure variables, as depicted in Fig. 5.

Firstly, according to the guidance of the model, the modeling
of bristles in the LuGre model is extended to two dimensions.
Since underwater joints only undergo minor radial deformation
during operation, it can be assumed that the deformation of the
bristles is a certain proportionate linear combination of radial
and circumferential deformations. Let zc denote the circumfer-
ential deformation, zr denote the radial deformation, η1 and η2
denote the proportionality coefficients, and że represent the ef-
fective deformation velocity of the bristles, as expressed in (10).

że = η1żc + η2żr

= η1(ẋ− k0ẋ

g(ẋ)
zc) + η2żr (10)

The parameters η1 and η2 in the formula need to be determined
by parameter fitting, while żr requires further theoretical
modeling. Fig. 5 shows the basic configuration of a conventional
underwater drive joint: two bearings ensure the concentricity
of the output shaft, ensuring the sealing between the output
shaft and the seal, with the distance between the two bearings
denoted as lb. The outward protruding part of the output shaft
first contacts the seal, with a distance lO between the seal and the
outer bearing, generating a radial force FO due to deformation.
The end of the output shaft is the actuator, with a gap lL
between it and the outermost bearing, and a load generates a
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radial force FL. To obtain żr, the deformation caused by FL at
the position of the seal by the output shaft should be obtained
first. Assuming the bending stiffness of the output shaft is EsI ,
the deformation zL caused by FL at this position without the
seal can be obtained through statics analysis according to (11).

zL =
3lOlL + 2lLlb − l2O

6EshaftI
lOFL (11)

On the other hand, it is necessary to calculate the relationship
between deformation zr and force FO. As shown in Fig. 5, the
output shaft undergoes slight deformation at the seal due to the
load force, causing eccentricity between them. Assuming the
seal is an isotropic elastic body, and the deformation is within
the range of Hooke’s law. Let R be the outer radius of the seal,
Rseal be the radial thickness, and ΔR(θ) be the distance from
the contact point in the θ direction to the center of the circle.
The radius of the output shaft is r, and the radial deformation at
each infinitesimal position can be obtained.

ΔR(θ) =
r sin a

sin(π − θ)
=

√
r2 − z2r sin

2θ − zr cos θ (12)

Assuming the width of the seal to beB and the Young’s modulus
to be Eseal, integrating around the circumference of the output
shaft yields FO.

FO =

∫ 2π

0

BREseal
ΔR+Rseal −R

R
cos θdθ

= BEsealπzr (13)

Hence, we can solve for zr using (13).{
zL + zo = zr

FO = BπzrEseal
, zo =

FOl
2
O

3EshaftI
(lb + lO) (14)

By simplifying (14), we find that zr is linearly correlated with
FL, from which we can define the proportional coefficient kL.
Thus, we can re-express (10) accordingly.

że = η1

(
ẋ− k0ẋ

g(ẋ)
zc

)
+ η2kL

dFL(t)

dt
(15)

Regarding the pressure difference between the inside and
outside, it can be considered to primarily act simultaneously
with the radial force and influence Coulomb friction. According
to previous research [23], the effects of both can be modeled
as linear functions, with proportional coefficients denoted as
kC,1 and kC,2. Thus, we obtain the mathematical model for the
improved LuGre model.

F = k0z + k1ż + k2ẋ

ż = η1(ẋ− k0ẋ

g(ẋ)
zc) + η3

dFL(t)

dt

g(ẋ) = FC + kC,1ΔP + kC,2FL(t)

+ (FS − FC − kC,1ΔP − kC,2FL(t))e
−(ẋ/vs)

2

(16)

Where η3 is the composite coefficient of η2 and kL, ΔP repre-
sents the internal and external pressure difference, andFL(t) can
be obtained through a priori dynamic model or discrete sensors.

Fig. 6. Comparison of estimation errors between the LuGre model and the
improved LuGre model under tests at 35 rpm, 70 rpm, and 100 rpm.

III. EXPERIMENT

To validate the effectiveness of the model improvement, we
first compare the accuracy of the estimation through model test-
ing in a simulated environment and further assess the superiority
of our proposed model at the uncertainty level by applying
the cumulative randomness of the model. On the other hand,
we tested the compensation effect of the model under typical
working conditions in underwater environments, verifying its
accuracy and reliability through velocity tracking performance
and the ability to reach specified positions.

A. Model Comparison Testing in a Simulated Environment

We used the same method as in Section II-B to identify the
parameters of the improved LuGre model. The same dataset
containing forward and reverse rotation was used for both ex-
periments, and comparing the estimated means in Fig. 4, it can
be seen that the estimated mean of the improved LuGre model
better fits the measured mean. For speeds of 35 rpm, 70 rpm,
and 100 rpm, the average estimation errors are 2.19%, 1.63%,
and 3.31%, respectively, compared to the LuGre model, which
decreased by 1.35%, 4.32%, and 6.64%, as shown in Fig. 6.

On the other hand, using the same parameters as in Sec-
tion II-B, we conduct a stochastic extension of the improved Lu-
Gre model. For a more intuitive model comparison, we integrate
the added variables and correspond them to the LuGre model,
namely comparing FC + kC,1ΔP + kC,2FL(t) with FC and
representing it as Fcomposite. As shown in Fig. 7, k0 (stiffness
of bristles) and k1 (damping coefficient of bristles) as major
bristle deformation-related parameters are also the primary im-
provement targets, with uncertainties decreasing by 49.7% and
55.7%, respectively. Meanwhile,k2 (viscous friction coefficient)
and Fcomposite (Coulomb friction) as secondary optimization
items also see decreases in uncertainties by 55.5% and 51.2%.

In addition, we also calculated the cumulative randomness
between the two models using formula (8). The cumulative
randomness of the LuGre model at three speeds is 19.82, 30.19,
and 48.28, respectively, while that of the improved LuGre model
is 9.52, 16.55, and 33.54, further proving the effectiveness of the
improvement.
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Fig. 7. Comparison of average parameter uncertainties between the LuGre
model and the improved LuGre model.

Fig. 8. Comparative testing scenarios of underwater environment models.
(a) Propeller testing platform. (b) Single-joint-driven leg testing platform.

B. Model Comparison Testing in Underwater Environments

To further validate our proposed method’s efficacy, we con-
ducted verification experiments on the joints detailed in Sec-
tion II, within a 3.5-meter-deep pool. These experiments encom-
passed three distinct groups: velocity tracking tests, low-speed
stability tests, and, mirroring typical operational scenarios for
underwater robot joints, as illustrated in Fig. 8. We separately
integrated both the standard LuGre model and our enhanced
version into the joint driver control board, accounting for addi-
tional friction induced by seals during current output. Given the
challenges of accurately measuring real-time friction at seal po-
sitions underwater, and the potential introduction of unmodeled
variables and disturbances by additional underwater sensor com-
ponents, our experiments focused on velocity or position modes.
This approach allowed us to compare the compensation effects
of the two models through their velocity tracking performance
or ability to attain specified positions.

1) In the velocity tracking test, we attached small propellers to
the joint output shaft to simulate rotational loads, similar to those
experienced by underwater robots using thrusters (see Fig. 8(a)).
The joint’s velocity was sinusoidally varied between 65 rpm and
95 rpm, with a 5-second period. Fig. 9(a) shows the results, omit-
ting the initial acceleration phase for clarity. The LuGre model’s
compensation struggled to keep up with the expected velocity
curve due to factors like water depth. It eventually synchronized
with the command velocity cycle, but the velocity error persisted
until 25 seconds (Fig. 9(b)). On the other hand, the enhanced
LuGre model, with added friction compensation for factors such
as water depth, quickly and accurately tracked the command
velocity curve. It achieved an 89% reduction in velocity error
compared to the standard LuGre model from 0.15 s to 25 s.

Fig. 9. Velocity tracking tests under model compensation. (a) Comparison of
velocity tracking curves. (b) Comparison of velocity tracking errors.

Fig. 10. Velocity curve of low-speed stability test.

This validates the enhanced model’s superior response speed
and tracking performance under loaded underwater conditions,
confirming the effectiveness of our improvement approach.

2) For the low-speed stability test, we used a single-joint-
driven leg testing platform (Fig. 8(b)) to mimic the vertical mo-
tion of a legged robot’s single leg with a solitary joint drive rod.
The joint lifted a 2 kg underwater weight at a constant 6.6 rpm.
Crawling phenomena were evident around 6 rpm (Fig. 3(b)),
demanding precise compensation. The radial force change curve
required by the improved LuGre model was obtained through
ADAMS simulation. Due to difficulties in characterizing un-
derwater joint friction accurately, the LuGre model exhibited
significant velocity fluctuations, including prolonged oscilla-
tions lasting up to 1.25 s at motion initiation, and a sudden
drop in speed around 2.7 s, which is shown in Fig. 10. In
contrast, the enhanced LuGre model experienced only 0.5 s of
initial oscillations due to speed overshoot, followed by minor
post-stabilization fluctuations. The average error rate dropped
from 34.2% with the LuGre model to 18.7% with the enhanced
model, validating its effectiveness in handling nonlinear friction
variations like crawling and stick-slip.

3) For the impact load test, we used the same setup as the
low-speed stability test. Both the enhanced LuGre model and
the standard LuGre model underwater joints were tasked with
reaching specified positions at identical maximum speeds and
accelerations to enable the legged platform’s jumping function-
ality. Due to the radial impact force generated during jumping,
which results from leg propulsion, the compensation model
needed to respond quickly and robustly.

Fig. 11 compares the position data of the two models. Clearly,
the enhanced LuGre model achieves the target position faster,
in just 0.311 s compared to the LuGre model’s 0.529 s, with
smoother position changes. Despite the higher speed, the en-
hanced LuGre model avoids significant position overshoot. This
test highlights the model’s improved robustness and operational
versatility achieved through stochastic expansion.
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Fig. 11. Impact load test position change curve.

IV. CONCLUSION

This letter proposes a direction-guided improvement method
for the LuGre model and applies it to the model improve-
ment of sealed joints for underwater robotics. This method
obtains parameter confidence through random expansion of the
model, ranks the degree of optimizability, and effectively guides
the improvement direction of the LuGre model under special
conditions. Applying this method, we improved the model of
underwater sealed joints based on the LuGre model, expanded
the brush model from one dimension to two dimensions under
the guidance of random expansion methods, and increased con-
sideration of the influence of water depth. Through simulated
environmental tests, we obtained that the estimation errors of
the improved model decreased by 1.35%, 4.32%, and 6.64%
respectively under low-speed, medium-speed, and high-speed
conditions. The effectiveness of the improvement method and
the improved model was verified through three tests: velocity
tracking, low-speed stability, and impact load tests in real un-
derwater environments.

In future work, we will continue to evaluate the proposed
method and study how to further improve the accuracy by in-
corporating other physical phenomena (such as fluid viscosity).
Additionally, we are working towards applying the model to
complete robot prototypes.
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