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Abstract—Walking aid robots have been developed for elderly
people or patients facing difficulties while walking. However, most
of them are designed only for flat ground, must rely on handles,
and have drawbacks such as oscillation and lack of stability. The
primary goal of this research is to improve the transparency and
safety of a walking aid robot, addressing both flat and sloping ter-
rains. To achieve this goal, we propose a novel variable admittance
control strategy for an omnidirectional mobile platform by com-
bining human motion recognition and a slope-adaptive approach.
We design a vision system with a wide-angle camera to capture
skeletal whole-body information at a close distance to recognize the
walking direction. Accordingly, the damping values of the admit-
tance controller are varied. In addition, these parameters are varied
with respect to the slope angle of the ground, which is detected
by the platform. We validated the controller performance with
eleven healthy subjects performing two experiments on both flat
and sloping terrains. Three admittance controllers are compared,
with fixed parameters, variable damping by Cartesian velocity, and
variable damping by walking direction. Experimental results show
the advantages of the variable admittance control based on walking
direction, which ensures high transparency and smoothness on both
flat and sloping terrains.

Index Terms—Walking assistive robot, variable admittance
control, slope adaptive control, human motion recognition.

I. INTRODUCTION

R ESTORING and supporting walking pose significant chal-
lenges, particularly among older adults and people with

neurological disorders [1]. Individuals with such limitations
face challenges in aligning their actions with their intentions,
often requiring external support. This dependency limits their
ability to live independently and consequently impacts their
overall well-being. In light of this, research efforts in the field
of walking assistive technology have been advanced to restore
gait functionality and enhance gait stability in rehabilitative
and assistive contexts [2], [3]. Various walking assistive robotic
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platforms exist, categorized by human-machine interface design,
movement intention recognition, and device control strategies.
One notable example is the smart walker [4], featuring two
handles programmed to maintain a set distance from the user.
Alternatively, the smart rollator [5] utilizes force sensors on
handles to adjust assistance based on interaction. Cane-type
assistive robots, like the one in [6], allow single-handed use.
For instance, the tool in [7] employs force/torque and distance
measurements for robot positioning, fall detection, and balance
restoration. However, these platforms primarily rely on upper-
body functions for support and safety, limiting accessibility to a
narrower range of users. An alternative walking aid configura-
tion involves a rigid harness attached to the user’s back [8]. This
device operates using interaction force/torque on the coupling
part. Additionally, a commercialized walking assistive platform
(Andago, Hocoma) has been developed for gait and balance
training [9]. These body-coupled assistive devices offer advan-
tages such as partial body weight support (BWS), freedom to
use hands, and intuitive platform control.

As concerns control strategies, researchers mostly focused
on making the assistive devices follow humans with high trans-
parency. The authors of [4] introduced a control approach based
on inverse kinematics, utilizing geometric information from both
the human legs and the robot to maintain a precise distance and
angle between them. An alternative methodology involved the
utilization of admittance controllers, employing diverse sensors
positioned at various locations. In [10], a force/torque sensor was
attached to the handle of a cane-type robot, and the measured
force was employed to generate the robot’s desired velocity. This
approach also addresses fall prevention and balance by consid-
ering the user’s center of pressure (COP) [7]. Human motion
detection plays a crucial role in enhancing walking assistance ca-
pability, particularly for safety measures such as fall prevention
and detecting mismatches in human-robot movement that could
lead to unsafe situations. In [11], admittance control is merged
with quadratic optimization theory to determine appropriate
assistive forces and prevent falling based on the zero moment
point (ZMP). Additionally, [12] highlights the importance of
posture estimation in recognizing abnormal walking postures
and assisting humans in unsafe situations. In a recent contri-
bution [8], the authors introduced an omnidirectional assistive
platform to be coupled with the user’s back. The measured
interaction forces are employed for the admittance controller,
enabling users to intuitively maneuver the robot and achieve
normal speed gait. Similarly in [13] and through a mobile robotic
platform, the authors introduced two reactive control modalities
based on the COP trajectories to regain balance.

The aforementioned studies have contributed to enhancing the
transparency and safety of assistive robots. However, three key
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limitations must be addressed. Firstly, these studies employed
fixed parameters within the controller for individual users,
thereby constraining the performance of the robotic assistant.
Researchers have explored the application of variable parame-
ters in the domain of manipulators. For instance, variation strate-
gies in admittance controllers have been investigated to enhance
the performance of human-robot interaction [14]. Similarly, the
performance of assistive robots can be significantly enhanced
by incorporating variable parameters into the controller based
on machine learning techniques to adapt to various human
physical parameters and walking behavior. In a related approach,
a control strategy based on reinforcement learning was pro-
posed, dynamically adapting control parameters according to the
user’s walking style [15]. Similarly, in a study detailed by [16],
model-based reinforcement learning (MBRL) was utilized to
fine-tune the control policy of the robotic assistant, facilitating
coupled human-robot motion in a front-following scenario. This
method demonstrated reduced movement jerk and enhanced
task execution speed while ensuring safety. However, it was
applied within a weak coupling type of assistive robot system
with humans, and it required a considerable amount of data and
computational resources.

The second concern pertains to oscillation, which is inevitable
in robot-human interactions when the coupling is rigid. While
this coupling offers advantages such as intuitive control and
rapid safety response, we aimed to demonstrate that observa-
tion of the human body by vision and variation of parameters
can mitigate oscillation. Previous efforts to address oscillations
have involved methods such as integer order admittance con-
trollers [17] or optimizing controller parameters [8]. However,
these approaches haven’t provided an ultimate solution, often
resulting in challenges such as time delays and diminished robot
transparency. We are working on analyzing and minimizing
oscillations from both hardware and control perspectives.

The third challenge involves the adaptability and stability of
assistive robots on sloping ground. Prior research addressed this
by applying gravity cancellation into the controller for sloping
ground adaptation [18]. Another study compensates for gravity
by modulating force input in response to the slope degree [19].
In these studies, the ability of users to maneuver the robot on
sloping ground was improved, making it similar to flat ground.
However, these studies focused only on the handle type of
assistive walker, and the user’s weight was estimated roughly
using a potential meter attached to the part connected to the
handler thus leading to inaccuracies.

In this paper, We propose a novel approach to monitor the
human body using a camera and control a robot intuitively
with an admittance controller. Our focus is on improving
transparency and movement smoothness, demonstrating that
variable admittance control via walking direction recognition
significantly enhances these aspects. We highlight our method
of varying the damping parameter in each direction, utilizing
damping variation curves tailored to walking velocity. Addi-
tionally, we developed a slope-adaptive function that relies on
working direction recognition, aiming to enhance the mobility
and stability of the assistive platform. To the best of our knowl-
edge, this innovative approach integrates vision-based walking
direction recognition with a controller for walking assistive
robots, thereby enhancing walking performance and safety on
sloping terrain. This research has the potential for a range of
applications including fall prevention, balance recovery, and
rehabilitation therapy.

II. METHODOLOGY

We describe our hardware and control framework through
three components in this section. A. walking Assistive omNi-
Directional Exo-Robot (WANDER), B. skeletal feature extrac-
tion and walking direction recognition, C. variable admittance
control strategy on the flat ground, and D. slope adaptive variable
admittance control strategy (see Fig. 1).

A. Walking Assistive Omni-Directional Exo-Robot (WANDER)

In this section, we offer a concise overview of the Walking
Assistive omni-Directional Exo-Robot (WANDER) developed
by our group, depicted in Fig. 2(a). WANDER. The driving
base of WANDER is a SUMMIT-XL STEEL MOBILE ROBOT
from Robotnik Co. An aluminum structure was constructed atop
it to support the user’s weight and accommodate sensors. The
primary objective of WANDER is to follow and support users
during walking, with a maximum required velocity set below
1.5 m/s, considering typical walking speeds around 1.0 m/s [20].
WANDER’s physical dimensions are 978 mm x 776 mm x
510 mm, weighing 105 kilograms, with a payload capacity of
250 kilograms. The human and WANDER were rigidly coupled
through a lumbar brace at the level of the low back, equipped with
a 6-axis force/torque (F/T) sensor (LaxOne, BotaSystems Co.).
This coupling interface allows for measuring the interaction
forces and torques between them. The range of measurement
is equal to 4 kN in the direction perpendicular to the torso and
1.8 kN along the others. This range has been determined con-
sidering falls, loss of balance, and walking on sloping ground.
Its resolution is approximately 300 mN and 400 mN for the
respective directions. To capture the whole human body from
a close distance (see Fig. 2), considering WANDER’s spatial
limitations, a wide field of view camera with a short focal
length (GoPro HERO11, GoPro) was installed on the aluminum
structure. This setup guarantees that the human body can be
captured from a distance of less than 50 cm from the back. The
image was rectified with the intrinsic parameters of the camera
to calibrate the distortion. Furthermore, an inertial measurement
unit (IMU) is integrated into WANDER to measure the slope
angles during walking.

B. Recognition of Walking Direction Via Human Skeletal
Movement Extraction.

Before delving into the methodology, it’s valuable to exam-
ine human walking patterns in daily life. When transitioning
between locations, individuals predominantly walk forward,
whether indoors or outdoors, like sidewalks and crosswalks.
Turning is also common; individuals typically change direction
while walking. Also, when people want to move from one
point to another, several paths are possible, but the dominant
walking patterns are forward walking and turning (see. Fig. 3(a)).
Walking backward and lateral are less common in daily life but
may occur in specific situations (see Fig. 3(b)). For example,
When pulling an object from the end of a corridor, walking
backward may be necessary. When navigating between close
walls, people may need to walk laterally. In addition, we don’t
usually walk diagonally, which is ergonomically inefficient and
we just walk with a turn on the curved track. Given all the
above considerations, in this paper, we categorized walking
directional patterns as standing (S), longitudinal (F: forward
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Fig. 1. The WANDER and the proposed control framework. A. Extracting skeletal points and angles. B. Defining and recognizing walking direction features,
including key point positions and angles. C. Implementing a variable admittance controller based on walking direction and ground slope angle.

Fig. 2. A. WANDER consists of an omnidirectional driving base plus an
aluminum structure, a force/torque (F/T) sensor, an inertial measurement unit
(IMU), and a wide-angle camera. B. Human skeletal information was extracted
via machine learning-based vision processing.

Fig. 3. Walking patterns in daily life. A. From one place to another, even
though people have multiple routes, the dominant patterns are forward walking
(F) and turning (T). B. People can walk backward (B) and lateral (Left (L), Right
(R)) in specific situations.

including walking on the curved track, B: backward), and lateral
(L: left, R: right) walking.

To estimate the direction of human movement during walking,
a machine learning-based method was developed. First, human
skeleton information was extracted from camera images by using
the pose detection model Movenet [21], a machine learning-
based model that extracts seventeen key points of the human
body with over 30 frames per second. Six key points of the
lower body were considered for our purpose, i.e., two points from
the pelvis, knees, and feet, respectively. The joint angles of the
lower body were then computed by using the law of cosines with
three points.

Then, a lightweight classification neural network was de-
signed to classify the five distinct walking motions. This network
utilizes skeletal information (S) extracted from six key point
positions ([X,Y ]), four lower body angles (θ), and their time
derivatives [dX, dY ]

St = [[Xt, Yt] , θt, [dXt, dYt] , dθt] . (1)

The skeletal information was sampled at frequency f , and an N-
step window was applied to compute mean and variance values
and create a feature Ft = [μSt

, σ2
St
], where

μSt
=

1

N

N∑
i=0

St−i, σ2
St

=

∑N
i=0 (St−i − μSt

)2

N − 1
. (2)

The classifier comprised an input layer, a single hidden layer,
and an output layer (O) with the softmax function (s)

Ot = s (fa(W.Ft +B)) , s(xi) =
exp(xi)∑
j exp(xi)

. (3)

The hidden layer contained twenty-five nodes, and we used
the rectified linear unit (ReLU) as its activation function (fa).
The network propagated with the weight (W ) and the bias (B).
The classification task encompassed five distinct classes: stand-
ing, longitudinal walking (both forward and backward), and
lateral walking (both left and right). Loss (L) was defined as

L = −
5∑

i=1

Ôt,i lnOt,i, (4)

with the true label (Ô) by a cross-entropy function. The network
was trained by minimizing the loss via Adam optimizer [22].

C. Variable Admittance Control Strategy (VAC) Based on
Walking Direction

The user’s intention in terms of force/torques that are exerted
on the human-robot coupling interface can be translated into
desired velocities for WANDER through an admittance con-
troller, making the robot compliant with human motion. The
proposed control strategy involves the dynamic adjustment of
parameters within the admittance controller based on walking
direction recognition presented in Section II-B. This control
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strategy primarily aimed to enhance transparency, mitigate os-
cillations, and thereby improve both assistive performance and
safety. The governing equation for the admittance controller can
be represented as follows

Mq̈m +D∗q̇m = fext
m (5)

where M and D∗ are the positive definite matrix of mass and
damping with only diagonal elements. qm is the desired position
of WANDER, q̇m and q̈m are its velocity and acceleration, and
fext
m is the measured external force from the F/T sensor included

in the coupling interface.
1) VAC by Cartesian Velocity (V ACvel): We implemented

two types of damping variations within the admittance con-
troller. The first involved modifying the damping based on
the Cartesian velocity which is calculated in the admittance
controller. To vary damping values, we used a formula (S(v)) in
previous research [23] that was applied to the variable impedance
control for manipulating the robot arm.

S(v) = max{e−α|v|, Smin} (6)

v represents the Cartesian velocity (= q̇m), which is calculated
using 5 with the measured interaction force. We can modulate
the interval of damping variation by using index α. Smin is the
minimum damping variation ratio.S(v) has an interval [Smin, 1]
with respect to v. By using this formula, the damping variation
by Cartesian velocity is presented as

D∗(v) =

⎡
⎣DxS(vx) 0 0

0 DyS(vy) 0

0 0 Dz

⎤
⎦ (7)

where D∗ is a modulated damping matrix. Both Dx and Dy are
the initial longitudinal and lateral damping parameters of the
admittance controller. Dz is the rotational damping. Dx and Dy

vary with vx and vy respectively according to (6).
2) VAC Based on Walking Direction (V ACWDR): In addi-

tion to Cartesian velocity-based damping variation, we merged
it with walking direction recognition (WDR) shown in Sec-
tion II-B. The basic frame of the damping matrix is similar,
but, we used different formulas depending on the walking direc-
tion. when the recognized walking direction (C) is longitudinal
walking (F, B), the damping matrix varies as

D∗(v) =⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎣DxS(vx) 0 0

0 Dy(2− S(vx)) 0

0 0 Dz

⎤
⎦ , if −→vx = C

⎡
⎣Dx(2− S(vx)) 0 0

0 Dy(2− S(vx)) 0

0 0 Dz

⎤
⎦ , if −→vx �= C.

(8)

The only longitudinal velocity (vx) is considered. Dx and Dy

are varied with respect to vx for each case of considering the
directional match between vx and recognized walking direction.
For instance, when we are walking in a longitudinal direction,
the classifier determines whether the movement is ‘forward’ or
‘backward’. In response, we reduce the damping (D∗) values
along the longitudinal axis by S(vx) while increasing them by
(2− S(vx)) along the lateral axis (see (8)). We apply it with
the condition that −→vx is the same as C. The vector −→vx follows

Fig. 4. Variable damping curves by Cartesian velocity and walking direction.
The curves blue-side are for decreasing damping when the−→v is the same as the
walking direction. The curves red-side are for increasing damping when the −→v
is opposite or for perpendicular direction. both side curves are also modulated
by the slope angle θs with the formula G(θs).

a binary condition where positive values signify “forward” and
negative values denote “backward” Similarly,−→vy operates under
the same principle, where positive values represent “right” while
negative values represent “left”. Other wised, D∗ along the both
axis are increased. Conversely, when the human walks laterally,
the adjustments are opposite, and vy is only considered as

D∗(v) =⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎣Dx(2− S(vy)) 0 0

0 DyS(vy) 0

0 0 Dz

⎤
⎦ , if −→vy = C

⎡
⎣Dx(2− S(vy)) 0 0

0 Dy(2− S(vy)) 0

0 0 Dz

⎤
⎦ , if −→vy �= C.

(9)

Using (8)–(9), WANDER is expected to show high transparency
in the same direction of walking and low oscillation achieved
through increasing the damping in the opposite and horizontal
directions. The damping variation ratio curves with S(v) are
presented in Fig. 4. During periods of standing, we maintained
the initial values defined at the experiment’s onset for each
subject, as explained in the experimental protocol section.

D. Slope Adaptive Variable Admittance Control
(V ACWDR.S)

To facilitate human walking on slopes, the admittance param-
eters were adjusted in response to changes in the slope angle of
the ground. Otherwise, the perceived human body weight on
inclined surfaces will be misinterpreted as pulling or pushing
forces depending on the slope, and lead to unsafe robot behaviors
(e.g., pushing a user while walking downhill). To confront this,
we utilized an IMU sensor with precise Euler angle measurement
capabilities and a drift compensation algorithm. An extended
Kalman filter was applied, and a barometer was incorporated
to compensate for variations due to changes in temperature and
pressure affecting the sensor. Based on the angle, we added an
additional formula above the variable damping matrix as

S(vx)← G(θs)S(vx) (10)

G(θs) = γθs(v − 0.5)2 +
(
1− γθs0.5

2
)

(11)
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θs =

{
θs, if C = F

−θs, if C = B
. (12)

The damping parameters were varied according to the slope
angle θs with the radian value. This function maintains the
D/Dinit value equivalent to flat ground at zero velocity, while
also ensuring minimum and maximum values (min: 0.2, max:
1.8) are upheld at a maximum velocity of 1 m/s. Additionally,
it follows a second-order polynomial function G(θs), with a
minimum value set based on the primary walking speed set
at 0.5 m/s based on Parkinson’s disease patients’ average gait
speed [24]. This control strategy was designed to adjust the
admittance parameters to be decreased according to the slope
angle of the inclining ground to improve the transparency of
WANDER for walking easily. On the other hand, the admittance
parameters were increased on the declining ground to ensure
stability for users to feel safer. The slope adaptive function
(G(θs)) adjusts the curve shape based on the slope angle, relying
on WDR. The sign of the angle is changed based on walking
direction, and the curves of damping variation by the slope angle
can be adjusted with the gain γ.

III. EXPERIMENTAL CAMPAIGN

A. Participants

Eleven healthy volunteers (aged 29.2± 2.7 years, with a
height of 177.0± 6.5 cm, and weight 69.4± 5.6 kg) were re-
cruited. None of the participants had a history of gait-related
diseases. A comprehensive explanation of the experiment and as-
sociated precautions was presented, and their informed consent
was obtained. The entire experimental process was conducted
within the Human-Robot Interfaces and Interaction (HRII) Lab-
oratory at the Istituto Italiano di Tecnologia (IIT), in strict ad-
herence to the principles outlined in the Declaration of Helsinki.
The research protocol employed in this study received for-
mal approval from the ethics committee of Azienda Sanitaria
Locale (ASL) Genovese N.3, as documented under Protocol
IIT_HRII_ERGOLEAN 156/2020.

B. Training Session

To train the proposed model, data were collected from subjects
by using the following protocol. Each subject was connected to
WANDER by using a lumbar brace at the pelvis level. Prior to
the experiment, it was necessary to determine the appropriate
parameters (mass, damping) for the admittance controller for
each subject. In the [8], they used fixed parameters for all
subjects, and authors in [25] set the parameters based on leg
motion. However, these methods were for different assistive
platforms. Therefore, based on the author’s experience with the
platform, we set an empirical rule to search initial parameters.
Mass (Mx,My) for each subject was 115% of the weight and
damping (Dx, Dy) was 57.5% (half of 115%). Values ofMz and
Dz were fixed as 0.33 × of M and D respectively.

During the training session, the subject walked a squared,
spline, and circle track (see Fig. 5). We instructed each subject
with simple guidelines regarding walking speed. We suggested
that they walk at their normal pace without the robot platform.
The average speed of all three controllers across all subjects
is similar, approximately around 0.7 m/s. Subjects first stood
for ten seconds with shaking movements to improve standing

Fig. 5. Schematic diagram of the experimental protocol.

recognition accuracy. They walked counterclockwise in the for-
ward (F), left (L), backward (B), and right (R) directions on a
square track. While walking on the spline and circle tracks, data
for forward walking (F) were collected. This sequence was re-
peated clockwise. Throughout the training, we recorded human
skeleton information to extract features. Features were sampled
at 30 Hz, and a 0.5-second window was used to compute mean
and variance values for each feature. To conduct the training,
we utilized 80% of the data, reserving the remaining 20% as test
data. The training data was randomly shuffled and divided into
batches of 200 samples each, facilitating mini-batch learning.
For validating classification accuracy, we used additional data
collected in the following test section.

C. Test Session

To validate the performance of the proposed control strategy,
we conduct experiments on the flat and sloping ground (see.
Fig. 5). Three models were compared: Admittance Control with
Fixed parameters (ACF ), VAC by Cartesian velocity (V ACvel),
and VAC Based on walking direction recognition (V ACWDR)
respectively. The modulation parameters α, Smin were empiri-
cally fixed as 0.2 and ln(0.2) respectively for the variation ratio
of the damping (S(v)) within the interval of [0.2, 1]. γ was also
fixed as 20.

1) Flat Ground Experiments: On the flat ground, the subject
walked the three types of tracks (squared, spline, and circle track
(see Fig. 5) twice in a row with the three models. Since we
only gave the starting, turning, and finishing points, the path
for each track was slightly different among subjects. With this
randomness, we could estimate whether the recognition model
was over-fitted. Also, the order of experiments was randomly
shuffled for each subject to avoid the effects of fatigue and adap-
tion. The square track consisted of four walking directions (F, B,
L, R), and the spline and circle track had only forward walking
with turning (F). We designed those tracks to estimate the
recognition accuracy and compare the performances of models.
Recognition results and mechanical values such as interaction
force, torque, and odometry of WANDER were recorded for
calculating performance indices (see Section III-D).

2) Sloping Ground Experiments: Subjects walked on a 6 m
inclined and declined sloping ground with a 5◦ (0.087 rd). We
used the measured angle itself with the same γ value for all
subjects to ensure consistent experimental results. For example,
when the subject was walking on an inclining ground with an
angle of θs radians, the S(v) curve was bent to get lower values
(See. Fig. 4. blue curves), and it was the opposite on the declining
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ground (See. Fig. 4. red curves). The subject walked on the slope
in four different ways: walking forward on the inclining (1) and
declining (3) ground, walking backward on the inclining (2) and
declining (4) ground. The order of experiments and recorded
information were the same as the experiment on the flat ground.

D. Performance Indices

The performance of each parameter variation was validated
with three indices and one questionnaire. The first index was the
recognition accuracy of human walking patterns. The walking
direction recognition neural network was positioned upstream
of the variable admittance control within the algorithm archi-
tecture. The accuracy of recognition could directly affect the
performance of the proposed strategy. The second index was
a cumulative absolute impulse (CAI) to assess transparency. It
was computed as the integral of the absolute values of force over
time as

CAI =

∫ t

0

|F | dt+
∫ t

0

|τ | dt (13)

where F and τ are the interaction force and torque between
WANDER and humans and time, and t is time. The assumption
is that the total distances are equal. However, if the distance in
the comparing experiment differs, we can make compensation
using the square root of the distance ratio. We introduced this
index because the admittance controller and WANDER act as
dampers. Energy-based metrics alone may not capture trans-
parency, especially with oscillations. CAI effectively addresses
this, being an impulse-wise index.

The third index was the spectral arc length (ηsal) that repre-
sents the movement smoothness [26]. ηsal was defined as the
arc length of the amplitude and frequency-normalized Fourier
magnitude spectrum of the force profile (F (t), t ∈ [0, T ]) as

ηsal =

∫ Wc

0

√√√√( 1

Wc

)2

+

(
dF̂ (w)

dw

)2

dw, F̂ (w) =
F (w)

F (0)

(14)
where F (w) is the Fourier transformed magnitude spectrum of
F (t) and it was normalized by F (0) that is the DC component.
Wc is the cutoff frequency and is set as 20 Hz being able to cover
the human walking movements [27].

The questionnaire was the NASA Task Load Index (NASA-
TLX) for qualification analysis based on user responses. All
subjects filled it at the end of the experiment of each model. For
statistical data analysis, the one-way repeated-measures analysis
of variance (ANOVA) was conducted to assess and compare the
three different models. These analyses were performed on raw
data before normalization to avoid the potential influence of
normalization, and the significance level was set to 0.05.

IV. RESULTS

A. Recognition Accuracy

The recognition accuracy was calculated based on the data
that was recorded when the subject was walking on the square
track during the test session. Since the recognition accuracy on
the spline, circle, and sloping track had only one label, F , we
extracted the recognition accuracy on the square track, which
includes all types of walking patterns. The overall recognition

Fig. 6. Recognition accuracy of human walking. The average accuracy of five
classes was 96.1% and its standard deviation was 5.7% from ten subjects.

Fig. 7. Experimental result for three types of tracks on the flat ground. CAI
and ηsal of all models are presented. ∗ stands for p < 0.05.

accuracy was 96.1% and its standard deviation was 5.7%. The
accuracy for each class is shown in Fig. 6.

B. On the Flat Ground

In Fig. 7, the CAI and the ηsal values were normalized
by those values of ACF . On the square track, CAI of the
V ACvel and V ACWDR was decreased by 8.32% and 10.24%,
respectively, compared to ACF . ηsal was decreased by 6.68%
and 11.46%, respectively, and All those reductions showed a
statistically significant difference (p < 0.05). On the spline and
circle track,V ACWDR showed superior performance compared
to both V ACvel and ACF . CAI of V ACWDR and ηsal was de-
creased compared to ACF (Spline: 16.94% and 19.07%, Circle:
16.55% and 25.37%) with statistically significant differences
(p < 0.05). The indexes of V ACvel were decreased compared
to ACF , but, it didn’t show statistically significant differences
except CAI on the spline track. Overall, V ACWDR exhibited
superior performance compared to V ACvel across all tracks.
Specifically, as V ACWDR adjusted damping via the walking
direction and force to reduce oscillations, the ηsal values of
V ACWDR were lower than those of V ACvel.

C. On the Sloping Ground

In Fig. 8, results are presented for the sloping track with the
four types of patterns, i.e., walking forward and backward on
the inclining and declining ground. In this case, because the
slope adaptive strategy is only able to be implemented based
on waking direction recognition, V ACWDR.S and V ACWDR

were compared at each pattern. All index values were normalized
by those values of V ACWDR. While subjects were walking
on the inclining ground, CAI of V ACWDR.S showed lower
value than V ACWDR (Forward: −26.88% with statistically
significant difference (p < 0.05), backward: -9.50%). Subjects
walked more slowly when moving backward, resulting in a
lower reduction ratio compared to walking forward. on the
declining ground, ηsal values of V ACWDR.S were lower than
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Fig. 8. Result from four walking patterns on the slope. V ACWDR.S showed
lower CAI on the inclining ground and lower ηsal on the declining ground.

Fig. 9. NASA task load index. WeightAvg was calculated by each user’s
weighing values of each index. ∗ stands for p < 0.05.

V ACWDR (Forward: −7.27%, backward: −15.67% with sta-
tistically significant difference (p < 0.05)). In the four slope
cases,V ACWDR.S adapts with distinct goals: prioritizing safety
weight support on declining slopes and enhancing transparency
for easier walking on inclines. Therefore, CAI becomes an
important index for walking upward, whileNsal becomes crucial
for walking downward. V ACWDR.S exhibited superior perfor-
mance in each case through its slope adaptation.

D. Users’ Response

The results of the NASA Task Load Index (NASA-TLX)
are presented in Fig. 9. V ACWDR obtained high scores in
all sub-indexes, notably demonstrating a statistically significant
difference (p < 0.05) compared to V ACvel in physical demand
and performance. The weighted average, representing overall
user response, indicated that V ACWDR is superior to the other
two models, with a statistically significant difference.

V. DISCUSSION

Based on the experimental validation, we showed that
V ACWDR demonstrated superior transparency and movement
smoothness compared to ACF and V ACvel across all tracks.
Although the performance difference between V ACWDR and
V ACvel was not statistically significant, V ACWDR consis-
tently exhibited higher performance values on average than
V ACvel. Notably, The improvement in smoothness may have
influenced the NASA-TLX scores, as indicated by subjects
assigning higher scores to V ACWDR. The high transparency
was achieved by decreasing damping along the same direction
of walking. Simultaneously, the high movement smoothness
resulted from increasing damping along the perpendicular axis
and the opposite direction of walking. The pelvis movement,

not rigidly fixed to the robot, was the source of oscillation,
caused by velocity mismatch between human and robot. Ad-
justing damping parameters, considering walking direction and
force, can reduce oscillations. We validated high accuracy in
walking direction recognition. Even with varied trajectories, the
recognition remained accurate as long as subjects maintained
consistent walking direction. We introduced a slope adaptive
admittance controller, which adjusts its parameters based on
the slope of the ground. Decreasing the controller’s parameters
on inclines enhances transparency for easier walking while
increasing parameters on declines ensures stable walking.

The aim is to create a walking aid robot to substitute therapists,
enabling independent rehabilitation and physical activity. This
paper focuses on ensuring it can seamlessly track the user’s
movements and provide assistance when required, not on the
weight support. Users can receive partial weight support on
declined ground by leaning on the robot, acting as an input force
to the controller. Additionally, we can utilize the “Standing”
class as a weight support function on both flat and sloped surfaces
by either increasing damping or stopping the robot altogether.
We acknowledge these avenues as potential areas for further
exploration and development.

We presented a vision-based recognition of walking direction.
Due to the classification nature of this model, windowing is in-
dispensable to enhance accuracy but may introduce errors when
abruptly changing the walking direction. Also, skeletal pose
extraction utilized at close observation distances, may not be
perfectly accurate, especially in situations involving directional
changes. The next objective is to extract the all-direction of
walking and real-time control. It will involve the development
of a regression-based model, removing the sampling window.
In addition, Processing only 2D images for recognition might
limit the recognition accuracy. Incorporating 3D images and
depth information, along with 3D skeletal pose information,
could potentially enhance accuracy. The consideration of depth
is crucial because the distance between the human and the
camera can vary, and depth information provides vital cues for
walking direction recognition. Therefore, leveraging 3D images
and depth information could lead to more robust and accurate
recognition results.

To address the potential alteration of walking posture due to
adaptive parameter updates, we implemented a curve-shaped
continuous parameter-varying function. Notably, despite fluc-
tuations in horizontal velocities and corresponding damping
updates in spline and circular track scenarios, the recognition
accuracy remained highly accurate (worst case: 99.16%). How-
ever, it’s essential to note that there are possibilities of errors
arising from parameter changes and class-switching moments.
These factors will be considered in further research. We need
to consider the user’s comfort perception, especially when the
walking state suddenly changes. Increasing damping in opposite
and perpendicular directions enhances smoothness and contin-
uous adjustment function based on velocity improves the user’s
comfort observed by NASA-TLX.

As all subjects are young and healthy, Validation with el-
derly individuals and patients is essential, as indicated by [28]
and [29], who highlighted distinct gait behaviors in these groups,
especially in Alzheimer’s patients. Understanding these differ-
ences in gait patterns and measuring performance variations
among these populations is crucial moving forward. In the exper-
iments with eleven subjects of varying physical features, we set
initial mass and damping parameters based on an empirical rule.
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To generalize further, we recently introduced the Personalizable
search algorithm for admittance parameters (referenced as [30]),
which facilitates the selection of mass and damping based on
the user’s preferences. Furthermore, users’ characteristics may
fluctuate due to various physical conditions, such as feeling
relaxed, fatigued, experiencing pain, etc. Exploring the impact
of these factors on the performance of the system is a direction
for future research.

Building upon human skeletal movement, including the upper
body, we aim to enhance assistive performance securely, with
a focus on fall prevention. In a previous study [7], instances of
falling were identified by monitoring the COP using a cane-type
robot, which maintained the COP within a support triangle
defined by the feet and robot positions. With access to skele-
tal data from both the upper and lower body, we can detect
unbalanced postures and potential falls earlier. Our objective is
to design an assistive balancing mechanism considering overall
body movements, and calculating the COM and COP to maintain
a safe posture boundary.

VI. CONCLUSION

We introduced a new control strategy for a walking assistive
robot, improving transparency and movement smoothness. By
analyzing human skeletal movements, we identified five walk-
ing patterns and designed a variable admittance controller. We
incorporated slope angle measurement to enhance transparency
and safety on the slope.
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