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AUTOMATION has come a long way since the early days
of mechanization, i.e., the process of working exclu-
sively by hand or using animals to work with machin-

ery. The rise of steam engines and water wheels represented
the first generation of industry, which is now called Industry
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1.0. Subsequently, Industry 2.0 witnessed the development of
electric power and assembly lines. Later on, programmable
logic controllers and Human Machine Interfaces (HMI) were
the new productivity tools in Industry 3.0, which enabled
precise and consistent production. In recent years, Industry 4.0
absorbed the latest technologies of Internet of Things (IoT),
Artificial Intelligence (AI), and big data, making production
processes integrated, interconnected, and smart. Nowadays,
Industry 5.0 has been proposed, which emphasizes human-
centric automation. Specifically, the new concept of automa-
tion in Industry 5.0, named Automation 5.0, is no longer about
how to create machinery to replace humans. Instead, it aims
to reach organic interactions and cooperation between humans
and machines, meeting the goal of “6S” - Safety, Security,
Sustainability, Sensitivity, Service, and Smartness [1]–[4] - and
the overall objective of deploying automation for the better,
human-friendly, and smarter industry.

In this perspective, we briefly address several crucial aspects
of Automation 5.0, including human-centric automation, AI-
empowered automation, parallel intelligence for automation,
and knowledge automation. In addition, the potential trends
of future development are discussed accordingly.

Human-centric Automation
In Automation 5.0, the various industrial automation systems,
for instance, an industrial robotic arm or an unmanned ground
vehicle, need to fully collaborate with human beings. To this
end, it is necessary to understand humans’ intentions timely
and correctly. Different from Industry 3.0, where automation
systems simply accept commands of humans via HMIs, or
Industry 4.0, where the commands are sent and actioned
via IoT in a passive, non-interactive manner, Automation
5.0 requires industrial automation systems to interact with
human operators in the factory actively [5], [6]. Hence, in
this paradigm the new type of interaction goes beyond the
traditional touch pads or tablets and includes active percep-
tion via either onboard force/torque sensors, visual sensors,
microphones, or factory-mounted motion capture systems; see
e.g., Fig. 1. While the industrial automation systems can
process measurements directly in the former case, in the
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latter case, IoT technology is required to share the centrally
captured information with particular segment(s) of automation
systems. From a perspective of Decentralized Autonomous
Organizations (DAO) [7]–[11], active perception via onboard
sensors is the trend of future factories thanks to the scalability
[12]–[16]. While using force/torque sensors and visual sensors
for human intention estimation is still limited due to their low
accuracy [17], the recent generative AI technology [18] allows
for the linguistic interaction between humans and automation
systems. For example, as noted in [18], ChatGPT is trained on
a wide range of subjects, therefore its depth of understanding
on specialized issues may not be as great as that of highly
experienced specialists in a particular field. Although linguistic
interactions are believed to be more accurate and efficient
than conventional ways using force/torque and visual sensors,
applying generative AI tools such as ChatGPT still requires
customization. Therefore, ensuring accurate human intention
estimation via conventional sensors and customizing gener-
ative AI tools with domain knowledge are two alternatives
to achieve a timely and correct understanding of humans in
Automation 5.0 for the industry.

Fig. 1. Human-centric automation in Automation 5.0.

AI-empowered Automation
Conventional industrial robots are mainly pre-programmed

and then repeat certain designed operations. Such robots defi-
nitely have high productivity but cannot meet the requirement
of smartness and service under the umbrella of Automation
5.0, as they are unable to interact. AI has experienced a super-
fast development stage, and quite a lot of technologies are now
accessible. Such technologies can make a big difference to
conventional industrial robots by enabling on-the-job learning.
Indeed, on-the-job learning (interactive) robots refer to those
who can get new information and grasp new knowledge during
operation. The interactive ability enables robots to become
cooperative, i.e., to assist their human partners in achieving
new levels of efficiency and quality [19].

In Automation 5.0, on-the-job training works well for both
human workers and robots [20]. Innovative technologies like

Augmented Reality (AR) and Virtual Reality (VR) provide
a means of facilitating experiential learning for industrial
training, either in a virtual or actual machine or factory [21].
For the training of human workers, a typical mode previously
adopted by many companies is to ask the human workers
to practice on the production lines. Undoubtedly, a small
error by inexperienced human workers may result in a serious
impact on normal production. In recent years, such training
has been conducted using AR and VR technologies with semi-
physical entities. For example, to assemble a certain product,
the material is seen as a real entity but the assembly line can
go into virtual. Then, the human workers’ training process
will not impact normal production. The training of robots,
conducting it directly in a factory may also cause safety issues,
especially at the very beginning stage of training. With the
aforementioned technologies, both the robots and the environ-
ment can be digital; see e.g., Fig. 2. Specifically, the Digital
Twin (DT) technology can now be adopted to create a virtual
factory based on the sensing information of the corresponding
real factory. Using the dynamic models of the robots, virtual
robots could also be deployed in the virtual factory [22], [23].
Moreover, human-in-the-loop training can also be conducted
by combining the DT and AR/VR technologies [24]. So,
various functions of the robots could be trained and tested
in the virtual environment, which will not cause any damage
to the real environment or create safety issues for the human
workers in the training stage. Therefore, it is more favourable
to design advanced automation system by way of using AI
technologies-based design tools instead of going through a
costly and time-consuming design process if/when traditional
technologies-based design tool is in use.

Fig. 2. Examples of AI-empowered automation.

Parallel Intelligence for Automation
Fei-Yue Wang and his research team started in 1999 to work

on creating a theory for AI called Parallel Intelligence (PI)
in Cyber-Social-Physical Space (CSP, later renamed to CPSS,
Cyber-Physical-Social Systems) [25], [26] which become the
foundation for their Industry 5.0 Initiative in 2014 [27].
The proposal of PI-based Control 5.0 [28] and subsequent
Metacontrol to “transform” actual reality into virtual reality,
achieving the Virtual-Real Duality (VRD) of control, lays the
technical foundation for Automation 5.0. Wang proposed in
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his theory of parallel philosophy that Leibniz’s ideas about
Monad [29], coupled with Popper’s theory of Three Worlds
[30], are the philosophical forebears of PI and Industry 5.0.
The philosophical basis for PI and related parallel industries
comes from the philosophical conflict between idealism’s
“way of truth” and materialism’s “way of opinion” as well
as their contrary. The Three Worlds model refers to Being
in the physical world, Becoming in the mental world, and
Believing in the artificial world [31], [32]. Accordingly, tradi-
tional information technologies were invented to enrich the
physical world, past information technologies flourished in
the mental world, while contemporary cooperative information
technologies are enabling the fulfilment of Automation 5.0
requirements, see e.g., Fig. 3. Wang made the effort to promote
the idea that the future would be a parallel era of virtual-real
interactions, noting that Industry 5.0 equals the first generation
of PI, i.e., Parallel 1.0 [33], [34].

Fig. 3. Believing the Artificial World.

While PI is a promising field, it also presents difficulties
and ethical questions. Effectively coordinating and integrat-
ing several intelligent entities can be difficult, since these
may each have unique objectives, prejudices, and constraints.
With proper design and engineering, these entities can ensure
smooth communication and prevent conflicts. Transparency
and fairness are two typical ethical concerns in PI. When AI
and human labor are integrated, i.e., co-operate, it becomes un-
clear who is ultimately accountable for the choices taken and
the outcomes resulted. Establishing transparent accountability
structures and making sure that judgments by both cooperative
entities are justifiable and explicable is essential.

Knowledge Automation
Although the focus of Automation 5.0 is not to replace human
workers with machines, freeing humans from physical and
mental work is an important goal of automation systems.
With the aforementioned technologies, machines shall become
more capable than ever before, i.e., a cooperative. However,
the wisdom of humans, especially the abilities of creative
thinking and logical analysis, is still not available in the current
automation systems.

Knowledge Automation [35], [36] is a novel approach to
distributing intelligence throughout an organization. A popular
instance is self-service. In banks, hospitals, airports, and super-
markets, lots of manpower can be saved thanks to self-service
machines. the purpose of quickly serving their customers and

reducing manpower costs. Phone services share the same idea.
However, this initial stage of self-service is limited. Although
updates can be made after launching, the users may not easily
find their needs via the self-services especially when they are
new to the users.

In the last decade, a significant milestone of Knowledge
Automation was AlphaGo, a type of Algorithmic Intelligence,
suggesting that any efficient method for solving difficult
decision-making issues can be applied using an AlphaGo-
like method [37]. Another milestone in terms of Linguistic
Intelligence is that of the so-called Large Language Models
(LLMs) [38], and a typical model is ChatGPT. Language
models are computational models that can comprehend and
produce human language. Language models are transforma-
tional enough to forecast the probability of words occurring in
a certain order and generate new text based on input. However,
language models also have to deal with issues including
overfitting, difficult-to-capture complicated linguistic context,
and uncommon or unseen words. LLMs are sophisticated
language models with large parameter sizes and outstanding
learning capabilities that can intake information from the end
user, understand the information and context, and generate
answers accordingly [39], [40]. Different from the aforemen-
tioned initial stage of self-services, LLMs are nowadays able
to solve users’ queries directly without asking users to dig
into the service themselves. Moreover, LLMs-supported new
generation of self-services can take the users’ knowledge
and also learn from the users’ input to further develop the
cores of the LLMs (see Fig. 4). Such exciting features have
attracted the attention of both academia and industry. The latest
milestone in the direction of Imaginative Intelligence [41] is
Sora, which can generate realistic and imaginative scenes from
test instructions [42]. Powered by Sora, the next milestone is
expected to be scenarios engineering [43]–[46], which aims
to achieve more trustworthy AI through Intelligence & Index
(I&I), Calibration & Certification (C&C), and Verification &
Validation (V&V).

Nevertheless, the development of Knowledge Automation
via tools like AlphaGo, LLMs, and Sora is still facing various
issues [47]. The one that comes first is the trustworthiness.
In particular, whether the results of these tools comply with
regulations, values, and social standards is a key obstacle
preventing their usage in various critical scenarios such as
healthcare and education. To this end, a systematic evaluation
tool is needed.

Concluding Remarks
Automation 5.0 is a key enabling technology for Industry

5.0. We discussed several important aspects of Automation
5.0 in this perspective. Industry 5.0 emphasizes human-centric
automation, and the current technologies for actively and
precisely understanding the intention of biological workers are
still under development. AI technologies have empowered var-
ious automation systems, and on-the-job learning supported by
AI technologies is expected to enable safe, low-cost, and time-
efficient tools. Another essential component of Automation
5.0 is PI, which enables several agents to work on the same
issue simultaneously and cooperatively, thereby, increasing
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Fig. 4. Difference between the initial stage of self-services and LLMs-
supported self-services.

efficiency. However, the transparency and fairness of PI are
two typical ethical concerns. It is crucial to set up open
accountability and ensure that decisions are reasonable and
understandable. Knowledge automation is also a key aspect
of Automation 5.0. Recent technologies such as LLMs have
created lots of possibilities. However, their trustworthiness
is still under concern, and much work is needed to com-
prehensively evaluate LLMs to ensure their outcomes align
with regulations, ethical values, and social standards. More
importantly, while multiple specific directions are well under
development, it is still necessary to consider the overall design
from the perspectives of the organization level, coordination
level, and execution level [48], which serves as a systematic
guidance for the further development of Automation 5.0 and
the guarantor of integrated systems.
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