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Abstract—This article overviews the state of the art, research
challenges, and future directions in our vision: integrating
social explanation into explainable artificial intelligence (XAI)
to combat misinformation. In our context, “social explanation”
is an explanatory approach that reveals the social aspect of
misinformation by analyzing sociocontextual cues, such as user
attributes, user engagement metrics, diffusion patterns, and user
comments. Our vision is motivated by the research gap in the
existing XAI that tends to overlook the broader social context
in which misinformation spreads. In this article, we first define
social explanation, demonstrating it through examples, enabling
technologies, and real-world applications. We then outline the
unique benefits social explanation brings to the fight against
misinformation and discuss the challenges that make our vision
complex. The significance of this article lies in introducing the
“social explanation” concept in XAI, which has been underex-
plored in the previous literature. Also, we demonstrate how social
explanations can be effectively employed to tackle misinformation
and promote collaboration across diverse fields by drawing upon
interdisciplinary techniques spanning from computer science,
social computing, human–computer interaction, to psychology.
We hope that this article will advance progress in the field of XAI
and contribute to the ongoing efforts to counter misinformation.

Index Terms—Explainable artificial intelligence (XAI), misin-
formation, social explanation, sociocontextual cue.

I. INTRODUCTION

THE proliferation of digital communication platforms (e.g.,
Twitter/X, Meta, and YouTube) has facilitated the swift

spread of online misinformation [1]. The consequences of mis-
information spread are serious, eroding trust among individuals
[2], fostering public anxiety [3], and exacerbating the polariza-
tion of opinions [4]. Finding ways to address misinformation
is, therefore, crucial at both the individual and societal levels.
Various solutions have been proposed, including implementing
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inoculation measures [5], promoting media literacy [6], and
employing fact-checking [7] and content moderation practices
(e.g., removing posts with misinformation, using flags, and
warning labels) [8]. However, these solutions require a signifi-
cant amount of time, resources, and long-term investments, such
as educational programs and trained personnel. Alternatively,
improving the accuracy of misinformation detection models has
been suggested as a time- and resource-saving approach [9],
[10]. Yet, these models often face user distrust, mainly due to
the complex and opaque nature of the underlying algorithms.

Therefore, explainable artificial intelligence (XAI) has
emerged as a promising tool in combating misinformation [11],
[12]. By presenting explanations alongside AI’s decisions, XAI
enables users to grasp the underlying rationale behind the
AI’s decision-making process. This improved understanding
not only increases trust in AI systems but also discourages
misinformation spread by fostering critical analysis [13] and
creating a reluctance to disseminate information without proper
evidence [14]. For example, techniques like local interpretable
model-agnostic explanations (LIMEs) and SHapley additive
exPlanations (SHAPs) are two widely explored XAI techniques
that are known to enhance interpretability in deep learning
models [15]. By providing localized explanations for individual
predictions, LIME has proven effective in making AI decisions
more transparent and strengthens confidence in the accuracy
and reliability of model outcomes [16]. Recent efforts have also
been made to integrate XAI with a user-centered perspective
within human–computer interaction (HCI). Techniques such as
human-understandable explanations through visualization [17],
[18] and interfaces for exploring and interrogating the decision-
making processes of misinformation detectors [19], [20] aim
to enhance users’ understanding and enable them to make in-
formed decisions.

However, a key limitation of current XAI systems is their
narrow focus on content-based explanations, which primarily
analyze the content, features, and structures within the misin-
formation itself [18], [19]. While XAI helps users understand
the AI model, they overlook the broader social context in
which misinformation spreads and is accepted. Insights from
cognitive science and psychology indicate that when individu-
als present or evaluate explanations, they incorporate specific
cognitive biases and cultural norms that are influenced by the
social context [21]. Moreover, misinformation is not always
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binary; it often includes statements that are both partially true
and false [22]. Often, seemingly valid data might be presented
without its crucial surrounding context, resulting in misinter-
pretations. These complexities highlight the importance of ex-
planations that not only focus on content but also probe deeper
into the social contexts surrounding misinformation. Building
upon these findings, scholars have started advocating for the
inclusion of social context in XAI, including the integration of
social transparency into AI user interactions [23] and addressing
the sociotechnical gap in XAI systems [24]. However, these
studies have primarily focused on proposing perspectives or
frameworks across broad domains of AI systems, rather than
addressing a specific domain of misinformation. Recognizing
the substantial role that misinformation plays in influencing
how individuals form their opinions and make choices on online
platforms [25], along with the influence of cognitive, social, and
affective factors that lead to the endorsement of misinformation
[14], it becomes evident that an expanded XAI framework that
incorporates psychological and social contexts is crucial for
more comprehensive mitigation of misinformation.

One promising approach to explaining the social context
of misinformation is to utilize sociocontextual cues. In this
article, sociocontextual cues refer to observable indicators that
provide insight into the social dynamics and factors surrounding
misinformation. Broadly, four types of sociocontextual cues
have been employed in misinformation detection models: user
attributes (e.g., age and gender) [26], user engagement met-
rics (e.g., number of likes and shares) [27], [28], patterns of
misinformation spread (e.g., wide and rapid propagation with
repeated surges) [29], [30], and user comments indicating the
presence of misinformation [31], [32]. These cues have proven
to enhance the accuracy of misinformation detection models by
capturing the social dynamics associated with misinformation
[31]. User comments, for instance, provide valuable signals for
detection models as users often express negative emotions like
anger and sarcasm when encountering misinformation. They
also present credible sources, scientific evidence, and alterna-
tive perspectives, enabling a more comprehensive evaluation of
the information’s veracity. However, beyond their use in detec-
tion models, we envision that sociocontextual cues could also be
leveraged in explanations to provide a deeper understanding of
the social contexts of misinformation. Therefore, we introduce
the concept of “social explanation,” which utilizes sociocon-
textual cues during the explanation process to complement the
current state of XAI in combating misinformation. Specifically,
this article focuses on text-based misinformation, which is the
main form of misinformation spread on digital platforms that
has been extensively studied in the literature [14].

Fig. 1 shows an example of the utilization of four key so-
ciocontextual cues to offer a social explanation. These cues in-
clude user attributes [Fig. 1(c)], engagement metrics [Fig. 1(d)],
diffusion patterns [Fig. 1(e)], and user comments indicating
misinformation [Fig. 1(f)]. By leveraging these sociocontex-
tual cues, a comprehensive understanding of the social context
surrounding misinformation, such as a post about COVID-19
[Fig. 1(a)], can be provided. Fig. 1(c) presents a credibility
metric that categorizes users into bronze (low credibility), silver

(medium credibility), and gold (high credibility) levels based
on user’s behavioral attributes (e.g., profile status and social
networking activities). Fig. 1(d) demonstrates the use of en-
gagement metrics, particularly the engagement of trusted users
(gold-level users), to evaluate the information’s trustworthi-
ness. For example, if a post receives minimal engagement from
trusted users but significant engagement from others, it suggests
potential misinformation. Fig. 1(e) displays the diffusion pat-
tern graph of a misinformation post, explaining why it is likely
misinformation based on its diffusion pattern. Additionally, it
introduces the similarity score, a metric that measures the de-
gree to which the diffusion pattern of the misinformation post
resembles that of a trustworthy post on the same topic. Last,
Fig. 1(f) visualizes themes derived from user comments, such
as debunking and sarcasm, offering insights into users’ attitudes
related to misinformation, as well as reliable sources.

Incorporating social explanations into XAI offers several
unique benefits in misinformation explanations. First, it pro-
vides supplementary information that traditional XAI ap-
proaches lack, enabling a deeper comprehension of the social
and contextual aspects of misinformation. For example, the
theme visualization in Fig. 1(f) illustrates how it facilitates
access to user comments flagging misinformation, capturing nu-
anced contextual interpretations—such as underlying sarcastic
tones and personal anecdotes offering real-life perspectives—
that content-based methods might miss. Second, social expla-
nation gives users insights into the factors that contribute to
the credibility of information. For instance, in Fig. 1(c), a
credibility metric reveals how user attributes like profile com-
pletion and follower diversity impact their credibility levels.
Third, social explanation enhances user trust by shedding light
on the AI system’s internal processes. Understanding that a
post is labeled as misinformation due to its spread pattern,
as shown in Fig. 1(e), clarifies the model’s decision-making
process, leading to increased confidence and trust in the model
[33]. Fourth, social explanation empowers users to take action
against misinformation. By observing user comments reflecting
community sentiments, like debunking in Fig. 1(f), individuals
can be encouraged to engage in reporting and fact-checking
activities to better align with the social norms of responsible
information sharing [34].

This article also presents many research challenges related to
social explanations in misinformation explanations. One chal-
lenge is the data reliability challenge, which involves handling
noisy data (e.g., unrelated discussions and personal anecdotes)
that hinder the accurate identification of comments that offer
valuable insights for understanding misinformation. The second
challenge focuses on the evolving patterns in misinformation
and social explanation as both the misinformation and social
explanation change over time, across various contexts, and
through user interactions. The third challenge pertains to the
nonbinary nature of misinformation, which necessitates a more
nuanced approach to distinguish between what is factual and
what is misleading. The fourth challenge revolves around ef-
fectively integrating social explanations into XAI frameworks,
such as addressing conflicts that may arise between social ex-
planations and content-based explanations. The fifth challenge
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Fig. 1. Illustration of social explanations for a misinformation post: (a) post containing misinformation; (b) misinformation alert based on sociocontextual
cues; and (c)–(f) design examples of social explanations that use different sociocontextual cues.

involves designing user interfaces that can effectively present
social explanations while protecting the users’ privacy. Last,
the ever-changing nature of misinformation and varied user
responses to social explanations make establishing effective
evaluation criteria for the social explanation of misinformation
another challenge.

The rest of the article is organized as follows. In Section II,
we provide a comprehensive overview of the application of
sociocontextual cues for detecting misinformation and the re-
search on social explanations. In Section III, various examples
of social explanation are provided, accompanied by the en-
abling technologies. Section IV demonstrates how social expla-
nations are applied across various domains. Section V explores
the unique research challenges that can inspire researchers to
explore future research directions under the vision of this work.
Finally, we conclude with our concluding remarks, emphasizing
the importance of our vision.

II. RELATED WORK

This section reviews studies that utilize sociocontextual cues
(user attributes, user engagement metrics, diffusion patterns,
and user comments) to detect misinformation. The primary aim
is to understand how these sociocontextual cues can be used
and effectively integrated into the explanation process. Addi-
tionally, we delve into existing research on social explanations
and related concepts, predominantly studied within the recom-
mendation systems. What distinguishes our work from previous

studies on social explanations is our focus on leveraging so-
cial explanations as a powerful tool to counter misinformation,
in contrast to the traditional emphasis on enhancing persua-
siveness (i.e., the degree to which explanations enhance user
engagement) and informativeness (i.e., user satisfaction with
the recommended item) of system recommendations through
social explanations. Last, we review papers that serve as the
theoretical foundations of social explanations, which are so-
cial influence theory, source credibility theory, and information
cascade theory.

A. Utilizing Sociocontextual Cues in Misinformation
Detection

1) User Attributes: Several studies have identified user at-
tributes that can distinguish individuals who are more likely to
share misinformation from those who share reliable informa-
tion. For example, factors such as verified user status, account
age, gender, age, and personality traits have been identified as
potential indicators for identifying users with a higher likeli-
hood of sharing misinformation on social media [35]. Build-
ing upon the study, additional user attributes such as location,
political bias, and profile image were explored, revealing dis-
tinct patterns associated with misinformation sharing [36]. They
also identified registration time, verified user status, political
bias, and personality as the four most influential attributes in
predicting misinformation-sharing behavior. The integration of
speaker profile cues like party affiliation, speaker title, loca-
tion, and credit history was also found to significantly improve

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



4 IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS

misinformation detection models, surpassing the state-of-the-
art approach by 14.5% [37].

While various user attributes have demonstrated their associ-
ation with the likelihood of sharing misinformation, they remain
untapped in the explanation process. Incorporating attributes
like verified user status into the explanation process can provide
valuable insights into how these factors influence the credibility
of shared information. However, it is crucial to recognize the
potential bias introduced by specific user attributes, such as
location, personality, and political affiliation, when presented
to users. For instance, users belonging to a particular political
group might be perceived as more prone to spreading mis-
information when a social explanation indicating the group’s
higher frequency of sharing misinformation is presented to
the broader audience, leading to the stigmatization of their
views or opinions. To ensure fairness, the explanation process
should avoid reinforcing stereotypes or biases while elucidating
user attributes.

2) User Engagement Metrics: User engagement metrics,
such as the history of message contributions, following–
followers ratio, and social network dynamics, play a cru-
cial role in identifying misinformation. For example, low-
credible news is often found to be disseminated by users with
a limited history of message contributions [38]. This sug-
gests that individuals who have not actively participated in
online discussions are more likely to propagate unreliable in-
formation. The incorporation of metrics like the following–
followers ratio has been demonstrated to significantly enhance
the classification accuracy of misinformation detection, outper-
forming the state of the art by 14% in image misinformation
detection [39]. Additionally, user interaction patterns are vital
in distinguishing between misinformation and trustful news.
For example, behavioral features, including discussion initia-
tion, interaction engagement, influential scope, relational medi-
ation, and informational independence, have been identified as
more valuable than linguistic characteristics in the detection of
misinformation [40].

By providing explanations that include these engagement
metrics, users can develop a deeper understanding of the dy-
namics of misinformation propagation and the role played by
individual users in spreading misinformation. For example, un-
derstanding user interaction patterns, such as discussion ini-
tiation and engagement, can reveal how the dissemination of
misinformation is influenced by specific users’ actions on the
platform. This enhanced understanding fosters individual users’
awareness of their impact on spreading misinformation, em-
powering them to become more responsible in their interactions
with content. Consequently, users are more likely to fact-check
information before sharing it and actively avoid unknowingly
amplifying misinformation, thus contributing to a more trust-
worthy online environment.

3) Diffusion Patterns: Understanding the information
propagation pattern is crucial for detecting misinformation,
as misinformation tends to spread more rapidly, deeply
(with dense network connections), and widely compared to
trustworthy news [41], [42]. Additionally, misinformation
exhibits distinct patterns of intermittent hibernation periods

followed by multiple bursts of activity, which is not commonly
observed in reliable news [43]. These differences in spread
can even be identified in the early stages of propagation [44].
The diffusion pattern of misinformation can be attributed to
the influence of social homophily, where individuals tend to
connect with like-minded people. Consequently, network-
related characteristics like ego density, triad density, and
community density have also been used to enhance the detection
models’ accuracy [45]. Particularly in emerging topics or when
training data are scarce, these network information have proven
effective by achieving a significant 13.09% increase in F1
score compared to state-of-the-art model, even without content
information and with just 10% of the training data [46].

Examining diffusion patterns in the explanation process al-
lows users to acquire valuable insights into the differential
spread of misinformation compared to reliable information,
enabling a deeper grasp of the factors influencing its dissem-
ination. For example, it can reveal the rapid and widespread
nature of misinformation propagation, showing how misleading
information rapidly reaches a vast audience using bots and
automated accounts operating within densely interconnected
networks. By becoming aware of these mechanisms that fa-
cilitate the traction of misinformation, users can enhance their
ability to identify and critically evaluate potentially misleading
claims, for example, by looking at whether real individuals
versus automated bots share the information.

4) User Comments: Research has identified specific pat-
terns and language commonly observed in user comments that
serve as indicators of misinformation. These indicators include
expressions of misinformation awareness, such as skepticism
and acknowledgment of the information, the frequent use of
emojis and swear words, as well as the use of sarcasm to debunk
misinformation [47]. Additionally, instances of misinformation
have been associated with the presence of debunking echo
chambers, diverse opinions, support for verification, and the use
of distinctive vocabulary [31]. Incorporating these indicators
into content-based solutions has demonstrated improved accu-
racy and reduced detection time. For example, a fauxtography
detection method that focuses on analyzing user comments
over the actual image content has outperformed the existing
baselines, achieving a 5.4% higher accuracy than the state-of-
the-art methods [31].

Extending prior research that mainly concentrated on the
detection of misinformation, user comments were utilized to
not only detect but also explain misinformation [32]. They
introduced comment-driven explanations by extracting the top-
k user comment lists based on the highest attention weights
from their model. These explanations outperformed existing
methods for explaining AI systems, showing the potential of
user comments in offering comprehensive explanations of the
misinformation detection results.

B. Social Explanation and Related Concepts

1) Social Explanations in Recommendation Systems: So-
cial explanations have been primarily studied in the context
of recommendation systems, which leverage information from
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social networks to enhance their recommendations [48]. Specif-
ically, the information from social networks encompass users’
familiarity (e.g., “a close acquaintance gave this product a high
rating”), similarity networks (e.g., “users with similar interests
highly rated this product”) [49], [50], and domain expertise
(e.g., “experienced users in this category frequently give high
ratings to this product”) [51]. Popularity metrics, such as the
number of likes or shares on social media platforms, are com-
monly used in social explanations [52]. Research has shown that
these social explanations have an impact on both persuasive-
ness and informativeness in various recommendation domains,
including music recommendation [48], scholarly recommen-
dation [53], e-commerce recommendation [54], and privacy
setting recommendation [55]. In music recommendation, for ex-
ample, knowing that friends or users with similar taste profiles
prefer a particular song or artist can affect an individual’s deci-
sion to explore or adopt that recommendation [48]. Similarly,
in the context of privacy setting recommendations, when users
recognize that experts recommend certain privacy settings, they
tend to be more willing to follow these recommendations, as
they interpret the recommendation as reliable and trustworthy
information [55].

2) Social Influence Theory of Social Explanation: The
effectiveness of social explanations can be attributed to the
social influence theory. According to this theory, individuals
are naturally inclined to conform to social norms and seek
validation from others [34]. For instance, when users notice
that an item is popular among others in their social network, as
indicated by metrics like the number of likes or purchases, they
are more likely to be influenced by social norms, the tendency
of individuals to align their opinions, decisions, and behaviors
with those of others [48], [56], [57]. Additionally, social expla-
nations can utilize social proof heuristics, wherein people rely
on the actions and opinions of others to guide their behavior
in uncertain situations [58]. For instance, users may be more
inclined to engage with a post or share it if they observe that
the post has received many likes, interpreting it as interesting
or relevant based on the others’ responses.

3) Social Explanations Beyond Recommendations to Com-
bat Misinformation: An unresolved question remains regarding
presenting social explanations within the context of misinfor-
mation. While recommendation systems primarily focus on in-
dividual opinions and preferences [48], [56], the main challenge
in addressing misinformation lies in accurately assessing the
veracity of the information itself. This raises the need to explore
whether social explanations demonstrate similar effects as seen
in recommendation systems, particularly in scenarios where
objectivity holds greater importance than subjective preferences
[59]. Moreover, building on the misinformation detection liter-
ature [38], [41], [47], [60], we can expand the scope of social
explanation of misinformation beyond the conventional use of
social network information in recommendation systems. Along-
side social networks, other sociocontextual cues, such as user
attributes, diffusion patterns, and user comments, can be har-
nessed to construct social explanations for better understanding
and combating misinformation, as previously discussed.

C. Theoretical Foundations of Social Explanations of
Misinformation

1) Social Influence Theory: Social influence theory explores
how an individual’s thoughts, beliefs, and behaviors are shaped
by their social environment [61]. This theory identifies two
key forms of social influence, each driven by distinct moti-
vations: informational social influence, where individuals con-
form based on others’ perceived expertise in seeking accuracy,
and normative social influence, where the drive is to align with
group norms for social acceptance [61]. These forms of social
influence significantly impact perceptions and acceptance of
misinformation, providing a framework for understanding why
certain content gains traction. For instance, content perceived
as popular or credible, often indicated by likes and shares, is
more likely to engage users and become widespread due to in-
creased perceived credibility and the desire to align with group
norms [62].

Understanding the impact of informational and normative
social influences in the spread of misinformation, we incorpo-
rate these influences in our social explanation design. We uti-
lize informational social influence by creating mechanisms that
evaluate and showcase the credibility of users [63], tapping
into the natural human inclination to trust dependable sources.
Also, we employ normative social influence to cultivate an
environment that prioritizes critical thinking and diligent fact-
checking [64], thus encouraging a culture that values accuracy
and scrutinizes unverified information. These informational and
normative influences are incorporated in our social explanation
designs of user credibility metric and thematic visualization of
user comments, respectively. In user engagement analysis, we
differentiate between these forms of social influence to provide
a more detailed analysis of what motivates users to interact with
content (e.g., whether interactions are driven by users’ desire
for accurate information or by their adherence to community
norms). More details on these applications are discussed in the
corresponding social explanation designs in Section III.

2) Source Credibility Theory: Source credibility theory, em-
phasizing how users perceive the credibility of a source itself, is
crucial in determining the effectiveness of communication and
its persuasive power [65]. Central to this theory is the idea that
a user’s perception of a source’s credibility significantly shapes
their immediate reaction and opinion change about the con-
tent presented [65]. Additionally, the theory posits that sources
deemed credible are often viewed as more accurate, thus gar-
nering greater attention and fostering additional information-
seeking behavior [66]. Unlike informational social influence in
social influence theory, which focuses on individual conformity
to the perceived expertise and opinions of others within their
social environment [61], source credibility theory emphasizes
the intrinsic value of the source itself. In our social explana-
tion design, we integrate these principles by introducing a user
credibility level metric. This metric assesses users’ credibility
based on criteria that can be derived from the theory, such as
demonstrated expertise, reliability of information shared, and
the authenticity of their online profiles.
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3) Information Cascade Theory: Information cascade the-
ory explores the significant influence of others’ actions and
choices on individual decision-making, resulting in a collective
behavior termed “information cascade” [67]. This theory is
crucial for understanding misinformation spread, as the theory
illustrates the tendency of people to share or accept informa-
tion based on observed behaviors, often bypassing independent
verification or critical thinking [67]. Studies have demonstrated
that information cascades can have a profound effect on pub-
lic opinion and behaviors, swiftly propelling the adoption of
specific beliefs or trends across networks [68], [69]. Utilizing
information cascade theory in the context of misinformation
provides a strategic framework for the development of our
social explanation designs. For example, we applied this theory
to create a predictive model that identifies potential misinfor-
mation cascades in their early stages [70]. This model analyzes
patterns of information sharing within a network, flagging in-
stances where the rapid spread of information occurs alongside
markers of misinformation, such as the presence of an echo-
chamber effect [70]. By understanding the dynamics of these
cascades, we can also create interventions that guide the flow
of information toward accuracy and reliability. As one example,
we designed the “information diffusion graph,” a visual repre-
sentation designed to trace how both accurate and misleading
information spread through networks. Further elaboration on
the diffusion pattern graph and its application is provided in
Section III, specifically under Section III-B3.

D. Incorporating Research Findings into Social Explanation
Design

The social explanation designs we introduce in this article
builds upon the existing literature in misinformation detec-
tion that leverage sociocontextual cues such as user attributes,
engagement metrics, diffusion patterns, and user comments.
We specifically translate each of these cues into practical social
explanations, which are credibility level metric, user engage-
ment analysis, diffusion pattern graph, and theme visualization
of user comments. For instance, the development of our cred-
ibility level metric is grounded in the literature that elucidates
the link between specific user attributes and misinformation
spread, guiding our method for calculating credibility scores.
In addition, to assess the effectiveness of social explanations
in mitigating misinformation, we examine their use in recom-
mender systems, where social explanations have been exten-
sively studied, and explore social influence theory as a potential
mechanism underpinning their effectiveness on increasing per-
suasiveness and informativeness of the system. Additionally, we
incorporate insights from other relevant social science theories,
such as source credibility theory and information cascade the-
ory, both to enhance our understanding of the efficacy of social
explanations in combating misinformation and to further inform
our social explanation designs.

III. VISION: SOCIAL EXPLANATIONS OF MISINFORMATION

In today’s digital age, misinformation is not merely a result of
misleading content. Instead, misinformation is also significantly

influenced by the social contexts, behaviors, and interactions
where information circulates [14]. Central to our vision is the
concept of “social explanation,” which elucidates the socio-
contextual cues surrounding misinformation. In this section,
we define social explanation, present its key elements and ex-
amples, and explore the enabling technologies that make our
vision feasible.

A. Definitions and Key Elements of Social Explanation

This study defines “social explanation” as an explanatory
method within XAI that utilizes social contextual cues to
explain the reasons why a particular post is classified as mis-
information. In this definition, social contextual cues are het-
erogeneous, ranging from user demographics to interpersonal
interactions and broader societal influences. Providing social
explanation serves dual purposes. First, it delineates the un-
derlying social and contextual factors that play a role in a
post being flagged as misinformation, fostering a more nuanced
understanding of the misinformation classification. Second,
it encourages individuals to actively combat misinformation
by leveraging individuals’ natural tendency to follow social
norms [48], especially when they observe the social explana-
tions created by others. For example, when prevalent themes
in comments flagging misinformation are presented, this ob-
served consensus can prompt users to engage in their own fact-
checking and add substantiated viewpoints to provide more
evidence, thereby fortifying the community’s collective fight
against misinformation. Social explanation aims to supplement
the existing states of XAI, offering a more comprehensive view
of the dynamics surrounding misinformation.

B. Examples of Social Explanation

Below, we present examples of social explanations, includ-
ing a credibility level metric, user engagement analysis, diffu-
sion pattern graph, and theme visualization of user comments.
We also describe how each of these designs is informed by three
theories, i.e., social influence theory, source credibility theory,
and information cascade theory.

1) Credibility Level Metric: The user’s credibility level met-
ric, derived from user attributes, can be used to provide social
explanations of misinformation. By leveraging prior research on
user attributes, we can compute a credibility metric for each user
and provide an explanation for that metric. For instance, studies
have shown that users are more likely to share misinformation
when their profile image appears inauthentic or when specific
characteristics are present in their social network (e.g., a high
proportion of followers with strong political biases) [71]. Fig. 2
illustrates the credibility metric calculated based on the user
attributes used in the detection model, with trustworthy users
depicted at the top of the Fig. 2 and untrustworthy users shown
at the bottom of the Fig. 2. Trustworthy users are characterized
by authentic profile images, diverse followers from various
backgrounds, and active engagement in the social network.
Conversely, untrustworthy users may have a nonactual profile
image (e.g., manipulated photo, graphical representation, and
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Fig. 2. User credibility level metrics.

avatar), followers with strong political biases, and many inactive
or fake accounts.

The credibility level metrics allow users to assess the trust-
worthiness of a post or comment based on the author’s cred-
ibility level, helping them determine the authenticity of the
information. If they encounter content from a low-credibility
user, they can exercise caution in verifying its accuracy. Addi-
tionally, the user profile page promotes transparency by offer-
ing a comprehensive description of the factors contributing to
their credibility level. This transparency fosters trust between
users and the misinformation detection system, enabling them
to verify the credibility assessment process and gain greater
confidence in the system’s capability to differentiate reliable
content from unreliable one. Moreover, users are empowered to
share accurate information in their posts and comments as they
become more aware of their credibility level, fostering a sense
of responsibility within the community [72]. This collective
responsibility often leads to a more informed and trustworthy
exchange of information among users [73].

a) Applying Source Credibility Theory and Social Influ-
ence Theory: The credibility metric serves as a practical ap-
plication of source credibility theory, quantifying the trustwor-
thiness of users based on observable attributes such as profile
authenticity, network characteristics, and engagement patterns.
By assigning credibility levels (e.g., gold, silver, and bronze)
to users, the credibility metric enables others to quickly assess
the trustworthiness of information based on the credibility of its
source, namely the user and the author of the post. Additionally,
this metric aligns with the principles of social influence theory,
particularly with regard to informational social influence. Ac-
cording to informational social influence, people often look to
these high-credibility individuals for guidance on what to share
and believe. In this regard, users with high credibility (gold
level) may serve as influencers within their networks, setting
standards for information quality and reliability.

2) User Engagement Analysis: Engagement metrics on
platforms such as Meta and Twitter/X, represented by likes,
shares, and comments, not only reflect content’s popularity but
also serve as tools to elucidate the social contexts related to
misinformation. During a COVID-19 outbreak, for example,
a post claiming “The alcohol in vodka, acting as a sterilizer,
can neutralize COVID-19 viruses in the throat” gained traction

on social media platforms [74]. When such a post receives
numerous likes and shares but lacks in-depth discussion or
expert input to prevent the spread of misinformation [14], it
suggests a societal preference toward simple health advice. This
preference, possibly due to the public’s desire for easy health
remedies and a collective optimism about combating COVID-
19, can be explained by a pervasive need for reassurance and
control during uncertain times [74]. Furthermore, by analyzing
the user engagement patterns during the initial spread of the post
about vodka-as-a-sterilizer, we can gain deeper insights into the
motivations that fuel misinformation spread. For instance, the
analysis can reveal how the rapid amplification within the al-
cohol community was facilitated by the endorsement of a well-
known influencer, whose perspectives strongly resonated with
their followers, potentially due to shared interests or affiliations.
This demonstrates how niche communities can sometimes serve
as catalysts, amplifying misinformation swiftly and extensively
due to their inherent interests and biases, before misinforma-
tion permeates the general populace [75]. Thus, by explaining
engagement patterns, including elucidating which groups are
first to amplify a message and their underlying motivations,
we can understand the societal biases behind the spread of
misinformation.

a) Applying Social Influence Theory: Our design of
user engagement analysis is directly influenced by social in-
fluence theory, which provides a detailed framework for un-
derstanding the dynamics behind social media post popular-
ity. This theory distinguishes between informational social in-
fluence, driven by the content’s perceived expertise or fac-
tual accuracy, and normative social influence, driven by peer
pressure or the desire to conform to group norms. Inspired
by this distinction, our user engagement analysis is tailored
to help people critically distinguish between engagement that
denotes reliability and that might indicate susceptibility to
misinformation influenced by social conformity. For example,
to assist people in discerning these motivations and under-
standing whether engagement reflects genuine credibility or
mere social conformity, we can analyze engagement quality,
focusing on discussion depth, expert input, and community
sharing patterns.

3) Diffusion Pattern Graph: Diffusion pattern graphs can
be viewed as a form of a visual social explanation that depicts
how trustworthy and misleading posts spread. By charting the
trajectory of information spread, diffusion pattern graphs eluci-
date the underlying social contexts and mechanisms driving the
spread of misinformation. For instance, Fig. 3 highlights that
misinformation spreads widely and rapidly through repeated
bursts, capturing the attention of numerous users within a short
period due to factors such as bot activity and celebrity endorse-
ment. In contrast, credible information typically exhibits a more
gradual and sustained dissemination, with its impact fading over
time and fewer bursts of attention being observed. Building
upon this analysis, we can leverage these diffusion patterns
to develop a predictive model. This model would proactively
identify potential misinformation cascades at their onset by
analyzing early sharing patterns within networks, particularly
looking for rapid spread combined with known markers of
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Fig. 3. Diffusion pattern graph. Here, the misinformation graph experiences
rapid bursts caused by bot activity, celebrity endorsement, viral hashtags, al-
gorithmic amplification, and fake news websites. The gray area highlights the
significant contrast in the extent to which misinformation spreads compared
to trustworthy posts.

misinformation like echo-chamber effects. In addition, a sim-
ilarity score can be utilized, which is derived from comparing
dissemination patterns between a misleading post and a trust-
worthy one on the same topic, to help users quickly identify the
post’s veracity [76].

Understanding and engaging with the social explanations
derived from diffusion patterns offers benefits to users in terms
of media literacy. Media literacy involves the skills of access-
ing, analyzing, evaluating, and creating media content [77].
By grasping diffusion patterns, users gain insights into how
information spreads and becomes popular. This knowledge em-
powers users to differentiate between credible and misleading
information, identify common tactics used in misinformation
campaigns, and critically assess the sources and content they
come across. For instance, when users learn that repeated pop-
ularity spikes can result from unverified bots, they can be more
cautious when encountering new information by checking the
source of information before accepting it as accurate or sharing
it further, ultimately reducing their vulnerability to misinforma-
tion [14].

a) Applying Information Cascade Theory: The diffusion
pattern graph, drawing on insights from information cascade
theory, emphasizes the impact of early shares on individual
behavior, directing our attention to initial sharing activities and
swift surges in engagement as key indicators of misinforma-
tion cascades. This graph methodically tracks the speed and
trajectory of information dissemination, particularly through
influential users or closely knit communities. Its design allows
users to discern between typical information flow and potential
misinformation outbreaks. By harnessing the theory’s under-
standing of the social dynamics behind information spread,
the diffusion pattern graph provides a lucid visualization of
cascading patterns. This not only improves user awareness but
also helps them recognize and understand the pathways through
which misinformation can proliferate.

4) Theme Visualization of User Comments: Visualizing
user comments, categorized by themes, provides users with a

Fig. 4. Theme visualization of user comments. Exemplary comments for
sarcastic debunking.

deeper insight into the contextual aspects of misinformation
through flagged comments. Fig. 4 shows themes aligned with
specific flags for misinformation, such as a sarcastic rebuttal.
Clicking on a particular theme allows users to access related
comments falling under that category. For instance, a sarcas-
tic comment mocking a dubious claim about chocolate curing
colds highlights users’ skepticism toward implausible health
claims, encouraging critical evaluation of health-related infor-
mation in a lighthearted manner. Themes can also be organized
into categories like “expert opinion” and “personal experience,”
each offering a distinct lens into the social explanation of
misinformation. While comments in the “expert opinion” cat-
egory may anchor discussions based on authoritative sources,
those in “personal experience” may expose the contexts, ori-
gins, or stories that made the individual skeptical about the
information’s truthfulness.

Visualizing user comments based on thematic categories is
a vital tool in the fight against misinformation, facilitating the
swift identification of diverse opinions and themes that indicate
possibly deceptive content. By highlighting themes often asso-
ciated with misinformation, such as debunking and skepticism,
users are collectively encouraged to challenge misinformation.
This collective effort can be further augmented when integrated
into a community-driven approach like Twitter’s Birdwatch
[78]. Observing themes and accompanying opinions from oth-
ers not only prompts users to explore further evidence but also
to contribute from their own knowledge to validate the content’s
veracity [72]. In this way, the thematic visualization serves as
an intuitive window into the societal underpinnings of misin-
formation, fostering a more public discourse and enhancing the
community’s ability to combat misinformation.

a) Applying Social Influence Theory: Our theme visu-
alization for user comments draws directly from social influ-
ence theory, particularly leveraging normative social influence.
By accentuating comments that scrutinize or refute dubious
claims, this theme visualization applies normative pressures to

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



GONG et al.: INTEGRATING SOCIAL EXPLANATIONS INTO XAI 9

promote critical engagement and guide community norms to-
ward a greater appreciation of evidence and diverse viewpoints.
Furthermore, the deliberate emphasis on a broad spectrum of
perspectives not only makes these views more prominent but
also actively encourages users to engage in meaningful exami-
nation and dialogue. Such a strategy bolsters the community’s
collective prowess in critically evaluating information, thereby
fortifying defenses against misinformation.

C. Enabling Technologies

Actualizing our vision of integrating social explanations into
XAI for combating misinformation requires a fusion of cutting-
edge technologies. This section delves into the enabling tech-
nologies that power social explanations, encompassing aspects
of content, context, and presentation.

1) Natural Language Processing (NLP): NLP technologies
play a crucial role in analyzing misinformation content by
offering advanced tools to dissect user comments and posts.
Sentiment analysis, for example, enables the extraction of indi-
viduals’ viewpoints, ideas, and emotions [79], offering insights
for developing social explanations that reflect the prevailing
public sentiments surrounding misinformation. Topic modeling
assists in categorizing comments into misinformation-related
themes by detecting recurring phrases and context clues to
reveal shared themes surrounding the content [80]. Named en-
tity recognition enhances credibility assessment by identifying
and cross validating the credibility of named entities such as
individuals, organizations, and places in a text against trusted
sources [81]. Event detection’s ability to identify and categorize
underlying events from textual data is pivotal in generating
social explanations that elucidate the genesis and spread of
misinformation, particularly when misinformation is linked to
specific events such as natural disasters [82], criminal activities
[83], and significant traffic accidents [84]. Moreover, using a
Q&A system to analyze repetitive question patterns over time
can reveal the underlying causes of shared uncertainties and
concerns surrounding specific subjects, events, or issues [85].
This process aids in developing a comprehensive social expla-
nation by shedding light on what misconceptions exist and what
aspects of a topic are causing confusion or concern among the
general public.

The emergence of large language models (LLMs) like Chat-
GPT has demonstrated substantial potential capabilities such as
sentiment analysis and question-answering, driven by extensive
training data and the integration of reinforcement learning from
human feedback [86]. However, challenges remain, particularly
in deciphering complex human communications like sarcasm
and irony, which can lead to potential misinterpretations or
irrelevant analyses [87]. Recent advancements have been made
in this area, exemplified by the development of models integrat-
ing sentence-based embeddings and autoencoder techniques for
sarcasm detection [88]. However, these models are resource-
intensive and may not scale as easily to the vast amounts of
data that LLMs can handle. Furthermore, generating accurate or
relevant social explanations for misinformation regarding novel

events that LLMs have not been trained on is another chal-
lenge [89]. Future advancements in this field should focus on
developing adaptability and a deeper contextual understanding
within NLP to increase the quality and relevance of the analy-
sis applied to misinformation detection and its accompanying
social explanations.

2) User Profile and Social Network Analysis: User profile
and social network analysis are crucial technologies that en-
able a contextual understanding of the dissemination of mis-
information. User profile analysis helps understand individual
behaviors, preferences, and biases [36], which gives insights
into the individual’s unique context that might motivate them
to spread misinformation. For instance, users frequently engag-
ing with conspiracy theory websites might be more prone to
sharing unverified claims due to their numerous exposure to
such content. On a broader scale, social network analysis elu-
cidates how individuals influence each other within a network
of misinformation spread [90], thereby assisting in identifying
the sources and routes of misinformation. By employing cen-
trality measures in social network analysis, we can identify key
influencers or the primary nodes within a network by analyzing
the positions, connections, or roles of each node in the flow of
information within the network [91], [92]; thus, if an individual
is frequently retweeted or shared within a group that spreads
misinformation, they can be identified as a main propagator
of such misinformation. Another method involves community
detection, which groups individuals based on their interactions
and the information they share [93], [94]. Analyzing these
groups can help identify clusters of individuals that may be
highly prone to or actively involved in disseminating misin-
formation. However, due to the rapidly evolving landscape of
misinformation, where misinformation propagators persistently
modify their strategies to bypass detection measures, it’s crucial
that user profile analysis and social network analysis remain up-
to-date [95]. Moreover, the complexity and fluidity of social
relationships present challenges for social network analysis,
necessitating sophisticated data structures that accurately reflect
complex social dynamics [96], as well as the development of
dynamics models and algorithms capable of real-time adapta-
tion to these dynamics [97], [98].

3) Visualization: Various visualization tools are reshaping
our ability to understand misinformation in a more intuitive
way. By combining sentiment analysis from NLP with visual-
ization methods like heat maps and word clouds, individuals can
more effectively grasp emotions and sentiments within textual
content [99]. Tools such as D3.js portray data as nodes and
edges, offering a comprehensive understanding of how mis-
information spreads through online communities [100], [101].
TimeLineCurator charts the chronological trajectory of misin-
formation narratives, aiding in the identification of misinforma-
tion origins and its progressive evolution [102]. PowerBI’s ca-
pability to integrate with diverse data types can help illuminate
the societal forces driving misinformation [103]. For example,
by combining geographical indicators with regional political
affiliations, PowerBI can pinpoint areas prone to misinforma-
tion, revealing factors like political orientations as potential
contributors to misinformation spread.
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Advancements in social computing and HCI research, in-
cluding adaptive personalization algorithms, are tailoring visual
tools to better match user preferences and needs [104]. These
algorithms, which have shown significant progress, include
traditional constraint-based optimization, where interfaces are
designed according to specific layout rules, and data-driven
methods that leverage machine learning to analyze user behav-
ior for interface generation [105]. Notably, in the context of
explaining misinformation, implementing such adaptive algo-
rithms into a system can be especially beneficial. For example,
a system could analyze a user’s past data to create a tailored
dashboard that traces a user’s encounters with misinformation
over a certain period. This dashboard would explain how a
user’s social network interactions lead to exposure to misinfor-
mation, emphasizing the roles played by various contacts and
the patterns of misinformation spread within their social cir-
cles. Nonetheless, challenges persist, such as accommodating
diverse cognitive processes, developing thorough multimodal
systems, and upholding user confidentiality [105]. As efforts
continue to tackle these obstacles, integrating data visualization
with social computing and HCI is poised to offer more human-
centered insights into social explanations.

IV. REAL-WORLD APPLICATIONS

Moving from theoretical foundation of social explanations
to their practical applications, the integration of social expla-
nations into XAI reveals vast potential in domains such as
robust journalism and fact-checking, critical thinking and media
literacy in educational programs, timely interventions in health
emergency management, and increasing transparency in social
media algorithms.

A. Leveraging Social Explanations for Robust Journalism and
Fact-Checking

Social explanations offer benefits not only to individual so-
cial media users but also to online news outlets engaged in both
journalism and fact-checking. They can use social explanations
to support their journalistic investigations and verification of
facts. A notable example of this is the 2012 incident where
renowned media outlets, CNN and Fox News initially reported
that the Supreme Court had struck down the Affordable Care
Act’s individual mandate, when in reality, the court had upheld
the mandate as a tax.1 Given the credibility of these outlets,
this misinformation was propagated quickly and widely on-
line. While traditional journalistic practices such as internal
fact-checking and peer review have allowed misinformation to
be corrected within minutes to an hour, one complementary
method of rapid verification would be the strategic use of user
credibility metrics. By filtering real-time feedback based on
highly credible users (e.g., legal experts or users who have
a proven track record of accurate fact-checking), outlets can
potentially identify errors more quickly. Similarly, analyzing
the patterns of information dissemination can aid fact-checkers

1https://www.washingtonpost.com/blogs/erik-wemple/post/cnn-correction-
on-health-care-ruling-insane/2012/06/28/gJQAg6w78V_blog.html

Fig. 5. Social explanation on online news and fact-checking. (a) Controver-
sial post. (b) Analysis of the post’s author “CNN!” (not the official account
of “CNN,” but possibly a mimic or fake account). (c) Comments from highly
credible level users, “Maria,” “Jung,” and “Justin.”

in pinpointing and prioritizing potentially misleading content
that reaches a wide audience or spreads rapidly. This inte-
gration of social explanations with journalistic practices and
fact-verification processes empowers news portals and fact-
checkers to strengthen their reporting and combat misinforma-
tion more efficiently, ultimately fostering a more trustworthy
information landscape.

Fig. 5 shows an example of an online news outlet con-
ducting a comprehensive investigation into a controversial so-
cial media post concerning the impact of 5G technology on
health [Fig. 5(a)]. The post in question is authored by CNN!,
a username that is similar but not affiliated with the official
CNN news network. To address the potential impact of this
post from CNN!, including the generation of groundless health
concerns within the public and erosion of trust in technological
advancements, the outlet deploys an AI system with advanced
user attribute analysis capabilities for a rigorous examination
of the post’s veracity. The AI scrutinizes not only the content
but also the credibility level of the post author, CNN!, by eval-
uating factors such as the user’s past engagement history (e.g.,
excessive daily posting activity) [Fig. 5(b)]. Following this,
the AI system examines alternative sources cited in comments
from users with high-credibility levels, such as expert opinions,
scientific study, and statistics [Fig. 5(c)]. Through this thorough
process, the AI conclusively confirms the misleading nature of
the post, enabling the online news outlet to proactively take
measures to prevent the further spread of the misinformation.
Moreover, the AI system can go beyond mere misinformation
detection by actively engaging with the audience in generating
posts that counteract misinformation. For example, the system
could develop a feature that auto-generates articles highlighting
comments made by users with high-credibility levels. With this
integration of user comments and credibility assessments, news
consumers are not merely passive recipients of information but
active contributors in the fight against misinformation.

B. Empowering Critical Thinking and Media Literacy in Ed-
ucational Programs

The application of social explanations in XAI also extends to
educational settings. By providing users with profound insights
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into the social contexts of misinformation, this approach em-
powers individuals with the necessary skills and knowledge to
assess the information they encounter online more effectively.
This application area is especially critical for the younger gener-
ation who often source their information from social media plat-
forms,2 where distinguishing between credible and misleading
news becomes challenging. An example of this is the pervasive
vaping myth circulating among teenagers that vaping is a safe
alternative to smoking. This misconception is often fueled by
peer pressure [106], where friends frequently share and endorse
vaping content on social media platforms. Younger individu-
als, who are more susceptible to these social influences [107],
[108], might confuse the popularity of vaping with its safety. To
counteract this susceptibility to misinformation, it is crucial to
foster a critical mindset in teenagers, enabling them to discern
the credibility of the information they encounter online. As a
result, developing educational programs that integrate social
explanations, such as an explanation of user engagement like an
analysis of how social influence affects misinformation spread,
becomes vital to enhance media literacy and critical thinking
for a more resilient and informed society. [109].

Let us imagine a scenario where a high school implements
an XAI system with social explanation features as an integral
part of its educational program. This XAI system incorporates
two complementary components: misleading sociocontextual
cues identification training [Fig. 6(a)] and immersive gameplay
[Fig. 6(b) and 6(c)]. At first, students participate in interactive
Q&A training sessions guided by the system, where they are
encouraged to analyze and pinpoint misleading sociocontextual
cues present in built-in data, such as misinformation instances
found in school event articles and social platforms [Fig. 6(a)].
Subsequently, the system provides answers, along with de-
tailed social explanations, to aid students in more effectively
identifying and comprehending sociocontextual cues. After this
foundational training, students engage in an interactive game,
“Misinformation Detective,” where they are provided with real-
world misinformation instances [Fig. 6(b)] and act as detectives
who are tasked with finding and deciphering misinformation
within scenarios simulated from real-world using vetted data for
education purpose. Throughout the game, students encounter
and face off against fictional “monsters” notorious for spreading
misinformation, scoring points each time they identify mislead-
ing sociocontextual cues tied to a monster. For example, there
could be one game activity within this game named “Finding
motivation phase,” where students are challenged to discern
the monster’s intent using engagement metrics. Students can
develop their own social explanations about the underlying
motives of misinformation monsters, whether those motives
revolve around gaining attention and popularity, securing finan-
cial gains, or merely instigating chaos through the spread of
misinformation. Further, to validate their social explanations,
students have the opportunity to participate in virtual debates
where they can present and discuss their social explanations

2https://www2.deloitte.com/se/sv/pages/technology-media-and-
telecommunications/topics/digital-consumer-trends/are-younger-generations-
moving-away-from-traditional-news-sources.html

Fig. 6. Social explanation on educational programs. Here, (a) user engage-
ment analysis is used to train students in identifying misinformation and
(b) and (c) uncover the motive behind it.

[Fig. 6(c)]. Through the debate, students develop critical think-
ing skills and better understand the misinformation dynamics.
Finally, this immersive game concludes with a detailed debrief,
a structured session where students revisit and analyze instances
of misinformation they encountered during the game. This ses-
sion ensures that students do not believe in the misinformation
from their in-game experience, as each misinformation instance
is clearly labeled as false and the corresponding accurate in-
formation is presented alongside for clarification. LLMs such
as ChatGPT, which generate responses based on historical data
patterns, struggle to create contextually relevant questions or
understand real-time context [110], partially due to lack of
transparency surrounding the dataset sources used to train these
models [111]. On the other hand, this XAI system implemented
for educational purpose is designed to ask timely and pertinent
questions, accompanied by comprehensive social explanations
of misinformation. By providing students with timely queries
and in-depth social explanations, this targeted approach not
only enhances student engagement but also provides students
with a deeper understanding of how to detect misinformation
using the subtle sociocontextual cues behind deceptive content.

C. Timely Interventions via Social Explanations in Health
Emergency Situations

In times of crisis, like the COVID-19 pandemic, misin-
formation can yield immediate and severe real-world conse-
quences [112]. An example of this is the spread of the mask-
wearing myth that masks were ineffective or even harmful
[113]. The dissemination of such misinformation not only
erodes public trust in health authorities but also fosters con-
fusion, preventing people from following the preventive mea-
sures. For example, 2,400 incidents of passengers resisting
face masks were reported by the Federal Aviation Administra-
tion,3 potentially aggravating the transmission of the pandemic.
Therefore, it is important for health organizations to act quickly

3https://www.cnbc.com/2021/07/06/disputes-over-mask-mandates-
comprise-75percent-of-faas-unruly-passenger-complaints-on-planes-.html
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Fig. 7. Social explanation on public health and crisis management. (a) Diffu-
sion pattern graph highlighting misinformation spread and influential nodes.
(b) Public health agency’s direct outreach to influential nodes for sharing
verified information.

to communicate accurate information, especially during a crisis
like the virus outbreak, when the impact of misinformation
is significant.

In the face of such a situation where misinformation is
spreading rapidly and causing public confusion, the public
health agency can harness the power of social explanations for
timely intervention, as illustrated in Fig. 7. Using a sophisti-
cated AI system enhanced with social explanation capabilities,
the agency rapidly examines the information spread on the
diffusion graph in real time. Within just 5 min of the informa-
tion’s dissemination, the agency spots that the post’s diffusion
pattern resembles that of typical misinformation [29] and dis-
plays a marked difference from patterns of the trustworthy post
[Fig. 7(a)]. To identify individuals as influential nodes during
the rapid information dissemination, the system analyzes the
diffusion pattern graph. Notably, the agency observes a distinct
spike in the graph, indicating a surge in shares originating from
influential nodes [e.g., John and Mary in Fig. 7(a)]. By cal-
culating betweenness and eigenvector centrality metrics [114],
the agency further confirms the significant influence of these
influential nodes within their social network. Armed with these
timely insights, the agency takes multifaceted approaches: they
engage directly with individuals identified as influential nodes
of misinformation dissemination, providing the individuals with
verified information and encouraging the sharing of this correct
information through various social media platforms [Fig. 7(b)].
This strategic initiative ensures that corrective messages in-
tersect precisely with the audiences initially exposed to the
misinformation, thereby enhancing the chances of correcting
misconceptions swiftly. Simultaneously, for heightened credi-
bility and wider reach, the agency collaborates with “gold” level

users, leveraging their expertise and trustworthiness to amplify
the dissemination of the counter-message across various social
media platforms. Through coordinated efforts, a rapid response
mechanism is established, effectively mitigating the adverse
effects of misinformation during crucial moments.

D. Enhancing Transparency in Social Media Algorithms

Finally, utilizing social explanation particularly on social
media platforms has the potential to improve the transparency
of social media algorithms. At present, these platforms are not
fully transparent in elucidating why specific posts are identified
as misinformation [115]. Rather than providing detailed expla-
nations, they either provide generic statements like “checked
by an independent fact-checker” or “learn what experts say,”
leaving users uncertain about the specific reasons behind the
misinformation detection results. An example of this is a contro-
versy surrounding Twitter’s “shadowbanning,” a content mod-
eration practice that allegedly reduces the visibility of certain
users’ tweets and comments without notifying them of such
actions.4 This shadowbanning practice came under scrutiny as
individuals began to notice and showed concerns about their
content seemingly being suppressed, suspecting they were be-
ing shadowbanned. Later on, Twitter attempted to justify the
practice by stating that they are using algorithms to promote
healthy conversations, which may have reduced the visibility
of content considered harmful. Despite this explanation, many
users found the initial lack of transparency regarding the content
visibility concern, emphasizing a need for enhancing trans-
parency in social media algorithms to maintain user trust in
content moderation processes.

However, incorporating social explanations within the social
media platforms could address the challenges associated with
the current lack of transparency in their algorithms. In the
scenario depicted in Fig. 8, when people encounter misinfor-
mation on their social media feed, they are given the option to
click on the “Challenged post! Click to see social explanations”
[Fig. 8(a)]. By clicking on this option, the user can access
comprehensive and detailed explanations of why the content
has been flagged as misinformation. Each social explanation
provided offers insights into how the AI system assesses and
identifies misinformation. For instance, when the user selects
the “Expert Opinion” category within the theme visualization of
user comments [dotted line box in Fig. 8(b)], they can discover
that the content was flagged because it received a substantial
number of comments from domain experts debunking the con-
tent [Fig. 8(c)]. Additionally, the user can delve into another
social explanation, such as the diffusion pattern graph, to ob-
serve how the post of interest mirrors the dissemination pattern
of misinformation in comparison to credible posts. This process
enables the user to develop a deeper understanding of the rea-
sons behind the flagging of content as misinformation through
exploring these social explanations, ultimately fostering trust in
the AI system.

4https://www.theatlantic.com/technology/archive/2023/01/twitter-shadow-
ban-transparency-algorithm-suppression/672736/
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Fig. 8. Social explanation on social media platforms. (a) Alert notifies the
user of a flagged post, prompting exploration of social explanations. (b) User
selects “Expert Opinion” from the thematic visualization of comments among
four types of social explanations. (c) Comments from domain experts refuting
the misleading post are displayed.

V. RESEARCH CHALLENGES AND OPPORTUNITIES

This section discusses the challenges and opportunities re-
lated to integrating social explanations of misinformation into
XAI. Examples of the key challenges include data reliability, the
dynamic and nonbinary characteristics of misinformation, ef-
fective integration of social explanations into XAI frameworks,
user interface design that maintains privacy, and establishing
robust evaluation for social explanations. Also, we examine
the practical challenges that social media platforms face in ef-
fectively managing misinformation using sociocontextual cues,
given that these platforms are often recognized as primary pro-
liferators of misinformation [116].

A. Data Reliability Challenge

The process of gathering data from unverified crowds to
provide social explanations presents challenges due to the po-
tential noise and unreliability of the collected data. For example,
irrelevant discussions and personal anecdotes shared by users
in comments can lead to inaccurate social explanations and
pose challenges in identifying misinformation [117]. Consider
a scenario where a deep fake video about a celebrity admit-
ting to illegal activities circulates on social media platforms.
In such a case, users might discuss unrelated controversies or
past scandals involving the celebrity, backing these claims as
evidence for why this deep fake video is convincing. These
discussions could be erroneously regarded as contextual cues
to verify the authenticity of the post, leading to the generation
of a wrong social explanation, such as “Based on prevailing
comments surrounding the celebrity’s history of controversies,
the video content is likely to be authentic.”

This issue of low data quality collected from various crowds,
referred to as data reliability in crowdsourcing and HCI litera-
ture [118], has prompted the development of solutions to filter

out unreliable data. For instance, quality control techniques
such as prescreening participants and implementing quality
control questions have been proposed [119]. Additionally, ML
algorithms for identifying patterns of low-quality responses
have been utilized [118]. However, these solutions are imprac-
tical for generating comprehensive social explanations, espe-
cially in emerging or rapidly evolving fields that lack sufficient
sociocontextual cues. In the case of a deepfake video example,
when this technology is new to the public, differentiating be-
tween authentic content from manipulated can be challenging
for most people [120]. This unfamiliarity with the technology
is likely to produce a variety of comments that contain mis-
understandings and speculations, which are considered “noise”
by conventional data filtering methods. In such a situation,
an advanced machine-learning algorithm might filter out most
comments, leaving only those from verified accounts or that
cite credible sources [121]. While these filtered comments may
be high quality, their limited number of comments can result
in a social explanation that might be overly narrow, focusing
solely on manipulation techniques used in the deep fake video.
That is, by filtering out low-quality comments that reflect the
public’s sentiments, the broader social dynamics surrounding
the post (e.g., the public believes the video simply because it
confirms their preexisting biases against the celebrity) could not
be captured.

Additionally, truth discovery techniques have been developed
to enhance data reliability, evaluating both the authenticity of
input data and the credibility of online users. Addressing the
challenges of data reliability when utilizing human-generated
data, estimation theory has been applied to identify potential bi-
ases and inconsistencies inherent in human-provided data [122].
Similarly, truth discovery techniques in social media sensing
were refined, with a focus on validating data authenticity and
the assessment of user credibility [123]. Despite these truth
discovery techniques effectively evaluating data truthfulness
and origin trustworthiness, they often face challenges when it
comes to capturing the nuanced subtleties of human interactions
due to limited context-awareness [124]. For instance, consider
a comment like “Sure, chocolate’s a vegetable .” The eye-
roll emoji serves as a sarcastic cue in this statement, indicating
the author’s intent to jestingly debunk or mock misinformation.
However, conventional truth discovery techniques might over-
look this nuance, interpreting the statement at face value. This
misinterpretation can lead to the incorrect conclusion that the
statement is misinformation, thereby leading to a wrong social
explanation that the author endorses in the inaccurate dietary
classifications, probably due to the author’s limited knowledge.
Therefore, it remains an open challenge to develop practical
and context-aware approaches to ensure that reliable data are
acquired for generating social explanations. One promising re-
search direction would be the integration of human-in-the-loop
systems [125], such as utilizing machine-learning algorithms
for initial data prefiltering, followed by human verification to
ensure a nuanced understanding and contextual relevance. Re-
search in this area could focus on finding ways to enhance
the synergy between automated and human insight, aiming to
develop a more effective and robust data collection framework.
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B. Evolving Patterns in Misinformation and Social
Explanation

Misinformation, by its nature, is not static; rather, it evolves
over time, context, and through user engagement [126]. Infor-
mation may be considered true at a specific moment but can
transform into misinformation through paraphrasing or shifts in
context. For instance, a valid scientific finding may be distorted
or oversimplified on social media, resulting in misconceptions
[127]. The narrative regarding Gordie Howe’s stem cell treat-
ments exemplifies how information can mutate on social media
[128]. Specifically, in December 2014, renowned ice hockey
player Gordie Howe underwent an unapproved stem cell treat-
ment in Mexico following a severe stroke. While the story began
with the factual event of Howe’s treatment in Mexico, it soon
morphed into a narrative of a near-miraculous stroke recovery
on Twitter. Meanwhile, much of the crucial scientific informa-
tion, including the treatment’s experimental nature and its ab-
sence of FDA approval, was either simplified or completely left
out of the conversation on social media platforms. Conversely,
information initially labeled as misinformation might later be
accepted as truth if thoroughly debunked or societal views
change, as evidenced by the example of Galileo’s heliocentrism.
Initially, the Catholic Church rejected Galileo’s heliocentrism,
labeling it “heretical” as it contradicted the prevalent geocentric
church doctrine. However, over time, growing scientific evi-
dence and a societal shift toward empirical reasoning during the
Scientific Revolution led to the eventual acceptance and valida-
tion of heliocentrism as a fundamental principle of astronomy.

The dynamic nature also applies to the social explanations
that can be utilized to explain misinformation. Suppose a user
disseminates content initially deemed accurate, and later shares
information identified as misleading. In this case, the user’s
credibility level might diminish, leading other viewers or fol-
lowers to experience confusion and mistrust upon noticing this
decline in trustworthiness. Particularly, if the social explanation
relied heavily on the user’s high credibility level to validate the
information, a subsequent drop in the user’s credibility could
lead other viewers or followers to distrust the social explanation
they previously saw and ultimately to distrust the judgment
of the XAI system. Beyond this, the inherent unpredictability
of human behavior can also play a part in a user’s fluctuating
credibility level [129]. Someone who is seen as reliable today
might display unreliable behavior tomorrow due to reasons
ranging from personal life changes to evolving beliefs [130].
For instance, if someone loses their job in the medical field and
begins to post dubious health advice stemming from personal
frustration or limited access to updated information, their credi-
bility as a previously trusted source on health topics could suffer
a significant decline. Furthermore, user engagement metrics
such as the number of likes and shares, influenced by factors
such as platform algorithms [131], keep changing, highlighting
how a user’s influence and perceived trustworthiness can vary
over time. This dynamic interplay between misinformation and
social explanations poses a critical question: how can compu-
tational methodologies be tailored to create systems that can
adapt to these dynamic shifts?

The varied human factors shaping interpretations of social
explanations present an additional challenge. For example, an
individual with confirmation bias might easily accept a social
explanation that aligns with their existing beliefs, even when
such an explanation is poorly supported by evidence [132].
Cultural background also influences the sources individuals
consider trustworthy. In some cultures, social explanations that
echo collective experiences might be prioritized over those from
domain experts, regardless of the information’s validity or neu-
trality [133]. Given the intricate nature of how different users
interpret social explanations of misinformation, another vital
question emerges: How can we design these systems to meet
diverse user needs arising from varied cognitive processes and
cultural backgrounds? Also, considering these cognitive and
cultural challenges, how can we ensure that the system remains
user-friendly for all users, offering a seamless, intuitive, and
responsive interface? Addressing these questions demands a
deep understanding of the quickly transforming misinformation
landscape and the human factors influencing how people inter-
pret and respond to social explanations.

To address the evolving nature of misinformation effectively,
developing adaptive methodologies within XAI systems is crit-
ical. One such approach involves enhancing the capabilities of
generative pretrained transformers (GPT) for not only detect-
ing misinformation but also for generating real-time, accurate
explanations for the detection. Recent advancements in GPT
technology have shown promise in real-time misinformation
detection through its robust ability to recall factual knowledge
without the need for fine-tuning [134]. Specifically, this capa-
bility allows GPT to quickly compare new information against
a vast database of established facts, highlighting its potential
to contribute to the development of an automated real-time
misinformation detection model. However, the exploration of
GPT’s potential in generating explanations of misinformation
remains relatively understudied. This research gap is significant
given the current limitations of GPT, such as tendencies toward
hallucinations and producing unreliable outputs [135]. In the
rapidly changing misinformation landscape, these inaccuracies
and unreliability of explanations generated by GPT models are
further amplified, as misinformation tactics are becoming in-
creasingly subtle and complex [14]. Therefore, further research
focused on improving the accuracy of GPT’s explanations is
needed to develop reliable real-time explanatory outputs.

Another important research avenue for developing adaptive
XAI systems involves integrating continual learning with user
feedback loops. Continual learning enables AI systems to up-
date and refine their knowledge bases continuously, a feature
that is particularly beneficial in the development of adaptive
XAI systems, where the ability to integrate new information
while retaining existing knowledge is crucial [136]. However,
the challenge of the integration of continual learning with XAI
systems lies in ensuring that the integration of new data does not
deteriorate the quality of explanations provided by XAI systems
[136]. For example, the incorporation of new data can poten-
tially impact the consistency and clarity of explanations nega-
tively, as continually integrating new information might com-
plicate the AI’s ability to provide clear and stable explanations
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over time. One solution to mitigate this potential degradation of
explanation is to incorporate a user feedback mechanism into
the XAI system [137]. Users could highlight specific aspects of
explanations where the system’s explanations may not be keep-
ing pace with the evolving nature of misinformation through
their feedback, which can then be used to adjust and enhance the
AI’s learning algorithms and explanatory methods in real time
[137]. However, this approach introduces two critical research
questions for future exploration: first, the timely acquisition,
analysis, and integration of user feedback—how can we de-
velop methods for immediate feedback processing that can keep
pace with the rapidly changing dynamics of misinformation?
Second, another question to explore is: how can XAI systems
effectively use limited initial user feedback without delaying
necessary updates in fast-evolving misinformation landscape?
This challenge, known as “cold start” problem [138], involves
the difficulty of collecting sufficient feedback quickly enough
to ensure the feedback’s usefulness and confidence for the XAI
system. For instance, with few user feedback at the start of
an event, the system may face a delay in gathering enough
reliable and accurate feedback. Such a delay, while aimed at
validating and enhancing the quality of the input, risks ren-
dering the feedback outdated or less relevant as the context
of misinformation quickly evolves. Therefore, future research
efforts could focus on developing methodologies that enable
XAI systems to circumvent the “cold start” problem. This could
involve developing algorithms that can assess the credibility
of the initial feedback, or implementing confidence scoring
mechanisms that allow for immediate yet reliable adaptation
based on limited feedback (e.g., by assigning confidence levels
to new information through comparison with existing data using
pattern recognition techniques [139]).

C. Nonbinary Nature of Misinformation

The complexity of social explanation increases with the
nonbinary nature of misinformation, which often includes state-
ments that are partially true or false [22]. For instance, con-
sider the claim that “While COVID-19 vaccines are effective in
preventing infection and transmission of the virus, those who
already had COVID-19 do not require vaccination.” This state-
ment is partially true because the COVID-19 vaccines have been
shown to significantly reduce the risk of transmission [140] but
also partially false because individuals who have had COVID-
19 but remain unvaccinated face a risk of reinfection more
than double that of those who were infected and subsequently
vaccinated [141].

Alternatively, there can be the case where the claim itself
is factually correct but can lead to misleading implications.
Consider a social media post that presents statistics showing
a significant increase in gun violence rates within a city over
the previous year. This seemingly accurate information can
mislead users by omitting a crucial detail: the apparent increase
is primarily due to changes in crime reporting. For example, the
shift from the FBI’s summary reporting system (SRS) to the na-
tional incident-based reporting system (NIBRS) has improved
gun violence reporting through comprehensive data collection

[142]. While this statistic may suggest a rise in reported gun
violence owing to the change in the reporting method, it does
not necessarily correspond to an actual increase in gun violence
occurrences. These complexities highlight the importance of
explanations that delve into the underlying motivations and
broader contexts beyond mere content of misinformation. Such
gray areas require nuanced social explanations that go beyond
validating the statistics and probe the broader context and mo-
tives behind sharing such information. In the aforementioned
gun violence rate scenario, for example, the social explanations
can reveal insights from domain experts about the real reasons
behind the data, as well as the sources of information spread
that may aim to influence public demands for stricter law en-
forcement or political support for specific policies. However,
developing effective social explanations for this nonbinary na-
ture of misinformation poses several challenging questions for
researchers. For instance, what methodologies can integrate so-
ciocontextual cues, human behavior, and psychological factors
into understanding nonbinary misinformation? How can these
nuanced insights be communicated to users without causing
confusion or mistrust, given the complex relationship between
truth and falsehood in nonbinary claims?

These questions call for a multidisciplinary approach toward
achieving a comprehensive understanding of nonbinary nature
of misinformation. Recent studies have shown how insights
from behavioral economics, such as the limited-attention utility
model [143] and the concepts of cognitive effort and appeal
to emotions [144], can inform the design of algorithms to
detect misinformation. To further enhance these algorithms, it
is imperative to shift our focus toward the nonbinary aspects
of misinformation. For example, incorporating research on
decision-making process under uncertainty can be beneficial for
designing algorithms that can effectively convey the complexi-
ties of nonbinary misinformation [145]. Another promising ap-
proach for addressing nonbinary misinformation complexities
involves leveraging crowdsourcing techniques, which harnesses
the collective judgment and diverse interpretations of a broad
audience to grasp the nuanced aspects of misinformation [146].
Recent study has shown the success of this approach in iden-
tifying both binary and nonbinary misinformation, including
partially misleading or unverifiable content [146]. Given this
promising result, future research should further explore the
capabilities and methodologies of crowdsourcing to improve
nonbinary misinformation detection. For example, developing
advanced participant profiling systems that provide in-depth,
ongoing assessments of contributors’ specific skills and knowl-
edge is crucial, especially since nonbinary misinformation fre-
quently requires domain-specific expertise to discern mislead-
ing or partially false content.

D. Integrating Social Explanations With an XAI Framework

Social explanations complement a traditional XAI frame-
work that centers on content-based explanations. However, ef-
fectively integrating them is a complex task. One challenge
arises from the different granularity of data inherent in content-
based and social explanations. Content-based explanations
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often analyze granular elements like specific keywords or image
pixels to understand the unique characteristics and attributes
underlying misinformation [18], [19]. In contrast, social expla-
nations present a varied granularity: at the micro level, they
encompass individual user interactions, like comments or likes,
which can reveal personal misconceptions or individual’s reac-
tions to false narratives in community dialogues. On a macro
scale, social explanations analyze patterns that emerge from
clusters of users within the broad social network, capturing
collective sentiment or shared perspectives of a community
[147], [148]. Given such varying levels of details between the
two types of explanation, a question arises: how can we seam-
lessly integrate these varying levels of details into a unified and
coherent XAI framework?

Another challenge arises when the social explanation and
the content-based explanation conflict with each other. For
instance, what if a post is deemed to be misinformative, but
content-based and social-based explanations offer different rea-
sons for this judgment? Imagine a post stating new health
benefits of a specific food. Here, a content-based explanation
can reveal the use of accurate scientific terminology, devoid
of the sensationalism or exaggeration often seen in misinfor-
mation. In contrast, the social explanation can highlight that
the information’s dissemination on social networks parallels
that of earlier debunked health myths. In this case, should both
explanations be presented to the user, allowing them to make
their final decision, or should the system determine the primary
explanation to present to users with an option for users to access
a justification of the system’s decision? These novel questions
present interesting research avenues for future work. For exam-
ple, researchers could work on developing mechanisms within
XAI systems that are adept at reconciling differences between
content-based and social explanations. One potential method
would be developing decision-making algorithms that not only
evaluate the credibility and relevance of different explanations
but also integrate these explanations to deliver a more unified
and comprehensive understanding to users [149]. Additionally,
the need for XAI systems to operate effectively across varying
levels of data granularity calls for the design of frameworks
capable of fluidly transitioning between detailed analysis of in-
dividual interactions and broader examination of social patterns.
As empirical studies in XAI suggests that users would like to
receive explanations at various levels and stages, depending on
what they know and would like to know [150], research on con-
flict resolution and data granularity adaptation promise to not
only facilitate the seamless incorporation of social explanations
into XAI frameworks but also advance the XAI field toward
more nuanced and user-centric explanations.

E. Privacy-Preserving User Interfaces

Designing a user interface that effectively communicates the
utilization of user data without compromising privacy presents
a significant challenge. Misinformation detection models of-
ten rely on various user data categories, such as geographical
location and political affiliation, to assess the credibility of
information [36], [151]. However, incorporating such details

into explanations to enhance the contextual understanding of
misinformation risks exposing sensitive personal data or per-
petuating stereotypes [152]. For example, consider a scenario
where the social explanation demonstrates a higher prevalence
of misinformation in areas characterized by significant political
polarization. Combining this information with other publicly
available data, like social media activity, might enable the iden-
tification of individual users more susceptible to misinformation
within those areas. Specifically, by analyzing the social media
engagement pattern and online news consumption (e.g., types
of news sources individuals follow) among residents of these
identified regions, a more detailed understanding of which in-
dividuals are more likely to be exposed to and interact with
misinformation can be gained. Such identification not only
poses a privacy risk by exposing personal beliefs to the public
but also opens the door for malicious actors to create deceptive
campaigns tailored to the unique beliefs and tendencies of the
misinformation-vulnerable individuals.

Also, in a case when an AI system does not explicitly dis-
close private information, it can indirectly imply user attributes.
For example, if the AI system identifies misinformation based
on multiple reports from highly credible users, it implies that
those users are considered more trustworthy by the AI. This,
in turn, may lead users to form conclusions about their own or
others’ credibility based on the behavior of the AI. Such indirect
implications can be a breach of privacy because, while the AI
may not overtly label users as “trustworthy” or “untrustworthy,”
it’s actions imply the system inadvertently creates a hierarchy
of credibility among its users. Potential solutions may involve
removing sensitive sociocontextual cues in the explanation pro-
cess or providing more abstract explanations to prevent the
explicit or inferred identification of personal user characteristics
or behaviors. However, defining what is considered as a sensi-
tive identifier can be subjective; factors such as user preference
[153] and cultural affiliations [154] vary among users, posing a
challenge in establishing universally accepted standards. While
generalized explanations can prevent exploiting or manipulat-
ing the AI system, they may not meet a user’s demand for
transparency or understanding of the AI system’s actions. Given
these challenges, it is crucial to investigate how AI systems
can effectively present social explanations while maintaining
the privacy of users. For example, researchers could focus on
developing algorithms that can adeptly abstract sociocontextual
cues, ensuring social explanations are informative yet privacy-
preserving. Additionally, investigating user-specific preferences
and cultural nuances in privacy perception will be crucial in
tailoring social explanations to diverse user groups [155]. For
example, this could involve conducting cross-cultural studies to
understand how different societies perceive misinformation and
privacy, and using these insights to develop adaptive algorithms
that can modify their approaches based on the user’s cultural
background identified (e.g., personalized message framing).

F. Evaluation Challenge

Rather than merely explaining the reasons behind misinfor-
mation, social explanations aim to guide individuals in better
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identifying and combating misinformation. Therefore, the as-
sessment of social explanations requires an understanding of
their impact on users’ beliefs and behaviors. However, various
social variables influence human beliefs, including peer pres-
sure and social norms [156], adding complexity to isolating
the effectiveness of social explanations in users’ belief change.
In addition, behavioral changes from social explanations can
be subtle and evolve gradually, much like the unconscious in-
fluences of misinformation [14], complicating efforts to gauge
the impact of social explanations accurately. Furthermore, the
user experience is inherently subjective; while some explana-
tions might resonate with specific demographics, cultures, or
situational contexts, others might not [157]. For example, a
social explanation that emphasizes community values might
strongly resonate with one cultural group but may be perceived
as irrelevant or even offensive by another culture that prioritizes
individual autonomy.

Acknowledging the inherent challenges in quantitatively
evaluating social explanations, we conducted a preliminary ex-
periment as an initial step to measure the explanations’ impact
on users’ misinformation detection accuracy. Specifically, we
designed social explanations in natural language format using
the generative pretrained transformer 3.5 (GPT-3.5). Our fo-
cus was on elaborating user attributes and information diffu-
sion contexts with claims sourced from the LIAR dataset—
a renowned political misinformation detection dataset [158].
For example, a claim from the LIAR dataset says “Barack
Obama’s plan calls for mandates and fines for small businesses
(Information diffusion context: Presidential debate in Nashville,
Tenn; Speaker: John McCain).” The corresponding social ex-
planation is as follows: “The context the claim was made, a
political debate, is known for its strategic rhetoric and partisan
viewpoints, which can sometimes lead to exaggerated or dis-
torted statements. Also, McCain’s varied credibility history (as
provided in the dataset) suggests a tendency toward statements
that are not consistently factual, further casting doubt on the
veracity of his claim.” All social explanations used in our exper-
iment were manually fact-checked to ensure their correctness.
Using such a set of social explanations, we recruited 20 partic-
ipants via Amazon Mechanical Turk (MTurk) to evaluate the
effectiveness of these explanations in detecting misinformation.
Informed consent for our experiment was obtained by following
the corresponding Institutional Review Board (IRB) protocol.
We compared users’ accuracy in identifying false information
with and without the use of social explanations. The results
showed that detection accuracy increased to 63.33% with social
explanations, compared to 39.74% without, highlighting the ef-
fectiveness of social explanations in misinformation detection.
Moving forward, we aim to broaden our research by exploring
more diverse explanation designs beyond natural language, in-
corporating various types of social explanations as outlined in
Section III, and extending our studies to nonpolitical settings.

Despite our initial finding that shows the potential of so-
cial explanations in misinformation detection, the complexity
of social explanations raises an important research question:
How can we establish comprehensive metrics and criteria to
accurately assess the impact of social explanations on user

experience and their effectiveness in debunking misinformation
across varied user perspectives? For example, how can we de-
velop metrics that accurately capture both the immediate and
long-term effects of social explanations on changing user be-
liefs and behaviors concerning misinformation? Also, how can
we ensure our evaluation method accurately captures the nu-
ances of diverse user groups (e.g., developing metrics to assess
how social explanations impact users of varied ages, educations,
and cultures, for a comprehensive evaluation)? These questions
call for a collaborative research effort aimed at developing
sophisticated, multidimensional frameworks for evaluating the
effectiveness of social explanations in debunking misinforma-
tion. For example, researchers can consider leveraging methods
in behavioral psychology (e.g., controlled experiments and lon-
gitudinal studies) and computational modeling techniques (e.g.,
machine-learning algorithms and statistical network analysis).
These techniques can be used to develop metrics that not only
measure immediate user responses to social explanations, such
as engagement patterns and sentiment analysis using machine-
learning algorithms, but also track changes in belief systems
over time using network analysis.

G. Practical Challenges Faced by Social Platforms in Misin-
formation Management

Finally, we explore the practical challenges that social media
platforms face in effectively managing misinformation using
socio-contextual cues. Social platforms, despite the availabil-
ity of various socio-contextual cues, face some challenges in
mitigating misinformation’s spread [116]. Among various fac-
tors contributing to this challenge is the “attention economy”
inherent within these platforms [159]. The primary business
model of many social platforms is built on user engagement
metrics such as clicks, likes, shares, and the followers [159],
[160]. This model often leads to a situation where sensational or
controversial content, typically associated with misinformation,
tends to receive higher user engagement [42]. Such a scenario
presents a complex dilemma for platforms: balancing the need
to keep users engaged (and thereby maintaining profitability)
against the moral and social responsibility to prevent the spread
of misinformation. Adding to this challenge is the opaque na-
ture of the algorithms curating user content feeds [161]. These
algorithms, focusing primarily on maximizing engagement, can
inadvertently amplify misinformation by creating echo cham-
bers where users are continuously exposed to and reinforced in
their existing beliefs or misconceptions [162]. Given these chal-
lenges, it becomes clear that social media platforms should do a
comprehensive reevaluation to the core mechanisms that govern
content distribution and user interactions on these platforms.
This reevaluation involves finding a delicate balance between
user engagement, factual accuracy, and ethical responsibility,
ensuring that the pursuit of profit does not override the imper-
ative of delivering truthful and reliable information.

In addition to these inherent challenges, social platforms
face difficulties in implementing and integrating sociocontex-
tual cues effectively to combat misinformation. Implementation
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challenge, for example, revolves around the feasibility of track-
ing, storing, and processing the vast amount of sociocontextual
cues within a unified system. Addressing this challenge requires
the deployment of cutting-edge technologies capable of manag-
ing the substantial data generated by user interactions—ranging
from individual attributes to complex network behaviors (see
Section III-C for more details). Moreover, strict adherence to
data privacy and legal standards, such as those outlined in
the General Data Protection Regulation (GDPR), is imperative
[163]. Compliance with such regulations requires the utilization
of privacy-preserving data mining techniques, striking a deli-
cate balance between anonymizing user data for privacy and
preserving its analytical utility [163]. Thus, ongoing research
endeavors are indispensable to ensure robust privacy protection
without compromising analytical depth and utility [164]. Fur-
thermore, the challenge extends to seamlessly integrating these
processed cues into the existing frameworks of content mod-
eration and misinformation management on social platforms
[165]. Achieving this integration mandates a robust technical
infrastructure capable of accommodating diverse data types,
coupled with a strategic approach to embedding these insights
into moderation policies and practices that uphold ethical stan-
dards [166].

The integration challenge in social media arises from its
diverse content formats (e.g., text, images, videos, and user
interactions) [167]. While this article’s focus has been on textual
misinformation, we recognize that misinformation also thrives
in image, video, and audio, each requiring specific analytical
techniques for processing [167]. For example, as detailed in
Section III, textual content is analyzed through NLP, user be-
havior through social network analysis, and visual content via
CNN [168]. Despite the development of sophisticated methods
to process each data type, the primary challenge extends beyond
individual data processing to the fusion of these insights, aiming
for a comprehensive understanding of misinformation. Recent
advancements in this line of work include the development
of Text-Image CNN (TI-CNN) models, which consider both
textual and visual content to detect fake news, underscoring
the importance of multimodal analysis in contemporary fake
news detection efforts [168]. Yet, effectively integrating socio-
contextual cues requires expanding our focus beyond text and
visuals to encompass the analysis of post timings, patterns of
network dissemination, and metrics of user engagement. There-
fore, a more holistic approach that utilizes various analytical
techniques, such as temporal analysis and diffusion pattern
modeling, beneficial to enhance the detection and mitigation
strategies against misinformation.

Finally, the proliferation of misinformation remains a
formidable challenge for social media platforms, as rapid prop-
agation undermines content moderation and fact-checking en-
deavors [70]. This swift dissemination of misinformation can
distort public discourse before any corrective measures are
possible [70]. Furthermore, psychological barriers like con-
firmation bias and cognitive dissonance make it difficult to
correct misinformation, with individuals often reluctant to ac-
cept information that contradicts their preexisting beliefs [14].
In response to this challenge, there have been recent research

on developing early detection systems for misinformation, em-
ploying techniques such as linguistic analysis, examination of
user attributes and comments, engagement metrics, and analysis
of diffusion patterns [169], [170], [171], [172]. These emerg-
ing misinformation detection models have shown remarkable
efficacy, showing an accuracy rate of over 90% within just 5
min of news release [169]. However, despite these technological
improvements, there is a critical need for greater transparency
and better understanding of these algorithms among users.
The current gap in user-centric design within misinformation
detection models restricts the model’s utility in combating the
spread of emerging misinformation. For instance, illustrating
the diffusion patterns of misinformation in a manner that echoes
past deceptive campaigns could lead users to critically evalu-
ate and potentially disregard dubious sources. Therefore, ad-
dressing emerging misinformation opens up various research
paths, including identifying key sociocontextual cues for detect-
ing emerging misinformation and differentiating between the
approaches used to explain traditional misinformation versus
those required for emerging misinformation.

VI. CONCLUSION

In this article, we envisioned integrating social explanations
into XAI to combat misinformation. By leveraging sociocontex-
tual cues such as user attributes, engagement metrics, diffusion
patterns, and user comments, we provided a comprehensive
overview of social explanations, highlighting both their unique
benefits and the challenges they present. Drawing upon in-
terdisciplinary techniques from fields like computer science,
social computing, HCI, and psychology, our vision extended the
current XAI literature by broadening its focus beyond content-
based explanations. We highlighted the unique advantages of in-
tegrating social explanations into XAI, including enhanced user
trust in AI systems and empowerment in combating misinfor-
mation. However, we also acknowledged several open research
challenges associated with our vision, such as the dynamic and
nonbinary characteristics of misinformation and the effective
integration of social explanations into XAI frameworks. Ad-
ditionally, we discussed the practical application of our vision
in areas like education and journalism and address the specific
challenges of realizing our vision on social media platforms,
where misinformation is known to proliferate. Moving forward,
we anticipate that this article will position our vision of integrat-
ing social explanation into XAI as a crucial pathway for future
XAI research, particularly in the current era of combating online
misinformation.
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