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Guest Editorial
Special Section on Tiny Machine Learning in

Internet of Unmanned Aerial Vehicles

W ITH the rapid development of ubiquitous networks and
smart devices, artificial intelligence-based unmanned

aerial vehicles (UAVs) are drawing more and more atten-
tion. The rise in popularity of deep neural networks
(DNNs) has spawned a research effort to deploy various
kinds of DNN models on vehicles. They have been used
to accomplish complicated vehicular tasks and enable the
construction of intelligent vehicular networks. Despite the
promising prospects, how to train and run them on resource-
limited and hardware-constrained UAVs faces huge challenges.
Furthermore, the tradeoff between accuracy and latency needs
to be considered while reducing the computational cost of
DNN training.

In light of these potentials, this special issue invited original
and breakthrough research, which advanced the field of tiny
machine learning (ML) for Internet of UAVs. After a rigorous
peer review done by at least three- and one-round revision
(many papers with two-round or three-round revision), only
43 among 114 submissions were accepted. They can be
categorized by research focus into three categories: 1) security
and privacy; 2) system robustness; and 3) environmental
adaptability.

A number of studies have focused on the security and
privacy issues in the Internet of UAVs. Wu et al. [A1] proposed
a fast location-aware repair strategy for grouped UAV clusters.
It is a dynamic repair method aiming at minimizing repair
time and cross-group repair traffic. The primary focus is on
finding the optimal middle partial decoding nodes to help
groups based on the node location, thus minimizing the repair
time of each strip. Simulations and local static cluster exper-
imental results have verified its feasibility and effectiveness.
Qureshi et al. [A2] considered an asynchronous federated
framework for UAV networks by local model training and
parameter transmission to a mobile-edge computing (MEC)
server, enhancing learning efficiency and addressing data
privacy concerns. They present a device selection strategy and
a multiagent asynchronous advantage actor–critic-based joint
resource allocation algorithm to optimize latency and energy
utilization in the Internet of UAVs. Zhang et al. [A3] intro-
duced a novel tiny ML-based noise-tolerant radio frequency
fingerprinting system that integrates contrastive learning and
data augmentation techniques. The primary objective is to
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enhance the identification of unauthorized UAVs by improv-
ing generalization ability. The augmentation technique is
employed to enhance legitimate training data sets, particularly
under varying signal-to-noise ratios. Furthermore, they intro-
duced a novel contrastive loss criterion designed to capture
relevant information from the collected samples.

Pauu et al. [A4] introduced a decentralized graph federated
learning (FL) method to process distributed learning for a
huge number of interconnected nodes in a graph network. It
comprises three main phases: 1) utilizing stochastic gradient
descent with differential privacy for local model training
on UAVs to safeguard sensitive information; 2) leveraging
blockchain for secure and efficient model weight sharing; and
3) implementing a dedicated proof-of-stake consensus mech-
anism for validator selection and model weight aggregation.
Their method aims to balance privacy protection and model
accuracy while ensuring low latency, communication, and
computational efficiency. To address the privacy and security
issues caused by environmental dynamics, Wang et al. [A5]
proposed a joint FL computing offloading technique based
on edge intelligence. A multilayer perceptron is employed to
learn the characteristics of computational tasks and transfer
different tasks to different smart devices. Considering that task
publishers in existing FL incentive methods are boundedly
rational under risky conditions, Fu et al. [A6] proposed a
prospect theory-based incentive mechanism for UAV networks.
They used prospect theory to model the risk-aware behavior of
task publishers and construct a subjective utility model. Then,
they utilized the framing effect of the prospect theory to design
the optimal contract to maximize subjective utility.

Wu et al. [A7] focused on the network security issues of
UAVs and established a targeted intrusion detection system.
They developed an improved fuzzy rough set model based on
adaptive neighborhoods. They employed a feature selection
method to select optimal features and reduce the over-
all computational cost of the intrusion detection system.
Furthermore, they proposed a tiny intrusion detection model
that achieves high-precision detection via shallow deep learn-
ing (DL). Liu et al. [A8] combined local search and iterative
optimization to jointly optimize data collection locations and
visitation sequences for the Internet of UAVs. Virtual nodes
are introduced, enabling the Internet of UAVs to dynami-
cally avoid high-risk areas. An online virtual node selection
algorithm leveraging tiny ML models supports real-time tra-
jectory re-evaluation and adjustment to improve flight safety.
Considering the high heterogeneity and limited resources in
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UAV networks, Zhou et al. [A9] proposed a community-
based hierarchical framework for privacy preservation and
poisoning elimination of fairness-aware FL in heterogeneous
UAV networks. First, they divided UAV nodes based on
cross-participant similarity and task-oriented fitness to obtain
peer communities and coworker ones. Then, they integrated
community-specific differential privacy into the mutually
reliable fairness-aware FL process to achieve both privacy
amplification and efficient individual collaborative training.

Zhu et al. [A10] proposed a secure message transmission
scheme and location obfuscation to address security and
privacy threats in large-scale UAV communications. Their
scheme utilizes reinforcement learning (RL) to generate
stable propagation paths and employs position obfuscation
techniques to conceal the relative positions of UAVs. To
mitigate access issues posed by malicious nodes, a message
authentication-based encryption technique is employed to
encrypt transmitted data and prevent forgery. Kang et al. [A11]
formulated a game model to capture the interaction between
roadside units and UAVs by incorporating the immersion
metric into the utilities of UAVs for the detailed understand-
ing of user experiences. Additionally, they proposed a tiny
multiagent deep RL (DRL) algorithm by leveraging pruning
techniques to efficiently approximate Stackelberg equilibrium.
By combining DRL with pruning, their algorithm can effec-
tively handle complex environments, thus improving overall
performance in resolving Stackelberg games for UAV twin
migration. Zhou et al. [A12] investigated the transferability
of adversarial attacks in the context of scaling tiny ML to
reduce security risks in the Internet of UAVs. They mea-
sured the transferability of adversarial attacks and explored
the methods to enhance their transferability and effective-
ness. The methodology provides visualizations that vividly
illustrate the impact of adversarial instances, facilitating an
intuitive exploration and analysis of results. Zheng et al. [A13]
introduced a trustworthy, low-latency, energy-efficient tiny
wireless FL framework with blockchain for the Internet of
UAVs. They presented a model to quantify the trustworthiness
of devices, incorporating communication, computation, and
block production time with a decay function per FL round
at UAVs. The proposed model aggregates trust information
from various UAVs based on their trust recommendation
credibility, which is further formulated as an optimization
problem to balance trustworthiness, learning speed, and energy
consumption across tiny IoT devices with varying capabilities.

The second category of papers focuses on enhancing the
system robustness of the Internet of UAVs. To address the chal-
lenges posed by complex urban environments and hardware
limitations of UAVs, Xi et al. [A14] proposed a lightweight
soft actor–critic algorithm to optimize the model training pro-
cess, network architecture, and algorithmic model. To enhance
feature loss and learning efficiency, they introduced a cross-
layer connection method. They adopted adaptive temperature
coefficients to realize dynamic UAV exploration probabilities.
Wu et al. [A15] proposed a cross-platform adaptive weight
compression approach for DNN models to accommodate dif-
ferent smart devices and enhance the reliability of intermediate
model weight transmission. They encapsulated binary weights
into self-contained dynamic batch-like transactions to decrease

encoding and decoding overhead. Finally, they gave a quantile-
based histogram sketch to compress the intermediate model by
using constrained space. Li et al. [A16] focused on topology
control in UAV swarm ad-hoc networks. They designed a
centroid-guided target-driven method to transform arbitrary
graphs into 2-connected graphs. Furthermore, they proposed
a topology control method based on this approach to gen-
erate 2-connected network topologies suitable for topology
construction and adjustment.

Hu et al. [A17] designed a lightweight multitype data
blockchain architecture to cater to the specific requirements of
low-latency query services and cost-effective resource utiliza-
tion in massive Internet of UAV systems. They incorporated
innovative cross-layer lightweight multitype blocks in their
architecture. Resource-constrained UAVs maintain lightweight
block headers, fog nodes store block bodies with high query
probability, and less frequently accessed data is offloaded to
cloud storage. A cost-effective block scheduling scheme is
proposed to optimize the storage and querying costs. This
scheme adopts a cooperative DRL algorithm to effectively
schedule lightweight multitype blocks between the fog and
cloud layers. To enhance UAV coverage and reduce energy
consumption, Jia et al. [A18] proposed a path-planning method
with bidirectional forwarding path coverage for optimizing
UAV flight trajectories. They merged the subconvex region
and weighted traversal of the graph to decrease the compu-
tational cost of obtaining complete paths. Zhang et al. [A19]
investigated the optimization of brain–computer interfaces in
UAV-assisted IoT. To improve the lightness and accuracy of
the model on intelligent vehicles, they proposed a lightweight
self-attentive augmentation model to decode universal brain
control intentions between UAVs and intelligent vehicles and
construct a data set of vehicular brain-controlled intentions.
Liu et al. [A20] constructed a system where UAV serves as a
mobile charger for replenishing sensor energy and the mobile
utility vehicle acts as a mobile base station for replacing the
UAV’s battery. The primary objectives are to minimize sensor
downtime and optimize UAV energy consumption. To address
this problem, they adopted a multiobjective deep Q-network
(DQN) algorithm.

Kong et al. [A21] transformed the path planning of UAVs
into an optimization problem and proposed a multiagent
deep deterministic policy gradient-based algorithm for UAV
trajectory planning. To further reduce the overall energy
usage, they introduced the “tiny one,” an enhanced variant
achieved through pruning and reducing hidden layer nodes.
This approach can reduce UAV energy consumption by reduc-
ing computational cost, thereby improving UAV flight time
and data collection duration. To achieve energy-efficient split
inference in UAVs with multiple tasks, Zhao et al. [A22]
proposed a two-timescale approach. Specifically, the discrete
and continuous variables are divided into two timescales
to reduce the size of the action space and computational
complexity, allowing for the utilization of tiny RL in select-
ing discrete transmission modes for sequential tasks. An
optimization technique is incorporated between the output and
a reward function to optimize continuous transmission power.
To further reduce computational complexity, an algorithm is
proposed to minimize transmission power in each time slot.
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By minimizing the transmission time of each task, which
results in a monotonic decrease in energy consumption, the
minimal transmission power can be achieved. To address
model aging, Zheng et al. [A23] presented an enhanced
scheme for detecting TinyML-based container escapes based
on semantic associations of syscalls. First, they efficiently
gathered multidimensional syscall data from UAV networks
by using the designed eBPF-based data collection framework.
After that, the time window sliding algorithm is employed
to identify the most relevant multidimensional data related
to escape behaviors. Finally, the performance of existing
detectors is improved through feature encoding and clustering
techniques.

Chen et al. [A24] proposed an expert hybrid model archi-
tecture to optimize system utility to address the issue of
giant models unable to meet computational and memory
requirements on UAVs. They decoupled the giant model into
multiple micro-experts and enabled UAVs to dynamically
select the best matched expert. In the scenario of multiple
edge servers with multiple UAVs, the selection of experts and
the association of UAVs are two central issues. The authors
propose a graph learning-based solution to address them by
learning the complex interactions among edge servers, UAVs,
and their required experts, thereby maximizing system utility.
Zhong et al. [A25] proposed a novel lightweight federated
graph learning (FGL) framework to accelerate the inference
speed of classification models in UAV-assisted MEC systems
with limited computing and storage resources. They designed
an adaptive subgraph generator to obtain well-compressed
subgraphs. To alleviate the pressure of resource-constrained
UAV-assisted MEC systems, they introduced a lightweight
graph convolutional model as the local node classifier in FGL,
simplifying the feature propagation of graph neural networks
into a multiclass logistic regression, thereby accelerating local
training and inference.

Liu et al. [A26] proposed a mobility-aware service offload-
ing and migration scheme for UAV-assisted Internet of vehicles
in multiaccess MEC platforms. They formulated service place-
ment, migration, and UAV deployment as an optimization
problem and utilized the Lyapunov optimization method to
solve it in real time. Additionally, they introduced a multiagent
deep deterministic policy gradient algorithm for near-global
optimal policy determination, leveraging only local observa-
tion information to optimize serving delay, service offloading
rate, and migration cost.

Wu et al. [A27] investigated participant and sample selection
for efficient online FL in UAV swarms. They combined online
learning with FL, enabling UAVs to supplement real-time sam-
ples and share training results, thus effectively improving ML
model accuracy in unfamiliar scenes. Additionally, to reduce
the training latency required to achieve expected model accu-
racy, their proposed algorithm allows the server UAV to select
participants with high training utility, while selected client
UAVs can choose more important samples. Zeng et al. [A28]
proposed a novel mobility management framework for UAVs
based on RL to address limited computational resources
and sensing radius of UAVs. This framework periodically
guides UAVs to update their decision networks collaboratively,
thus well determining their movement patterns and enabling

support for worst case scenarios. It adaptively makes decisions
based on the current environmental context and utilizes backup
UAVs to process unprocessed data when needed, thereby
achieving higher cumulative payoff rewards and faster algo-
rithmic convergence.

Considering the random characteristics of user movement
and interference characteristics among different nodes,
Gao et al. [A29] derived the probability of cache hit and the
probability of successful transmission under different content
transmission modes by using stochastic geometry methods.
They utilized tiny ML to predict the request probability of user
devices and then designed UAV path-planning algorithms to
cover users with high request probability in a short time.

The third category of papers aims to facilitate the environ-
mental adaptability of the Internet of UAVs. Xiong et al. [A30]
proposed an object detection algorithm based on the single-
stage learning framework. Their algorithm integrates adaptive
feature fusion and enhances attention mechanisms to solve the
object detection problem, especially for small and low-resolution
objects from the perspective of UAVs. In the feature extraction
phase, they utilized soft pooling to improve the feature extraction
network and prevent the loss of edge information for small
targets. An optimized subspace attention module is proposed
to improve small object representation and reduce the impact
of background noise on object detection performance.

Yang et al. [A31] proposed a UAV control framework to
streamline tasks for operators in time-critical scenarios. They
proposed a field-of-view transformation method by combining
lightweight target detection with the UAV operator’s gaze
information to locate target objects, thus well-solving object
detection failure caused by reflection. Additionally, they intro-
duced the incremental proportion integration differentiation
control algorithm to realize automatic real-time UAV control.
To address distorted ground data distribution, Yu et al. [A32]
proposed a bias-compensation augmentation learning frame-
work to enhance semantic information extraction capability.
They employed an artificially augmented neural network to
determine relative bias values of collected image data and
proposed a bias-compensated computational offloading strat-
egy to address limited computation resources. Their strategy
enables a tradeoff in network scheduling efficiency and model
accuracy.

Fu et al. [A33] formulated a decision problem to optimize
the deployment of multiple UAVs, aiming to maximize
the communication coverage ratio of vehicular networks.
They proposed corresponding solutions under the dual-
layer nested decision-making framework, centralized training
with decentralized deployment, and accelerated training by
merely collecting critical states into a dense sampling buffer.
Lu et al. [A34] presented a method for enhancing indoor
UAV localization by integrating fine-time measurement for
distance calculation and DNN for error correction. By utilizing
physical-layer information, the system discerns environmental
traits and appraises signal propagation paths by extracting
temporal domain data from channel state information and
learning nonlinear associations among delay, power, and mean
ranging error.

Wang et al. [A35] proposed a Lagrangian-based proximal
policy optimization algorithm to optimize the policy based on
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primal pairs. They optimized the user time allocation and the
height of UAVs to maximize network throughput and minimize
task completion time by transforming the problem into a
constrained Markov decision process (MDP). Additionally,
the candidate hover points of UAV are optimized based on
multiagent collaborative decision making. Finally, they used
a Lagrangian-based proximal policy optimization algorithm
to jointly optimize the UAV height and time allocation of
wearable devices. Li et al. [A36] proposed a hierarchical
intelligent traffic offloading network optimization framework
based on deep FL to address the severe capacity pressure of
cellular networks. Through FL, the UAV swarm is organized
hierarchically, and the leader UAV is selected as the top-level
central server for model aggregation. Additionally, the traffic
offloading problem is formalized as an MDP.

Chen et al. [A37] proposed a profit-aware cooperative
offloading framework with lightweight DRL to address the
performance degradation caused by dynamic system states
and various traffic patterns in UAV-assisted MEC systems.
First, they formulated the profit maximization problem and
proved its NP-hardness. Next, they designed an improved DRL
method with twin critics’ networks and a delay mechanism
are to resolve such issues as Q-value overestimation and high
variance. Finally, they developed a multiteacher distillation
mechanism with an advantage value function for the DRL
model.

Zhou et al. [A38] proposed a scheme for constructing
and distributing radio maps applied in UAV-assisted MEC
networks. They converted the distribution of radio maps
into a collaborative process between UAV servers and smart
mobile devices, designing different distribution models for
varying network conditions. To enhance system performance
and operational efficiency, they integrated the scheme with
DRL to achieve seamless coordination between UAVs and
mobile devices. Khan et al. [A39] investigated UAVs equipped
with tiny ML algorithms to detect road damage. Specifically,
they utilized UAVs and vehicle dashboard cameras to collect
data for constructing the data set and training both pure and
hybrid models. They developed DL target detection models
for road damage recognition and infrastructure assessment.

Yi et al. [A40] presented a UAV-assisted DNN scheme that
addresses the pressing need for efficient model compression
without sacrificing precision. They combined gradient-based
sensitivity analysis techniques with a multilayer perceptron
architecture and developed a dynamic framework capable
of adapting its structure to diverse tasks while maintaining
superior performance. Their approach utilizes gradient-based
sensitivity analysis instead of traditional sensitivity analysis
by leveraging gradient information to assess node importance
within large-scale models efficiently. Kalenberg et al. [A41]
proposed a scheme to maximize system robustness by inte-
grating a millimeter-scale 64-pixel depth sensor with a
low-resolution grayscale camera. Detection of nano-UAV
is achieved by using a tiny ML-based convolutional neu-
ral network, followed by reorientation via a lightweight
auto-navigation system. To assess its effectiveness, the
authors conducted their tests in a Crazyflie 2.1-based
environment.

Rahim et al. [A42] proposed a solution for UAV trajec-
tory design in space–air–ground networks to optimize energy
efficiency. Their algorithm utilizes federated DRL combined
with tiny ML to optimize the flight paths of low-altitude
UAVs. Their primary objective is to enhance energy efficiency
and operational coverage in dynamically changing environ-
ments. By distributing learning processes across devices, they
intended to minimize power consumption while collecting data
from ground nodes and providing efficient data offloading
to high-altitude UAVs and satellites. Chopra et al. [A43]
proposed a NOMA-based resource allocation scheme for
cellular ultradense networks to address the resource constraints
of time-sensitive applications. They derived expressions for
each user pool to compute the scheduling time fraction and
a generalized expression for the user scheduling time fraction
for all use cases.
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