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ABSTRACT The application of point cloud registration technology for workpiece positioning compensation
using optical three-dimensional measurement methods has attracted widespread attention in the manufactur-
ing industry, particularly point cloud registration methods integrated with deep learning are booming. Since
the training of current deep learning registration methods is often based on public datasets, however, the
performance of point cloud registration of guide vanes depends on the relevance, quality, and quantity of
the training dataset, if the training is directly based on the current public dataset directly used for the guide
vanes, the accuracy of the registration criteria cannot meet the requirements, and secondly, in real industrial
scenarios, manually obtaining the real dataset is time-consuming, labor-intensive and error-prone. To address
these issues, this paper proposes a virtual simulation method based on the CAD model of the workpiece to
set up a virtual camera so that a large number of near-real datasets can be generated quickly. The method
can simulate the incomplete vanes point cloud obtained by real shooting due to self-occlusion by setting
multi-angle virtual cameras on the hemispherical surface wrapped in the CAD model. The experimental
results show that the combination of the deep learning registration method and the virtual dataset method in
this paper can improve the accuracy, efficiency, and stability of the deep learning registration for workpiece
positioning compensation, which has a good prospect for practical application.

INDEX TERMS Guide vanes registration, Virtual dataset, Deep learning, Guide vanes Positioning.

I. INTRODUCTION

THE guide vanes are the vital component that determines
the energy conversion efficiency, reliability, and service

life of an aero-engine [1]–[3]. In order to ensure the per-
formance of the guide vanes and long-term stability under
extreme working conditions, it is indispensable to strictly
control the geometric and dimensional accuracy of the guide
vanes, especially for the more complex and precise multi-
connected guide vanes, whose machining and manufacturing
errors may directly determine the overall performance of the
aero-engine.

Blanks of guide vanes before machining are usually an
accurate investment casting, and the vanes profile will be
used as a datum to machine a new datum before cooling hole
machining. In the event of a significant error in the positioning
of the coarsest datum, this error will be progressively am-

plified with each subsequent datum conversion. Therefore,
the rapid and precise positioning of the vanes prior to the
initial rough machining is of paramount importance to the
subsequent quality of the machining process. In the contem-
porary guide vane manufacturing industry, vane positioning
usually requires manual alignment to fine-tune the machining
G-code generated from the CAD model. Consequently, the
accuracy of rough machining operations is contingent upon
the experience of the operator, which does not guarantee
the consistency and efficiency of machining [4]. In order to
ensure the rough machining accuracy of the vanes, a novel
compensation method for the positioning error is urgently
needed.

It is well known that point cloud registration technology
has been widely employed in the positioning compensation
of machining processes and the measurement problems of
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workpieces, especially, deep learning-based point cloud reg-
istration methods have demonstrated clear advantages in reg-
istration accuracy, stability, and speed. These methods have
been widely recognized and adopted by scholars due to their
high robustness to noise, low overlap, and the ability to per-
form local-to-whole registration. Aoki et al. [5] proposed the
PointNetLK algorithm,whichmodifies the Lucas andKanade
(LK) algorithm and integrates PointNet [6] and LK algo-
rithms into a trainable recurrent deep neural network, which
minimizes the difference in the global features of the two
pieces of the point cloud. Sarode et al. [7] introduced a point
cloud registration network (PCRNet), which uses PointNet to
encode the point cloud and input it into a multilayer percep-
tron layer (MLP) to solve the change matrix, improving the
efficiency and robustness of the algorithm. Wang et al. [8]
proposed the deep closest point (DCP), which is based on the
Transformer network structure to get the soft correspondence
between two pieces of point clouds, and then find the optimal
registration relationship. Yew and Lee [9] proposed robust
point matching (RPM), which uses a feature extraction net-
work to learn a mixture of features for each point containing
spatial coordinates and local geometric information to obtain
a soft match of the corresponding point, which enhances the
robustness of rigid point cloud registration.

However, due to the specificity of the shape and machining
of the multi-connected guide vanes, the direct selection of one
of the above deep learning registration methods for vanes po-
sitioning compensation also has the following two challenges:
firstly, the network training of these deep learning point cloud
registration methods is often based on commonly used public
datasets such as ModelNet40, etc. [10], [11] Since these
public datasets do not contain a specific guide vane model
required for industrial machining if they are directly used for
vane point cloud registration for positioning compensation
the effect is not good, so there is a need to seek a method
that can collect large amounts of point cloud datasets of guide
vanes for many times. Secondly, if the camera is used to
collect vane point cloud data several times to create a dataset,
it will inevitably face the problem of collecting insufficient
training datasets and taking a long time to collect them, so
it is necessary to have a high efficiency of this method of
collecting datasets. Overall, there is an urgent need to find
a method to quickly generate a large number of guide vane
point clouds close to the real shooting scene in order to build
up the dataset and improve the performance of the algorithm.

In recent years, the application of virtual simulation
technology to obtain simulated datasets has shown great
promise in network training to improve algorithm perfor-
mance. Bochinski et al. [12] proposed to utilize a method
based on the automatic generation of virtual world datasets
to train CNN classifiers using virtual world datasets, which
achieves results comparable to classifiers trained on real-
world datasets. Yang et al. [13] proposed a method to build a
virtual dataset to address the difficulty of collecting industrial
datasets by constructing a 3Dmodel of the sprayed workpiece
and the factory environment in a virtual environment auto-

matically generating the labeled data, and finally using real
datasets, self-constructed virtual datasets, and hybrid datasets
for model training, which confirms that the virtual dataset
can significantly improve the accuracy of the trained model.
Xue et al. [14] proposed a virtual and real fusion dataset
for ViRFD, which improves the segmentation accuracy of
the rock segmentation algorithm model by fusing the dataset
generated by the virtual engine Unity with the real dataset.
Therefore, in response to our aforementioned need to quickly
generate a large amount of guided vane point cloud data close
to the real shooting scene, virtual simulation technology can
provide inspiring ideas for our work, so as to obtain a near-
real virtual vane dataset to train deep learning algorithms to
improve the algorithm performance.
However, the special structure of themulti-connected guide

vanes using virtual simulation technology to obtain the virtual
dataset in this paper also has the following challenges: firstly,
the multi-connected guide vanes have the phenomenon of
self-occlusion in the process of acquiring the vane dataset
by actual shooting, and it is not entirely applicable to this
paper to directly use the aforementioned virtual simulation
methods to generate virtual datasets. Meanwhile, in order
to quickly generate a guide vane dataset close to the real
shooting, creating a dataset by just manually clipping the
CAD-generated point cloud does not reflect the real situation
where the point cloud is partially visible due to self-occlusion.
Therefore, In order to solve the problem of poor accuracy

of the selected deep learning registration algorithm for guide
vanes positioning compensation, this paper will propose a
method based on virtual simulation technology to quickly
generate a near-real guide vanes point cloud dataset, which
can realistically simulate the guide vanes self-occlusion
caused by the partially visible point cloud of the real situa-
tion, and the generated dataset will be fed into the learned
registration algorithm for training to improve the performance
of the network to achieve more accurate compensation of
workpiece positioning before machining. The main layout of
this paper is as follows: (1) take the given guide vanes as the
research object, select the high-performance deep learning
registration algorithm adapted to the object, (2) propose a
virtual simulation method based on the CAD model to set
up a virtual camera so that a large number of datasets can
be generated quickly to improve the accuracy of the network
registration after training effectively.
In summary, the contributions of this article are as follows:

We propose a method to quickly generate a simulation dataset
based on aworkpiece CADmodel setupwith a virtual camera.
By using the dataset generated by this method to train a
deep learning registration algorithm significantly improves
the accuracy and stability of the algorithm in guide vanes
registration, thus reducing the positioning compensation error
before machining of the workpiece.

II. SELECTION OF HIGHLY ROBUST ALGORITHM
In this section, in order to select the deep learning registration
algorithm with high robustness and stability to adapt the
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partial point cloud with noise points to the complete smooth
point cloud, we will comprehensively compare the registra-
tion effect of current traditional registration algorithms and
learning-based registration algorithms, and before the com-
parison, we will propose face-to-face mean distance error
(FFMDE) to more accurately evaluate the registration results
and the vane positioning effect.

In order to evaluate the performance advantages of each
algorithm, the evaluation metrics used include 1) average
registration time is used to evaluate the network registration
speed and characterize the algorithm efficiency; 2) root mean
square error (RMSE), which represents the square root of
the squared mean value of the difference between the actual
value and the predicted value, and is used as a measure of the
distance or error between the two-point clouds as shown in
(1):

RMSE =

√√√√ 1

N

N∑
i=1

(xi − yi)
2 (1)

whereN is the total number of points, and xi is the point in the
source point cloud, and yi represents the corresponding point
in the reference point cloud.

FIGURE 1. Relationship between RMSE and density.

The smaller RMSE values mean that the two pieces of the
point cloud are closer to each other, but in fact, as shown in
Fig. 1, under the same degree of registration, the RMSE is
closely related to the density of the point cloud, the higher
the density of the two pieces of the point cloud, the closer the
distance between the points, the smaller the calculated RMSE
is, which means that the density of the point cloud is also a
variable that affects the result of the registration. However,
it is difficult to ensure the consistency of this variable in
the pre-processing of the photographed point clouds, which
makes it unreliable to judge the registration effect only by the
RMSE value after the registration. Therefore, for the aviation
vane surface point cloud, this paper proposes a more appli-
cable evaluation metrics, the face-to-face mean distance error
(FFMDE), which can well solve the problem of the failure of
the discriminative registration effect caused by the difference
in the density of the point cloud after the preprocessing, and
more reasonably reflect the degree of fit of the two vane
profiles.

As shown in Fig. 2, for each point xi in the source point
cloud, search for its nearest point in the reference point cloud
as the corresponding point yi, and according to the unit normal
vector of its corresponding point, construct FFMDE calcu-
lated as in (2):

Reference Point Cloud

 Source Point Cloud

Tangent Plane

FIGURE 2. Schematic of calculating the face-to-face mean distance
error(FFMDE).

FFMDE =
1

N

N∑
i=1

−→ni · −→xiyi (2)

where −→xiyi denotes a set of connecting line vectors of the
corresponding points.
Due to the difference in geometric structure between the

source point cloud and the reference point cloud, the source
point cloud data will be missing due to occlusion and the
presence of noise data will fluctuate, however, the reference
point cloud converted from the CAD model is complete,
smooth and homogeneous, which increases the difficulty of
the algorithm’s registration, so it is necessary to choose deep
learning registration algorithms that have high robustness and
stability in order to reduce these negative effects.
To comprehensively analyze the performance of the reg-

istration algorithms, a comparison test of the current com-
mon registration algorithms will be conducted, including the
traditional point cloud registration algorithms such as SAC-
IA, ICP, and FGR, and the deep learning-based point cloud
registration algorithms represented by PointNetLK, DCP,
RPM, and PCRNet, and finally, the algorithms that are most
suitable for this paper will be selected as the beneficiary of
the virtual simulation technology. All the above algorithms
were subjected to several parameter adjustments, and the best
registration results are shown in Fig. 3, where the alignment
effect of the learning-based algorithm is after training on the
public dataset ModelNet40.

TABLE 1. Experimental results on test data

Methods RMSE(mm) FFMDE(mm) Time(s)
ICP 8.8914 3.7936 0.0344

SAC-IA+ICP 2.2983 1.1315 9.7802
FGR 12.3026 7.5014 2.9570
DCP 11.3498 4.9108 8.1425

PointNetLK 6.2657 2.7085 0.8754
PCRNet 8.4870 3.8836 0.4218
RPM 0.8982 0.4568 3.9138

The results of the algorithm comparison are shown in
Table I, and it can be seen that the registration error of the
RPM algorithm is much lower than that of other registration
algorithms, with the RMSE of 0.8982mm, the FFMDE of
0.4568mm, and the speed of registration is also faster com-
pared to other, with an average registration time of 3.9138s.
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(a) (b) (c) (d) (e) (f) (g)

FIGURE 3. Comparison of algorithmic registration visualizations. (a) ICP; (b) SAC-IA+ICP; (c) FGR; (d) DCP; (e) PointNetLK; (f) PCRNet; (g) RPM.

Although the RPM algorithm has a greater advantage in
accuracy compared to other algorithms, the direct application
of the guiding vane registration still does not meet the current
needs, so the RPMalgorithm is chosen to be the beneficiary of
the method of obtaining the dataset by the virtual simulation
technology. In the following sections will be expressed in
detail how to use the method to improve the RPM algorithm
on the guide vanes registration accuracy.

III. VIRTUAL DATASET ACQUISITION METHOD
A. OVERALL OPERATION PROCESS

FIGURE 4. Schematic of the overall operational flow of the proposed
methodology.

We intend to propose a method to set up a virtual camera
around the CAD model of the workpiece and generate a
large number of high-quality simulation datasets that meet the
application requirements, as shown in Fig. 4.Wefirst simulate
the real shooting scene of the structured-light depth camera
used in the experiment by setting up the internal parameters
of the virtual camera and the capture attitudes, so as to obtain
several sets of point cloud data of guide vanes with different
degrees of self-occlusion under different capture attitudes.
The point cloud data of guide vanes with varying degrees of
self-occlusion under different capture postures are obtained.
Then the label value corresponding to each set of data is
obtained by setting up a virtual camera coordinate system.
Then the preprocessed virtual vane point cloud data are in-
putted into the algorithmic network for training. Then several
sets of vane data with the largest degree of missingness are

selected as the test dataset to validate the effectiveness of the
method, which is greatly improved in terms of both accuracy
and robustness.

B. VIRTUAL CAMERA SETTINGS
The virtual camera setup consists of two main parts: internal
parameter settings and capture pose simulation, the former
to adjust the data characteristics of the point cloud to be as
consistent as possible with the data acquired by the depth
camera, and the latter to control the relative position of the
virtual camera to the workpiece to obtain the point cloud data
under different viewpoints.

1) Internal parameter settings
For the virtual camera setup, Visual C++ combined with
PCL (Point Cloud Library version 1.13.1) is used to set up
the virtual camera, and it is known that the parameters of
the currently adopted structured light camera are shown in
Table II, and according to the camera parameters, the internal
parameters of the virtual camera are set up using the functions
of the PCL as follows:

TABLE 2. Virtual camera internal parameters

Parameters Value
Working Distances(mm) 300–1300
Near Field of View(mm) 230×140@0.3m
Far Field of View(mm) 1000×600@1.3m

Measurement Accuracy(mm) ±0.1–1
Resolution 1280×1024

3D Capture Time(s) 0.8–1.2

(1) The virtual camera working distance is set using the
setCameraClipDistances() function, and its value is 300-
1300mm;
(2) Virtual camera field of view, using the setCameraField-

OfView() function to set, the value should be based on the
depth of the camera proximal field of view or the distal field
of view calculated by the formula as in (3), here the choice of
the proximal field of view parameter value is brought into the
set to 0.73 rad, which is 41.9°.

tan(
ω

2
) =

ab
2× oc

(3)
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Where ab is the diagonal of the field of view, oc is the working
distance, and ω represents the camera’s field of view.
(3) The virtual camera resolution, which determines the

size of the point cloud density, is set through the renderView()
function, and here it is set to 1280×1024.

2) Camera capture pose simulation

Algorithm 1: Camera capture pose simulation algo-
rithm based on CAD model.
Input: CAD model in STL format;
Output: N sets of point cloud data in different

viewpoints (Vane virtual dataset), where
N = I × J = 216;

Initialization:Working distance r = 400mm,
horizontal angle β = 0◦, vertical angle
α = 60◦, iteration I = (85−α)/5+ 1,
iteration J = (350− 0)/10 + 1;

for i = 0 : I do
• Change of vertical angle α

for j = 0 : J do
• Change of vertical angle β

α = 60 + 5i, β = 10j;
• Calculate the current viewpoints α and β

zij = r × sinα;
• Current viewpoint of the camera relative to the
z-coordinate of the workpiece

xij = r × cosβ sinβ;
• Current viewpoint of the camera relative to the
x-coordinate of the workpiece

yij = r × cosα sinβ

• Current viewpoint of the camera relative to the
y-coordinate of the workpiece

end
end

The simulation of the capture pose is based on the actual scene
to construct all possible viewpoints. As shown in Fig. 4, the
CAD model of the guide vanes is taken as the center, and
the working distance of the camera is taken as the radius to
make a hemisphere. Since the optimal shooting distance of the
depth camera in the actual application is about 300–500mm,
and the point cloud data will be inaccurate or incomplete if
it is too far or too close. Therefore, the working distance of
the virtual camera takes its middle value, that is, 400mm, so
that the whole hemisphere contains all the viewpoints of the
virtual camera. In the meantime, to ensure that the virtual
camera can collect the point cloud containing the vane profile,
which means that the camera setup needs to have a certain
height, so it is necessary to set the vertical angleα between the
connection line (between the virtual camera and the center of
the sphere o) and the ground plane, and this paper initially set
the angleα to 60°. Finally, in order to ensure that the collected
dataset has different degrees of self-occlusion, the viewpoints

should be uniformly taken out from the hemisphere, i.e., keep
the vertical angle α constant, change the horizontal angle β
between the line connecting the virtual camera and the center
o′ of the circle and the x-axis, and allow the virtual camera
to rotate around the axis of rotation to generate a series of
viewpoints one by one and the specific operation pseudo-code
is shown in Algorithm 1.
As can be seen from Algorithm 1, the vertical angle α

increases from 60° to 85°, each time increasing by 5°, the
number of changes is 6. In contrast, with each change in the
angle α, the horizontal angle β will increase from 0° to 350°,
in turn increasing by 10°, the number of changes is 36, and
a total of 216 viewpoints can be generated, so far, all the
views of the virtual camera settings are complete. due to the
coordinate system of the workpiece and the world coordinate
system overlapping in this paper, and the center of the work-
piece is located at the origin, so the three coordinate values in
each loop are brought into the function setCameraPosition()
to complete the virtual camera capture pose simulation.

C. ACQUISITION OF VIRTUAL DATASET AND
CORRESPONDING LABELS
After the virtual camera setup, the CADmodel is input in STL
format. The workpiece’s point cloud model under different
view angles is output by the renderView() function in PCL.
Figure 5 shows a part of the virtual dataset capture, where
the green part is the reserved incomplete point cloud captured
by the virtual camera, i.e., the guide vanes point cloud data
existed in the virtual dataset, and the red part is a series of
self-occlusion point clouds due to the different viewpoints of
the virtual camera, which is excluded from the virtual dataset,
so as to simulate the incomplete point cloud data due to the
self-occlusion in a natural way. Here, to reflect the changes of
the vane profile in different viewpoints, the two-point clouds
are converted to the same coordinate system, and it can be
seen from Fig. 5 that this method is more in line with the real
shooting scene compared with the manually cropped point
cloud.

However, in reality, the generated dataset is in the virtual
camera coordinate system, and the rigidity transformation
matrix between it and the world coordinate system (work-
piece coordinate system) is the label of the dataset, which
can be used to provide the correct direction for the subsequent
training of the iterative parameters of the registration network.
The rigidity transformationmatrix is essentially a transforma-
tion of the world coordinates where the workpiece is located
into the observation coordinates relative to the position and
orientation of the virtual camera, so it is first necessary to
define the virtual camera, as shown in Fig. 6, that is, by the
spatial positionP of the virtual camera in theworld coordinate
system, the direction vector D, a vector U pointing up to it,
and a vector R pointing to the right of it, to create a virtual
camera with the virtual camera’s location as its origin and the
three unit axes are perpendicular to each other.

The spatial position P of the virtual camera can be obtained
by the multi-view sampling code. Here, to make the direction
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FIGURE 5. Schematic of multi-view virtual point cloud data acquisition based on vane CAD model setup with a virtual camera.
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FIGURE 6. Schematic of the virtual camera coordinate system for
acquisition of labels.

vector D point to the positive direction of the z-axis of the
virtual camera, it is defined as pointing from the center of the
workpiece (the origin of the world coordinate system) to the
location of the virtual camera, and then the vector D is:

D = P− {0, 0, 0} (4)

The right vector R represents the positive direction of the
x-axis of the virtual camera coordinate system. To obtain the
R vector, first define an upper vector u0 = {0, 1, 0}, and then
solve for R by cross-multiplying u0 with the direction vector
D:

R = u0 × D (5)

The up vector U represents the positive direction of the y-
axis of the virtual camera coordinate system, and according to
the obtained direction vectorD and the right vectorR, the final
up vector U is equal to the result of the cross-multiplication
of the two:

U = D× R (6)

Thus, the three mutually perpendicular axes define a co-
ordinate space, and the rigid transformation matrix M can
be solved by transforming these three axis vectors plus the
positional coordinate P:

M =


Rx Ry Rz 0
Ux Uy Uz 0
Dx Dy Dz 0
0 0 0 1




1 0 0 −Px
0 1 0 −Py
0 0 1 −Pz
0 0 0 1

 (7)

D. VIRTUAL DATASET TRAINING EXPERIMENTS AND
ANALYSIS
After obtaining the virtual dataset and its corresponding la-
bels, we will first complete the pre-processing of the virtual
dataset before the registration, and then both are inputted into
the registration network to act as the source point cloud for
training, while the reference point cloud is the CAD model
point cloud (also pre-processed).
In order to evenly and reasonably divide the virtual dataset

into a training dataset and test dataset, this paper takes the
horizontal angle β as the distinction, starting from 0°, and
increasing to 40° each time, the dataset obtained from the
viewpoints are all set to be the test dataset, which generates
a total of 54 groups of test dataset, and the remaining are all
set to be the training dataset. It is also worth noting that, in
order to increase the complexity of the training dataset, the
point cloud is preprocessed and then randomly sampled, the
reference point cloud is reduced from the number of points
γ to 1024, and the source point cloud is reduced from the
number of points X to 1024×X/Y , and a Gaussian noise that
satisfies the normal distribution N (0, 0.01) is applied to both
pieces of the point cloud to simulate the interference of the
noise, to ensure that the algorithm is not the same for the
training dataset in each round.
The environment used for the experiment includes Visual

C++ as well as PCL (version 1.13.1) in addition to Python
3.6+Pytorch 1.10.0, which is carried out under the Windows
operating system, in addition, both the training batch_size
and the testing batch_size need to be set to 1 because dif-
ferent datasets have different size dimensions and cannot be
processed in parallel. As for the aviation vane point cloud,
according to the training effect, the number of neighboring
points k required by the feature extraction module is set to 32
to achieve the best training effect.

1) Virtual dataset testing
Firstly, the test dataset is used to check the registration ac-
curacy of the network at this time, in order to increase the
difficulty of registration, the six viewpoints with the lowest
vane profile integrity are selected from the test dataset with
different vertical angles, and the results of the registration
are shown in Fig. 7, with the green part as the source point
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cloud obtained from the multi-view sampling conversion by
the virtual camera, and the red part as the reference point
cloud obtained from the conversion by the CAD model of the
workpiece.

FIGURE 7. Algorithm (trained on the virtual dataset) partial viewpoint
registration results (only two pieces of the profile point cloud are shown).

The above six groups of views in the two pieces of point
cloud input to the algorithm network trained by the virtual
dataset can complete the registration without obvious de-
viation, and compare it with the algorithm registration re-
sults trained by the public dataset (ModelNet40 dataset), to
more accurately describe the two registration errors, the real
rigidity change matrix and the algorithm (virtual dataset and
ModelNet40 public dataset) estimated change matrix are con-
verted into the rotation angle and translation distance along
the three coordinate axes direction, which are used as the
judgment metrics.

At the same time, we take the corresponding label values
of the test dataset as the real values, take the estimated value 1
as the result of the RPM algorithm registration trained on the
virtual dataset, and take the estimated value 2 as the result
of the algorithm registration trained on the public dataset,
and from this, we calculate the average error of averaging 6
groups of views along the three coordinate axis directions,
and the comparison is displayed in Fig. 8. The angle and
translation registration error along each axis is shown in (8)
and (9):

MREk =

∑N
i=1

∣∣R(k)
i − Rt(k)i

∣∣
N

, k = {x, y, z} (8)

MTEk =

∑N
i=1

∣∣T (k)
i − Tt(k)i

∣∣
N

, k = {x, y, z} (9)

Where MREk and MTEk represent the angle and translation
error in one of the x, y, z axes respectively. N is the number
of viewpoints selected for the experiment. Rt(k)i and Tt(k)i
are respectively the true rotation and translation values of
the test dataset in each axis. R(k)

i and T (k)
i are respectively

the estimated rotations and translations in each axis direction
after the algorithm registration.

In order to compare the stability of the virtual dataset and
the public dataset after the training of the registration, we
calculate the rotation angle error and translation error after
the average of the three coordinate axes direction of the six
groups of viewpoints after the registration with the formula
shown in (10) and (11), and the comparison results are shown
in Fig. 9.
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FIGURE 8. Comparison of algorithms (trained on virtual vs. ModelNet40
public dataset) for multi-view registration error.
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FIGURE 9. Comparison of algorithms (trained on virtual vs. ModelNet40
public dataset) for registration stability.

MREj =

∑k
i=x

∣∣R(i)
j − Rt(i)j

∣∣
3

, j = {1, 2, · · · , 6} (10)

MTEj =

∑k
i=x

∣∣T (i)
j − Tt(i)j

∣∣
3

, j = {1, 2, · · · , 6} (11)

Where j is the number of viewpoints selected for the ex-
periment. k = {x, y, z} is axis label. Rt(i)j and Tt(i)j are
respectively the true rotation and translation values of the test
dataset in each viewpoint. R(i)

j and T (i)
j are respectively the

estimated rotations and translations in each viewpoint after
the algorithm registration.

Figure 8 illustrates that, in comparison to the RPM algo-
rithm trained on theModelNet40 dataset, algorithms based on
the virtual dataset approach exhibit a combined reduction of
approximately 80% in registration error. As illustrated in Fig-
ure 9, while the discrepancy between the training outcomes of
the RPM-based algorithm on the public dataset and the virtual
dataset is minimal, the overall variability is considerable, and
the stability is inferior. In conclusion, for the guided vane
model, the virtual dataset enhances the performance of the
RPM algorithm to a certain extent in comparison to the public
dataset (ModelNet40).

2) Real dataset testing
However, the depth camera acquisition data is not the same as
the test dataset. Therefore, in order to verify the registration
effect of the RPM algorithm after training on the virtual
dataset, the following three tests are carried out: strong light
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environment registration test, multi-angle shooting registra-
tion test, and multi-distance shooting registration test.

(a) (b) (c) (d)

FIGURE 10. Test experiments on the real dataset. (a) Distance 30; (b)
Distance 60; (c) Angle 0°; (d) Angle 270°.

FIGURE 11. Real dataset test results. (a) Multi-distance testing (FFMDE);
(b) Multi-distance testing (RMSE); (c) Multi-angle (FFMDE); (d)
Multi-angle (RMSE); (e) Strong light environment registration test.

As shown in Fig. 10, we keep the guide vanes stationary by
placing them horizontally on the platform, the structured light
camera is connected to the sixth axis of the KUKA robotic
arm and fixed on top of the workpiece, and the shooting
distance and shooting angle are single-controlled by adjusting
the axes of the robotic arm to validate the registration effect
of the real dataset, and the strong lighting environment val-
idation aspect individually adjusts the exposure time of the
camera to create holes in the acquired point cloud to validate
the robustness of the registration.

As shown in Fig. 11, in the multi-distance test, the FFMDE
and the RMSE are kept at a low level with small fluctuations,
with average values of 0.3620mm and 0.7951mm respec-
tively; in the multi-angle test, the average values of the two
types of registration errors are 0.3620mm and 0.7904mm

respectively, which also show strong robustness; in the strong
light environment test, the intuitive view of the registration
does not show large deviation with a high degree of overlap.
Overall, the RPM algorithm trained on the virtual dataset has
a high registration performance in the real dataset, and the
stability is strong.

IV. POSITION RECOGNITION ACCURACY VERIFICATION
EXPERIMENT
A. POSITION RECOGNITION ACCURACY VERIFICATION
SYSTEM
In order to assess the feasibility of the position recognition
method in this paper, this paper develops an experimental
platform for verifying the position recognition accuracy of
guide vanes as shown in Fig. 12, where the main equipment
includes: (1) KUKA-KR5arc 6-axis robotic arm; (2) UTECH
3D Scanner L model structured light camera, the acquisition
is only 0.8-1.2s, the measurement accuracy of ±0.1-1mm,
the resolution of 1280 × 1024; (3) high-precision motion
platforms and general-purpose fixtures, can drive the guide
vanes to realize the translational movement in the direction
of X, Y, and Z coordinate axes as well as the rotation around
the direction of R axis; (4) Handyprobe coordinate measuring
machine (CMM), consisting of a C-Track binocular position-
ing sensor and a handheld probe, can achieve positioning
accuracies of up to 0.015mm.

Depth Camera

Six-axis 
robotic arm

Control 
handle

Fixture 
Guide 

blades

Four-axis 
motion platform

C-Track 
sensor 

Platform

X-axis 

handle

Y-axis 

handle

R-axis 

handle

back view

2
P

4
P

3
P

1
P

Probe

FIGURE 12. Position recognition accuracy verification system.

B. ROTATION ANGLE ACCURACY AND TRANSLATION
DISTANCE VERIFICATION
1) Principle of rotation accuracy verification
The rotation angle accuracy verification refers to verifying
whether the difference between the real rotation angle of the
guide vane around a certain direction and the rotation angle
estimated by the algorithm meets the requirements, here the
rotation angle of the high-precision motion platform around
the R-axis direction is taken as the real value, and the rigidity
transformation matrix obtained by the algorithm estimation
is taken as the estimation, which is finally transformed into
the rotational motion around the R-axis direction to compare
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with the real value based on the theorem of the equivalent
rotational axis and the equivalent rotational angle.

In order to verify the stability of the position identification
method in this paper, the guiding vanes are allowed to rotate
around the R-axis direction of the high-precision motion plat-
form 11 times, the corresponding angular value is recorded,
and the initial position angle is subtracted as the true value.
Then the camera is used to scan the aerial vanes in these 12
groups of positions (including the initial position) because
the practical application is to align the vane acquisition point
cloud and the model point cloud to carry out the position
estimation, to ensure that the error source is the same, so it is
necessary to use this paper’s optimization algorithm to align
these 12 groups of point cloud data with the vane CAD point
cloud, respectively and then converted to the rigidity change
matrix relative to the initial position under the rotational as
shown in Fig. 13. The rigidity change matrix between the
rotated point cloud and the initial position point cloud is
T = T2T

−1
1 , where T1 and T2 are obtained by the algorithm

in this paper.

Initial point 
cloud position

Point cloud position 

after rotation or 

translation

Reference point 

cloud position
1
T

2
T

T

FIGURE 13. Schematic of the calculation principle of the transform matrix
after translation or rotation

2) Principle of translation accuracy verification
In order to verify that the difference between the true distance
between the two relative positions of the vane under trans-
lational motion and the distance estimated by the algorithm
meets the requirements. The Handyprobe CCM is used to
measure the true translation matrix and complete the relative
position calibration with the depth camera so that all of them
are converted to the light pen meter coordinate system for
comparison.

In this paper, a 60mm×60mm×60mm cube is used for
calibration, and its flatness and perpendicularity are both
0.02mm. The main principle is to use the three orthogonal
faces of the cube to determine its accurate position under
the coordinate system of the depth camera and the light-
pen surveyor, respectively, and then the three faces of the
point cloud data under the two positions are used for the
registration, so as to get the rigidity transformation matrix
between the two coordinate systems.

The Handyprobe CMM fixed on a tripod, the structured
light camera fixed at the end of the robotic arm, and the
calibration block will be fixed using the fixture tilt, so that
the three orthogonal surfaces are simultaneously located in
the depth camera and the shooting area of the C-Track, the
use of the depth camera acquisition and the handheld probe
to obtain orthogonal surfaces, respectively, the effect shown
in Fig. 14.

FIGURE 14. Schematic of the calibration process (obtaining the
conversion matrix between the structured light camera and C-Track).

Using CloudCompare to convert the plane model obtained
by the probe to point cloud data, the commonly used SAC-IA
coarse registration and ICP fine registration, the orthogonal
plane registration results are shown in Fig. 14, to reduce the
calibration error, the calibration block is placed at different
positions for a total of 8 groups of calibration, and the 8
groups of calibration matrix is converted to Euler angles and
translation distance along the three coordinate axes. The final
calibration result is Tb.
To avoid involving rotationmotion, a single translationmo-

tion is provided by the manual control of the high-precision
motion platform, and at the same time, as shown in Fig. 12,
to avoid introducing human error, the coordinates of the four
concave points with high repeatability on the platform are
measured with the probe for each translation motion, and the
average of the translation value of each point relative to the
initial position is taken as the real translation value of the
vanes, and the real translation value is calculated as in (8),
then compare it with the translation value of the algorithm
registration matrix TCCM under the CCM coordinate system,
the conversion relationship is as in (9):

j
1P =

1

4

4∑
i=1

(1Pi − jPi) (12)

TCCM = TbTcameraTb−1 (13)

Where the relative position under the registration matrix
Tcamera is also converted by the principle of Figure 13 to get.
j is the number of groups, i is the number of points, j1P is the
translation value for groups j to 1.

3) Experimental results
The results of the translation distance verification and rotation
angle verification experiments are shown in Fig. 15(a) and
Fig. 15(b), from which it can be seen that the maximum
angular error of the RPM algorithm optimized by the method
in this paper is no more than 0.32°, which is lower than
the required 0.5°, and the average error is only 0.142°; the
maximum translation error is within 0.85mm, and the average
error is 0.692mm, which also meets the actual processing re-
quirements. Since each group of experiments was carried out
two times of the vane point cloud and reference point cloud
registration for conversion, and the calibration introduced
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errors in the translation accuracy verification, the actual error
is smaller compared with the experimental results.

FIGURE 15. Experimental results: (a)Rotation accuracy verification; (b)
Translation accuracy verification.

V. CONCLUSION
In this article, we combined the virtual simulation technology
and the RPM deep learning registration algorithm to provide
the RPM network with a large number of high-quality virtual
datasets of specific guide vanes, which improves the net-
work’s registration performance for our desired guide vanes
and improves the accuracy of the RPM algorithm applied to
the positioning compensation of guide vanes prior to their
machining. Firstly, in order to more accurately reflect the
positioning compensation error, the face-to-face mean dis-
tance error (FFMDE) is proposed, and then we evaluated and
selected the RPM algorithm to be applied to the positioning
compensation of guide vanes. In addition, we designed an
algorithm to set up a multi-angle virtual camera to generate a
simulation dataset based on the workpiece model and trained
with the dataset generated by this algorithm to improve the
alignment performance of the RPM algorithm. Finally, by
carrying out multi-scene registration experiments and com-
parisons, we verified that the optimized registration effect of
this paper based on the virtual simulation technology for the
RPM algorithm dataset meets the process requirements.

Nevertheless, the proposed method still has some deficien-
cies and some future work should be done. In the validation
experiment, limited by the accuracy of the instrument, the
coordinate conversion process between the instruments in-
troduced multiple systematic errors, overestimating the error
of the algorithm in this paper; secondly, the environment
of the experiment is still different from the real machining
environment, for example, the cutting fluid, cutting chips
and different light sources in the machine tool machining
environment are not taken into account, in the future work,
we investigate how to solve the above problems.
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