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ABSTRACT This article presents a coordinated planning strategy for renewable energy sources (RESs) and 

energy storage systems (ESSs) in unbalanced microgrids. The approach aims to mitigate voltage unbalance, 

reduce power losses, alleviate feeder congestion, and maximize the hosting capacity (HC) of RESs in grid-

connected unbalanced microgrids. By employing smart inverter control for photovoltaic (PV) and ESS 

inverters, the strategy enhances the integration of additional RESs while minimizing power exchange between 

operational zones and the utility grid (UG). To achieve such an ambitious goal, smart inverter control 

functions are employed, including combined mode, volt-var (VV), volt-watt (VW) for Photovoltaic (PV) 

inverters, and VW for ESS inverters. The IEEE 123-bus test system, divided into six operational zones, is 

used as a case study, incorporating plug-in electric vehicle (PEV) demand and wind-based distributed 

generation (DG). A metaheuristic algorithm is developed for optimal DG and ESS deployment using 

MATLAB and OpenDSS. The results demonstrate significant improvements, including a 16% reduction in 

feeder congestion, a 150% increase in PV penetration, a 13% reduction in power losses, and decreased 

reliance on the UG, ensuring enhanced power quality and system reliability. 

INDEX TERMS Distributed Generation, Energy Storage Systems, Hosting Capacity, Renewable Energy 

Sources, Voltage Unbalance.   

NOMENCLATURE 
 

List of abbreviations:  

CAES Compressed Air Energy Storage 

DG Distributed Generation 

DR Demand Response  

DSM Demand Side Management strategies 

ESSs Energy Storage Systems 

FACTS Flexible AC Transmission Systems 

HC Hosting Capacity 

MESs Multi-Carrier Energy Systems  

MOGWO Multi-objective Grey Wolf Optimization algorithm 

MPPT Maximum Power Point Tracking 

MPSs Modern Power Systems 

PDF Probability Density Function 

PEV Plug-in Electric Vehicle 

PV Photovoltaic 

RESs Renewable Energy Sources 

UG Utility Grid 

UPF Unity Power Factor 

VUI Voltage Unbalance Index 

VV Volt-Var 

VW Volt-Watt 

WECS Wind Energy Conversion System 

WT Wind Turbine 

List of symbols:  

𝑖𝑑 and  𝑖𝑞 
The d-axis and q-axis currents of the PV inverter 

(A) 

𝑖𝑟  Rated current of the PV inverter (A) 

𝑉𝑎, 𝑉𝑏 and 𝑉𝑐 The phase voltages of the PV inverter (kV) 

𝑉𝑔𝑎, 𝑉𝑔𝑏 and 𝑉𝑔𝑐  Grid phase voltages (kV) 

𝑖𝑎, 𝑖𝑏 and 𝑖𝑐 Grid phase currents (A) 

(𝑉𝑔𝑑, 𝑉𝑔𝑞) and 

(𝑉𝑑, 𝑉𝑞) 

The d-axis and q-axis of the grid voltages and PV 

inverter voltages, respectively (kV) 
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𝑅𝑓 and 𝐿𝑓 The filter resistance and inductance, respectively 

𝑉𝑐𝑢𝑡 𝑖𝑛 Cut-in wind speed (m/s) 

𝑉𝑐𝑢𝑡 𝑜𝑢𝑡 Cut-out wind speed (m/s) 

𝑃𝑚 Captured mechanical power from WECS (kW) 

𝛽𝑟𝑒𝑓 Pitch angle (degree) 

VUI Voltage unbalance index (%) 

IOL Overloading of main feeders(%) 

λ𝑝𝑣 Penetration level of PV systems (%) 

𝑓𝑡  Complete objective function 

𝜃 Vector of the decision variables 

𝑀𝑎𝑥.𝐴𝑉𝐷 Maximum average voltage deviation 

𝑉𝑖
𝑎𝑣𝑔.

 
Average voltage of the three phases in (V) and 

𝑖 presents the bus number 

𝑁𝑓  Total number of selected main feeders 

𝑆𝑡
𝑝𝑣

 , and  St
𝑙𝑜𝑎𝑑 

Total apparent power of integrated PVs, and 

connected loads, respectively (kVA) 

𝑃𝐿𝑜𝑎𝑑
𝑖  and 

𝑄𝐿𝑜𝑎𝑑
𝑖  

Active and reactive powers of load (kW, kvar) 

connected in bus 𝑖, respectively 

𝑁𝐿 Total number of loads 

𝑃𝐿𝑜𝑠𝑠
𝑙  and 𝑄𝐿𝑜𝑠𝑠

𝑙  
Active and reactive power losses per line, 

respectively  (kW, kvar) 

𝑃𝐸𝑆𝑆
𝑘  Active power of ESSs at each zone (kW) 

𝑃𝐺𝑟𝑖𝑑 and 𝑄𝐺𝑟𝑖𝑑  
Swapped active and reactive power from the UG, 

respectively (kW, kvar) 

𝑆𝑜𝐶𝑡 State of charge of ESSs (%) 

𝑃𝐸𝑠𝑠
𝑐ℎ , 𝑃𝐸𝑠𝑠

𝑑𝑖𝑠 Charging/discharging power of ESSs (kW) 

𝑈𝑐ℎ
𝑡  , 𝑈𝑑𝑖𝑠

𝑡  Flag bits of charging and discharging modes 

𝑖𝑑 and  𝑖𝑞 
The d-axis and q-axis currents of the PV inverter 

(A) 

𝑖𝑟  Rated current of the PV inverter (A) 

𝑉𝑎, 𝑉𝑏 and 𝑉𝑐 The phase voltages of the PV inverter (kV) 

𝑉𝑔𝑎, 𝑉𝑔𝑏 and 𝑉𝑔𝑐  Grid phase voltages (kV) 

I. INTRODUCTION 

ecently, the necessity for clean and sustainable energy 

sources, such as renewable energy sources (RESs), 

has become crucial to mitigate the adverse impacts of 

conventional energy sources, including climate change and 

carbon emissions [1]. Consequently, RESs are being 

extensively integrated into modern power systems (MPSs), 

especially microgrids, to meet electrical demands, as 

illustrated in Fig. 1. It is evident that hydropower contributes 

the largest share, followed by wind and photovoltaic (PV) 

energy. Despite their significant benefits, numerous 

challenges remain in coordinating their continuous integration 

[2]. 

 

FIGURE 1. Global energy generation by RESs [3]. 

 

A.  Background and motivation 

Distributed generation (DG) units are proposed as small-scale 

power generation units implemented near consumption areas 

to enhance power quality without requiring significant 

modifications to the utility grid (UG) infrastructure. DGs are 

classified into renewable energy sources (RESs) and non-

RESs [4]. Although DGs are employed to enhance power 

system reliability and flexibility, they can also introduce 

adverse impacts, particularly those based on RESs. These 

impacts include power quality issues such as voltage 

fluctuations, voltage unbalance, and power loss due to the 

dispatchable and intermittent nature of RESs, complicating 

forecasting and placement [5]. Additionally, the use of power 

electronic devices in these technologies can reduce power 

system inertia after DG connections and influence power 

system transients, leading to increased harmonics and 

frequency instability [6], [7]. Similarly, the integration of 

single-phase DGs can cause significant power loss and 

overloading of transformers and lines, leading to voltage 

imbalance. These issues also affect protection systems such as 

relays, reducing overall power system reliability. Therefore, it 

is necessary to optimally allocate DGs within MPSs with 

complete controllability to maintain energy balance between 

generation and demand, which is a challenging task [8]. 

To cope with the adverse impacts of DGs, energy storage 

systems (ESSs) are effective solutions to energy storage and 

exchange in request to maintain acceptable operational levels 

of power quality in MPSs [2]. ESSs can be classified into 

several types such as electrical, chemical, and mechanical, 

among others [9]. ESSs alleviate feeder congestion, improve 

power quality, reduce power loss, smooth power fluctuations, 

increase DG penetration, enhance system reliability, provide 

virtual inertia, and maximize financial efficiency [10]. Despite 

these benefits, several factors must be considered, such as 

investment cost, type, lifetime, environmental impact, and 

others, especially in large-scale implementations, which pose 

challenges for power system planners. Therefore, it is essential 

to coordinate the deployment of both DGs and ESSs in the 

planning process. This not only enhances power quality but 

also increases power system reliability and flexibility under 

different operational conditions. 

To deal with these challenges, the hosting capacity (HC) 

concept is used to describe the increased integration of DGs, 

ESSs, electric vehicles (EVs), and other technologies into 

MPSs without violating any operational performance indices 

[11], [12]. Various approaches are applied to calculate HC, 

such as deterministic, stochastic, optimization-based, and 

data-driven methods, each with its own features and 

drawbacks. The calculated HC of MPSs provides the 

maximum limit for the penetration of various industrial 

technologies, which can be achieved by implementing 

enhancement techniques such as voltage violation mitigation 

strategies, demand-side management strategies, DGs and 

ESSs deployment, network reconfiguration, and energy sector 

coupling. The concept of  HC is crucial for planners and  
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system operators to effectively manage the increased 

integration of new technologies and facilitate power exchange. 

B. Literature review 

To address power quality issues in MPSs and microgrids due 

to the increased penetration of new industrial technologies, it 

is crucial to implement accurate planning strategies [13]. 

These strategies must consider economic, technical, and 

environmental aspects. This need arises because most UGs 

have not fully upgraded their infrastructure to accommodate 

these new technologies. Therefore, proper planning ensures 

that the integration of technologies like DGs and ESSs can be 

managed effectively, minimizing disruptions and maintaining 

system reliability [2]. 

Fig.2 illustrates the most important planning aspects for 

deploying the DGs and ESSs. These aspects involve:  

• Applied approaches: deterministic, stochastic, 

optimization-based, and data-driven approaches. 

• Objectives: enhancing power quality, reliability, and 

flexibility while minimizing costs and environmental 

impacts. 

• Planning levels: transmission, distribution, and 

microgrid levels. 

• Constraints: technical constraints like voltage 

limits, power losses, and system stability, as well as 

economic and environmental constraints. 

According to the literature [2], [13]–[17], the integration of 

DGs, ESSs, and other technologies through the planning 

process has introduced various power quality issues. These 

issues can be categorized into voltage-related problems such 

as voltage unbalance, sag, swell, flicker, and distortion in 

voltage profiles; frequency variations and harmonics; power 

losses and high thermal ampacity overloading; protection 

issues; power factor and energy curtailment; and other 

technical and economic factors. To address these problems, 

the optimal planning and deployment of these technologies 

should be considered, along with advanced monitoring, 

metering, and communication systems. In this regard, various 

strategies are applied to enhance power quality and increase 

the HC of the MPSs. These strategies include voltage 

mitigating techniques such as passive, active, and hybrid 

filters, and Flexible AC Transmission Systems (FACTS) [12].  

 

Additionally, network configuration adjustments, Demand 

Side Management (DSM) strategies, and Demand Response 

(DR) programs are effective methods for solving these issues, 

supported by advanced control schemes. 

To deal with various power quality issues such as voltage 

deviation, power loss, etc. in cost-effective and environmental 

methods, various articles proposed optimal allocation 

strategies of DGs using many objectives and different types of 

planning approaches and algorithms [17]–[27]. However, 

many challenges appeared due to the bidirectional power flow 

such as reserve power flow, high fault currents, flicker, and 

harmonic. Additionally, the intermittent nature of allocated 

DGs with load variations influences power system reliability 

and flexibility. Therefore, ESSs are implemented to address 

these problems, especially reducing thermal line loading. In 

[28]–[38], coordinated planning of DGs (RESs and others), 

and ESSs were proposed to deal with various challenges as 

mentioned previously. Additionally, providing energy 

management methods to cope with generation and load 

uncertainties in cost-effective approaches. Some of these 

articles proposed planning strategies for DGs and ESSs to 

enhance the HC of the studied systems without other power 

quality improvement objectives [18], [22], [31], [38]. The 

literature shows the importance of coordinating planning for 

deploying DGs and ESSs to address various power quality 

issues which lead to increasing the HC of MPSs. The complete 

literature is discussed in Table I including main objectives, 

system configuration, findings, and specifications of planning 

strategies.  

C. Main contributions 

 Regarding the previous literature review, there are several 

challenges in the coordinated allocation of DGs and ESSs in 

distribution systems. Most reviewed articles assume that the 

studied systems have a radial configuration, and they are 

balanced, whereas practical systems are often unbalanced. 

Some planning strategies do not consider objectives such as 

voltage unbalance, which becomes apparent in large-scale 

systems like the IEEE 123-bus and 8500-bus systems.  

Furthermore, most articles do not address cable/line 

congestion, which refers to the overloading or excessive use 

 

FIGURE 2. Comprehensive planning aspects for deploying DGs and ESSs. 
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of electrical cables. This can lead to potential performance 

issues, overheating, increased resistance, voltage drops, and  

 

reduced efficiency, ultimately necessitating careful planning 

and management to ensure reliable and safe operation. 

Additionally, the reactive power capacity and smart 

functionalities of inverters are often overlooked. It is 

important to note that, to achieve the best planning results, it 

is essential to consider all of the previous aspects. As shown 

in the literature, the simultaneous consideration of such 

practical terms is not investigated deeply, which is the scope 

of this work. 

To fill the gap in literature, in this article, previous challenges 

are addressed here in terms of enhancing the power quality and 

increasing the HC. Thus, the main contribution can be 

illustrated as; 

• It proposes a coordinated deployment planning of 

PVs (bus, kW) and ESSs (bus, kW, kWh) at each 

zone, taking into account power quality issues. 

• The planning strategy addresses several objectives, 

including the reduction of voltage and current 

unbalance, power losses, and congestion and 

overloading of the main feeders. Additionally, it 

aims to maximize the HC of the microgrid to 

accommodate more DGs in each partitioned area, 

and to reduce dependency on the UG alongside 

enhancing system reliability and efficiency. 

• Varying HC utilization across operational zones of 

microgrids without violation of the HC limits 

according to international standards. 

• Optimal smart inverter control and functions are 

applied to inverters coupled with PVs (operating in 

combined mode, volt-var (VV), and volt-watt (VW)) 

and ESSs (operating in VW). PV inverters are 

equipped with reactive power capability to support 

the partitioned area until they reach their full  

capacity, after which they are controlled to provide 

only active power. 

• The study considers the uncertainties of demand and 

generation along with the dispatchable curve of 

ESSs. 

•  This study examines an unbalanced three-phase 

system, specifically the IEEE 123-bus grid-

connected unbalanced microgrid, which is divided 

into six operational zones. Each zone contains 

candidate unbalanced three-phase buses for the 

strategic placement of PV systems and ESSs. The 

majority of plug-in EV (PEV) demand is 

concentrated in the residential sector, connected to 

Bus #610, with a wind-based DG connected to Bus 

#450. 

• The multi-objective grey wolf optimization 

(MOGWO) algorithm is applied to solve the 

planning problem due to its demonstrated superiority 

over other algorithms as mentioned in [17]. 

D. Article organization  

Following the introduction, section II introduces the proposed 
methodology for coordinated deployment planning of PVs and 
ESSs in unbalanced distribution systems, detailing system 
configuration, performance indices, constraints, and 
standards. The applied planning strategy is outlined in section 
III, with simulation results presented in section IV. This is 
followed by concluding with the work’s summary in section 
V. 
 

 
FIGURE 3. Proposed planning structure of  IEEE 123 bus distribution system. 
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TABLE I. LITERATURE ANALYSIS OF MOST RECENT PUBLISHED ARTICLES RELATED TO DEPLOYMENT PLANNING OF DGS, AND ESSS 

Ref. Year Studied system Objectives 

Planning tool 

Type of 

DG/ESS 
Main contributions 

Applied 

approach 
Algorithm software 

[18] 

2018 

IEEE 123-bus test 

system 
HC of PV Conv. Linear programming Python, GAMS PV 

Increasing the PV HC in 
distribution systems considering 

power quality issues. 

[17] 
IEEE 33 bus 

distribution system 
power loss, voltage profile, 

power congestion 
Optz. Grey wolf optimization (GWO) - 

P/Q type 
DGs 

Optimal allocation of DGs using 
various optimization algorithms. 

[20] 2019 

IEEE 32-bus test 

system and two 

real distribution 
test systems 

Line losses, costs Conv. MC OpenCL WT, PV 

Enhancing the handling process of 

multi-objective DG allocation 

planning problem compared to 
other metaheuristic approaches. 

[28] 2020 
IEEE 69-bus 

distribution system 

loss minimization, voltage, 

and loadability 
improvement 

Optz. 

Particle swarm optimization 

(PSO) 
- PV, ESS 

Optimal sizing of PV and ESSs 

with annual static/dynamic network 
reconfigurations 

[29] 

2021 

IEEE 33 and 69-

bus distribution 
systems 

Power and energy losses 
Rider optimization algorithm 

(ROA) 
MATLAB 

WT, PV, 

biomass, 
ESSs 

Optimal sizing of DGs and ESSs 

with considering generation 
uncertainties. 

[31] 
IEEE 30-bus test 

system 

HC of RES, network 

partitioning and optimal 

operational planning issues Conv./Optz. 

- 
GAMS, DIgSILENT 

PowerFactory WT, PV, 

ESSs 
[32], 

[33] 
Microgrids Operating costs depends 

[21] 

33-node radial 

distribution 

network 

Voltage profile, power loss, 
overall cost 

Optz. 

Grey Wolf algorithm and Harris 
Hawks algorithm (GWA-HHA) 

MATLAB 

PV, ESS, 

EV charging 

stations 

Allocation of PVs, EV charging 

stations, and ESSs with 
uncertainties to enhance the power 

quality. 

[22] 
Medium voltage 

distribution system 

HC of RESs, system 

reliability, total annual 

operating cost 

Geographical information system 

multi-criteria decision-making 

method (GIS-MCDM) 

Python with ArcPy PV 

Optimal allocation of PVs to 

enhance the power quality and 

decrease the annual operating cost. 

[23] 

IEEE 33- and 69-

bus radial 
distribution 

systems 

Emission, power quality, 
power loss, energy cost 

Enhanced grey wolf optimizer 

and particle 
swarm optimization (EGWO-

PSO) 

MATLAB 
Gas turbine, 

PV, WT 

Placement of capacitor banks and 

DGs to achieve minimum energy 
cost and emission with acceptable 

levels of power quality. 

[34] 

2022 

Microgrids 
Energy management, 

investment costs 
Genetic algorithm (GA) - PV, ESSs 

Optimal sizing of PV and ESSs 
besides energy management 

strategy during load shedding. 

[35] 

IEEE 33-bus 
distribution system 

Energy management, ESS 

investment costs, power 
losses, flicker emission and 

voltage deviation 

Crow search algorithm (CSA) MATLAB 

WT, PV, 
ESSs 

Optimal allocation of PV,WT, and 

ESSs besides energy management 

strategy. 

[36] 
Power losses and voltage 

fluctuations 
Conv./Optz 

NSGA-II optimization and the 
multi-objective particle swarm 

optimization (MOPSO) algorithm 

- 
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[37] 

2023 

Energy management, 

operating costs, and 

emission 
Optz. 

Hybrid particle swarm and grey 
wolf optimizer 

MATLAB 

DG, ESS, 

multi-energy 
carrier 

systems 

Placement of DSTATCOM, ESSS 

and DGs to achieve minimum 
energy cost and emission with 

acceptable levels of power quality. 

[38] 

HC of RESs, voltage 

fluctuations, cost,and power 
disturbances 

GA MATLAB, GAMS RESs, ESSs 

Optimal allocation of ESSs to 

increase the HC of distribution 
systems. 

[24] 

IEEE 33- and 62-

bus radial 
distribution 

systems 

Voltage profile, power loss 

Optz. 

Dingo Optimization Algorithm 

MATLAB 

PV 

Optimal placement of PVs to solve 

power quality issues under diverse 

loading operations. 

[25] 

IEEE 33- and 85-

bus radial 

distribution 

systems 

Power loss 

Artificial ecosystem-based 

optimization–opposition-based 

learning (AEO-OBL) 

PV, WT 
Optimal allocation of DGs to reduce 

the power losses. 

[26] 

IEEE 33-bus 
distribution system 

and Portugal (94-

bus network) 

Emission, voltage 

deviation, power quality, 
power loss, energy cost 

Artificial hummingbird algorithm 

(AHA) 

Gas turbine, 

PV, WT 

Placement of DGs to achieve 
minimum energy cost and emission 

with acceptable levels of power 

quality. 

[27] 
IEEE 123-bus 

distribution system 
Voltage profile, power loss 

Equilibrium Optimizer (EO) 

algorithm 

MATLAB/Simulink, 
IEEE-PES data, and 

OpenDSS 

DGs 
Enhancing the solving methodology 

for DG allocation problem. 

[19] 

2024 

Various 
distribution 

systems 

Power losses, cost, 

computational time 
 

Mathematical Programming 

Language (AMPL) 
GAMS DGs 

Minimizing costs and losses by DG 

allocations with load variations. 

[30] 
IEEE 33-bus 

distribution system 

Voltage violations and 

excessive network losses 

Optz./data-

driven 
Combined - PV, ESSs 

Network configuration method 
for PV and ESSs to solve power 

quality issues. 

*Conventional: Conv.; Monte Carlo: MC; Wind turbine: WT; Optimization-based: Optz.; 

 

TABLE II. GENERAL  IEEE 123-BUS MICROGRID STRUCTURE 

General configuration 

No. of buses No. of lines No. of loads 

123 124 
1 ph 2 ph 3 ph 

85 3 3 

Wind-based DG Bus#450, kV=0.69 at #WindGB, rated power = 1500 kW at unity power factor (UPF) 

PEVs Bus#610, kV=0.48, rated power = 2000 kW  

 

TABLE III. OPERATIONAL ZONES OF MODIFIED IEEE 123-BUS MICROGRID.  

Zone Candidate buses at each zone Main feeder 
Bus connections 

Amp. rating 
Bus 1 Bus 2 

Z#1 [149, 1, 7, 8 ] Line#115 #149 #1 400 A 

Z#2 [13, 18, 21, 23, 25, 28, 29, 30, 250] Line#13 #13 #18 400 A 

Z#3 [35, 40, 42, 44, 47, 48, 49, 50, 51, 135, 151] Line#114 #135 #35 400 A 

Z#4 [ 52, 53, 54, 55,  56, 57, 60, 61, 62, 63, 64, 65, 66, 152] Line#116 #152 #52 400 A 

Z#5 [67, 72, 76, 77, 78,  79,  80, 81, 82, 83, 86, 87, 89, 91, 93, 95, 97, 98, 99, 100, 450] Line#117 #160r #67 400 A 

Z#6 [101, 105, 108, 197, 300] Line#118 #197 #101 400 A 
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II. MATHEMATICAL PROBLEM FORMATION   

A. Modified IEEE 123-bus configuration  

This study is conducted on an unbalanced three-phase system, 
specifically the IEEE 123-bus microgrid, as illustrated in Fig. 
3 and detailed in Table II, and Table III [39]. To represent the 
grid-connected microgrids, the system is divided into six 
operational zones, with each zone containing candidate 
unbalanced three-phase buses for selecting the strategic 
placement of PV systems and ESSs. The bulk of PEV demand 
is considered in the residential sector which is assumed 
connected to Bus#610 through a 3 MVA load transformer. 
Furthermore, wind-based DG with 1.5 MW is connected to 
Bus#450 through a 2 MVA transformer. The total active and 
reactive powers of loads are 3490 kW and 1920 kvar, 
respectively, classified into single, two, and three-phase 
loads. The load consumption varies stochastically per day, as 
illustrated in Fig. 4. Besides, most common components 
found in actual distribution systems, such as voltage 
regulators, shunt capacitor banks, and switches. Several DGs 
and ESSs are allocated to this system, and their modelling will 

be discussed subsequently. 
 

B. Description of system components  

In this subsection, the detailed modeling and operation of 

utilized DGs, PEVs and ESSs are discussed below. 

1) PV-BASED DG MODELLING  

The PV systems produce power while the PV inverters are 

responsible for regulating its generations according to the grid 

requirements. The PV array consists of a group of PV panels 

each consisting of a PV cell that converts the solar energy into 

DC power. The common modelling of PV cells is described 

using one diode model which is highly accurate with fewer 

components implementation, as depicted in Fig.5. The 

complete mathematical modelling is given in [40], [41]. 

The PV generation system is connected to the grid via a PV 

inverter, which manages the injection of active and reactive 

power, and maintains the DC bus voltage according to 

reference values based on weather variations. The DC voltage 

is regulated using a DC voltage control loop. Additionally, 

the active and reactive power injected into the grid is 

controlled through a current control loop that adjusts the d-

axis and q-axis currents to ensure optimal performance, as 

illustrated in Eq. (1) [40], [41].  

 

𝑖𝑑 = {
𝑖𝑟∀ 𝑝𝑓 = 1 
< 𝑖𝑟∀ 𝑝𝑓 < 1

 | 𝑖𝑞 = {
0 ∀ 𝑝𝑓 = 1 

√𝑖𝑟
2 − 𝑖𝑑

2  ∀ 𝑝𝑓 < 1
   (1) 

where, 𝑖𝑟 is the rated current of the PV inverter. The phase 

voltages (𝑉𝑎, 𝑉𝑏 and 𝑉𝑐) of the PV inverter are determined 

in Eq. (2).as a function of grid voltages (𝑉𝑔𝑎, 𝑉𝑔𝑏 and 𝑉𝑔𝑐) 
and currents (𝑖𝑎, 𝑖𝑏 and 𝑖𝑐),  

[

𝑉𝑎
𝑉𝑏
𝑉𝑐

] =  [𝑅𝑓] [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] + [

𝜆𝑎̇
𝜆𝑏̇
𝜆𝑐̇

] + [

𝑉𝑔𝑎
𝑉𝑔𝑏
𝑉𝑔𝑐

] (2) 

where 𝜆𝑎̇  = 𝐿𝑓
𝑑𝑖𝑓𝑎

𝑑𝑡
  , 𝜆𝑏̇  = 𝐿𝑓

𝑑𝑖𝑓𝑏

𝑑𝑡
  and 𝜆𝑐̇  = 𝐿𝑓

𝑑𝑖𝑓𝑐

𝑑𝑡
 , 𝑅𝑓 

and 𝐿𝑓 are the filter resistance and inductance, respectively. 

By transforming Eq. (3) from the abc frame to the dq frame, 

the grid voltages are expressed as: 

[
𝑉𝑔𝑑
𝑉𝑔𝑞
] = [

𝑉𝑑
𝑉𝑞
] − [𝑟𝑓] [

𝑖𝑑
𝑖𝑞
] − [

𝜆𝑑̇ −𝜔𝑔𝜓𝑞

𝜆𝑞̇ +𝜔𝑔𝜓𝑑
 ] (3) 

where (𝑉𝑔𝑑, 𝑉𝑔𝑞) and (𝑉𝑑, 𝑉𝑞) are the d-axis and q-axis of the 

grid voltages and PV inverter voltages, respectively. 𝜔𝑔 =

2𝜋𝑓𝑔 , 𝜓𝑞 = 𝑙𝑓𝑖𝑞 , 𝜓𝑑 = 𝑙𝑓𝑖𝑑 , 𝜆𝑑̇  = 𝑙𝑓
𝑑

𝑑𝑡
 𝑖𝑑 , 𝜆𝑞̇  = 𝑙𝑓

𝑑

𝑑𝑡
 𝑖𝑞 . 

The instantaneous active and reactive power injected by the 

PV inverter to the grid are given by: 

𝑃𝑔 =
3

2
(𝑉𝑔𝑑𝑖𝑑−𝑉𝑔𝑞𝑖𝑞) (4) 

𝑄𝑔 =
3

2
(𝑉𝑔𝑑𝑖𝑞−𝑉𝑔𝑞𝑖𝑑)  (5) 

Recently, modern PV inverters have been designed with 

reactive power capability to adjust the voltage level. 

Therefore, their sizing should be larger than the nominal rate 

of the installed PV system (i) enabling them to provide 

reactive power at time (t) within the limit of their apparent 

power 𝑆𝑖
𝑟𝑎𝑡𝑒,as given in Eq. (6). 

𝑄𝑖,𝑡
lim = ±√(𝑆𝑖

𝑟𝑎𝑡𝑒)2 − (𝑃𝑖,𝑡)
2
  (6) 

For controlling the integrated PV inverters, the reactive 

power capability requirements for PV systems are specified 

in IEEE 1547-2018 [42]. To satisfy the IEEE 1547-2018 

standard, the smart inverter will have the capability to 

inject/absorb a minimum of 44% reactive power [43]. Hence, 

the smart inverters have several features to regulate the active 

and reactive power exchange in different modes with 

different constraints, as depicted in Fig.6 (a). In this study, the 

PV inverters are controlled using combined modes including 

volt-var (VV), and volt-watt (VW) modes. In which, the 

 

FIGURE 4. Load consumption profile per day. 
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power exchanged with the grid will be the required active 

power, which might be limited by the VW function, and the 

reactive power requested by the VV function. By using VV 

control mode for the applied PV inverters with the same 

parameters, the reactive power (generated/absorbed) is 

regulated according to the operating voltage, depicted in Fig.6 

(b) which is formulated as,  

𝑄(𝑉𝑎𝑐𝑡.) =

{
  
 

  
 

𝑄𝑚𝑎𝑥                   ∀   𝑉𝑎𝑐𝑡. ≤ 𝑉1

(
𝑉 − 𝑉𝑎𝑐𝑡.
𝑉 − 𝑉1

) ∗ 𝑄max   ∀   𝑉1 ≤ 𝑉𝑎𝑐𝑡. ≤ 𝑉

(
𝑉 − 𝑉𝑎𝑐𝑡.
𝑉 − 𝑉2

) ∗ 𝑄min   ∀  𝑉 ≤ 𝑉𝑎𝑐𝑡. ≤ 𝑉2

𝑄min                   ∀  𝑉2 ≤ 𝑉𝑎𝑐𝑡.

  (7) 

Furthermore, the active power according to the operating 

voltage can be adjusted using the VW function, as shown in 

Fig.6 (c) which is formulated as,  

𝑃(𝑉𝑎𝑐𝑡.) = {

𝑃𝑚𝑎𝑥                   ∀ 𝑉𝑎𝑐𝑡. ≤ 𝑉1

(
𝑉2 − 𝑉𝑎𝑐𝑡.
𝑉2 − 𝑉1

) ∗ 𝑃max   ∀ 𝑉1 ≤ 𝑉𝑎𝑐𝑡. ≤ 𝑉2

0                          ∀ 𝑉2 ≤ 𝑉𝑎𝑐𝑡.

  (8) 

In the daily simulation based on the real data, the solar 

irradiance and temperature curves for PVs are applied, as 

depicted in Fig. 7 (a) and (b), respectively. While the 

stochastic behaviour of wind speed and solar irradiance (𝑋), 

it is crucial to analyze the probabilities which can be 

demonstrated using a Weibull probability density function 

(PDF) [44]–[46], 

    𝑓𝑊(𝑋) =
𝐾

𝐶
(
𝑋

𝐶
)
𝐾−1

𝑒
(−(

𝑋

𝐶
)
𝐾
)

 (9) 

where 𝐶 is the scale parameter and 𝐾 is the shape parameter. 

Fig.7 (c) shows the solar irradiance distribution obtained  

 from these measurements and includes the Weibull PDF 

corresponding to the measured data. 

Additionally, the effects of temperature and inverter 

efficiency are considered, as shown in Fig. 8 (a) and (b), 

respectively. The study assumes that the smallest PV array 

that can be added is 10 kVA, with increments of the same 

magnitude until the optimal sizing is determined for the 

candidate bus. The PV inverters are centrally regulated using 

the same controller operating in VV-VW modes, with the 

parameters provided in Table IV. 

2)  AGGREGATED ESS MODELLING  

In In this article, it is assumed that each operational zone is 

equipped with an aggregated ESS, which may include various 

types such as batteries, flywheels, compressed air energy 

storage (CAES), hydrogen, and others. The electrical 

modelling of these different ESS types is discussed in detail in 

[47]. The dispatchable curve for all integrated ESSs is shown 

in Fig.9 (a). In both charging and discharging modes, ESSs 

follow a per-unit dispatchable curve. When the curve value is 

positive, all units discharge at the specified rate. When the 

curve value is zero, all units remain idle. When the curve value 

is negative, all units charge at the specified rate according to 

the curve. Moreover, the ESSs are regulated using smart 

inverters with the VW function in both charging and 

discharging modes, as depicted in Fig.9 (b, c), respectively. 

The technical characteristics of both the ESSs and their 

inverters are provided in Table V. 
TABLE V. ESS AND INVERTER PROPERTIES 

Nominal voltage  4.16 kV 

Max. power rated  2000 kW 

kWh rated (max) 6000 

%cutin= %cutout  0.1 

𝑃𝐹 1 

Vmin(pu) 0.9 

Vmax(pu) 1.03   

%reserve 20 
%stored 100 

%idlingkW 2 

Rate of charge /discharge % 50% of kW 
Inverter efficiency Fig.8 (b) 

Dispatchable curve  Fig.9 (a) 

Charge Trigger   
Dispatchable curve  

Discharge Trigger   

3) WIND-BASED DG MODELLING  

In this article, the wind-based DG is assumed to be connected 

to Bus#450 through a transformer (#WindGB) with a nominal 

rated power of 1500 kW at UPF, as detailed in Table VI [48]. 

Wind generation is based mainly on wind speed variations 

which are intermittent and unpredictable. Thus, the operating 

regions illustrate the relationship between wind speed and the 

output mechanical power. The total captured mechanical 

power can be categorized into four regions, which are limited 

between the cut-in wind speed (𝑉𝑐𝑢𝑡 𝑖𝑛) and the cut-out wind 

speed (𝑉𝑐𝑢𝑡 𝑜𝑢𝑡): 
• Region 1 and Region 4: The wind turbine (WT) is 

stationary for safety reasons. 

• Region 2: Known as the Maximum Power Point 

Tracking (MPPT) region, where the WT achieves 

optimal power output below the rated wind speed. 

• Region 3: The pitch control region, where 

mechanical power is regulated to reduce mechanical 

stress on the WT blades when wind speeds exceed 

the rated wind speed. 

Generally, the captured mechanical power from the wind 

energy conversion system (WECS) operating regions is 

formulated as, 

 

TABLE IV. PV ARRAY AND INVERTER PROPERTIES 

kVA limits 10 kVA to 2500 kVA  

kV 4.16 

%cutin= %cutout  0.1 
|𝑘𝑣𝑎𝑟 (𝑚𝑎𝑥. )| 750 𝑘𝑣𝑎𝑟 

Vmin(pu) 0.9 

Vmax(pu) 1.03   
Nominal irradiance and temperature 1200 W/m2 & 25°C 
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FIGURE 5. Configuration of grid-connected PV system 

 
FIGURE 6. General Inverter Capability Curve and is smart functions. 
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b. Solar temperature in °C c. Histogram of solar irradiance data and Weibull distribution. 

FIGURE 7. Operational weather profiles of PV-based DGs. 

    
a. Correction factor vs Temperature b. Inverter efficiency curve 

FIGURE 8. PV array properties. 

 

  

FIGURE 9. Dispatchable curve and VW functions for ESSs. 

 

𝑃𝑚 =

{
 
 

 
 

0 ∀  𝑉𝑤𝑖𝑛𝑑 ≤ 𝑉𝑐𝑢𝑡 𝑖𝑛 , 𝑉𝑐𝑢𝑡 𝑜𝑢𝑡 ≤  𝑉𝑤𝑖𝑛𝑑  

𝑃𝑟𝑎𝑡𝑒𝑑 (
𝑉𝑤𝑖𝑛𝑑 − 𝑉𝑐𝑢𝑡 𝑖𝑛
𝑉𝑟𝑎𝑡𝑒𝑑 − 𝑉𝑐𝑢𝑡 𝑖𝑛

)∀ 𝑉𝑐𝑢𝑡 𝑖𝑛 ≤ 𝑉𝑤𝑖𝑛𝑑 ≤ 𝑉𝑟𝑎𝑡𝑒𝑑 

𝑃𝑟𝑎𝑡𝑒𝑑 ∀  𝑉𝑟𝑎𝑡𝑒𝑑 ≤ 𝑉𝑤𝑖𝑛𝑑 ≤ 𝑉𝑐𝑢𝑡 𝑜𝑢𝑡 
 

 (10) 

In the MPPT region, the WT is regulated to capture the 

maximum possible power below the rated wind speed. To 

achieve this, the pitch angle is set to zero, ensuring the WT 

blades face the wind directly. Hence, the maximum power can 

be harvested by adjusting the rotor speed to track the variation 

in wind speed. In opposition, in the pitch control region, the 

output power must be mechanically controlled to protect 

against high wind speeds, particularly sudden gusts. This 

involves adjusting the pitch angle of the WT blades when the 

wind speed exceeds the rated level. The pitch control concept 

is described as follows, 

𝛽𝑟𝑒𝑓

= {

𝛽0 = 0 ,                           0 < 𝜔𝑚 < 𝜔𝑟𝑎𝑡𝑒𝑑
Δ𝛽

Δ𝜔𝑚
(𝜔𝑚 − 𝜔𝑟𝑎𝑡𝑒𝑑) + 𝛽0,   𝜔𝑚 > 𝜔𝑟𝑎𝑡𝑒𝑑

 
(11) 

Below the rated wind speed, the pitch angle is set to zero to 

maximize power output. Above the rated wind speed, the pitch 

controller limits the rotor speed and can also act as a braking 

system if rotor speed control is not achieved. 

To reflect the realistic variations of wind speed, a 24-hour real 

wind speed profile is obtained from the wind tower at the 

National Renewable Energy Laboratory (NREL) National 

Wind Technology Center (NWTC) [49]. The tower is located 

at a latitude of 39.91° N, a longitude of 105.23° W, and an 

elevation of 1855 meters. The wind power is obtained with an 
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average wind speed of 5.1 m/s, recorded at one-hour intervals 

over one day, as shown in Fig.10 (a).  

Real wind speed data was collected through measurements 

taken at the analyzed location over the period of one day. 

Fig.10 (b) shows the wind speed distribution obtained from 

these measurements and includes the Weibull PDF 

corresponding to the measured data. The wind speed samples 

generated according to the Weibull PDF are used to model the 

uncertainty in the WT output power. These generated wind 

speed samples are then converted into WT output power based 

on the WT characteristics. Hence, the daily generated power 

from the WT is illustrated in Fig.10 (c). It is assumed that the 

MPPT algorithm tracks optimally 100% of maximum power. 

 

 
a. Wind speed. 

 
b. Histogram of wind data and Weibull distribution. 

 
c. Generated output power. 

FIGURE 10. Wind-based DG characteristics. 

 

TABLE VI. SPECIFICATION OF WT 

The coefficients C1 to C6 
𝐶1 = 0.5176 𝐶2 = 116 

𝐶3 = 0.4 𝐶4 = 5 

𝐶5 = 21 𝐶6 = 0.0068 

Blade radius 𝑅 = 35.25 𝑚 

Air density 𝜌 = 1.225𝑘𝑔/𝑚3 

Optimal tip speed ratio 𝜆𝑜𝑝𝑡𝑖 = 8.1 

Maximum power Coefficient 𝐶𝑝−𝑚𝑎𝑥 = 0.48 

Rated power  𝑃 = 1.5 𝑀𝑊 
PF UPF 

Transformer WindGB phases=3, windings=2, buses=(#450 
#WindGB ), conns.=(delta, wye  ), 

kV=(4.16, 0.69  ), kVA=(2000,  2000), 
taps='1. 1', XHL=0.5 

4) PEV MODELLING 

This study assumes that a significant number of PEVs are 

connected to the microgrid at Bus #610 through a 3 MVA 

load transformer to analyze their impact on the power grid 

and to plan the necessary infrastructure. The PEV load 

profile is used to reflect the realistic operation of PEVs, 

considering various uncertainties such as vehicle mobility, 

charging infrastructure, the market share of PEVs, and 

different parameter sets, as estimated in [47]. In this study, a 

substantial PEV load (2000 kW) with Level (1) residential 

charging is integrated into the microgrid based on the per-

unit estimated load profile, as depicted in Fig. 11. 

 

FIGURE 11. Estimated load profile of PEVs per weekday. 

C. Objective Function 

The objective functions formulated in this study play a critical 

role in enhancing the HC of RESs in unbalanced microgrids. 

By minimizing the voltage unbalance index (VUI%) and 

overloading of main feeders ( IOL%), the model ensures stable 

and reliable grid operation, essential for integrating higher 

levels of RESs without compromising power quality. 

Controlling VUI% helps maintain voltage stability within 

acceptable limits, reducing the risk of adverse effects on 

equipment and grid performance, as outlined in the EN 50160 

standard. Similarly, limiting the feeder loading to within 

standard capacity mitigates risks such as overheating and 

efficiency loss, which are common challenges with increased 

DG penetration. Furthermore, the model maximizes the 

penetration level (λ𝑝𝑣%) of PV systems, aligning with 

distribution system operator (DSO) guidelines for optimal DG 

integration. By balancing these three objectives, the model 

facilitates an effective and accurate approach to optimize the 

HC of RESs, supporting the development of resilient, 
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efficient, and high-penetration RESs in distribution networks. 

The complete objective function (𝑓𝑡)  is expressed as shown in 

Eq. (12). 

min
θ
{𝑓𝑡 = 𝑤1𝑓1 + 𝑤2𝑓2 − 𝑤3𝑓3} 

s.t. 𝑤1 +𝑤2 + 𝑤3 = 1 

(12) 

 where 𝜃 is the vector of the decision variables.  

 {𝑓1, 𝑓2, 𝑓3} are the three objective functions, which are the 

VUI%, IOL%, and λ𝑝𝑣%, respectively. Additionally, 

{𝑤1, 𝑤2, 𝑤3} are the set of weighting factors are defined by the 

decision maker regarding the planning requirements. For 

simplicity, the three objectives are weighed equally during 

optimal planning. The formulations of these 3 subfunctions are 

bellowed. 

1) VUI FORMULATION 

The voltage unbalance can be determined using symmetrical 
voltage components methods or the National Electrical 
Manufacturers Association (NEMA) definition which is 
applied in this article [50]. To determine the VUI ratio, the 
following equation can be applied, 

𝑓1 = 𝑉𝑈𝐼 % =
𝑀𝑎𝑥. 𝐴𝑉𝐷

𝑉𝑖
𝑎𝑣𝑔. ∗ 100% (13) 

where 𝑀𝑎𝑥. 𝐴𝑉𝐷 is the maximum average voltage 
deviation from the average voltage of the three phases 

(𝑉𝑖
𝑎𝑣𝑔.

), 𝑖 presents the bus number. Both 𝑀𝑎𝑥. 𝐴𝑉𝐷, and 

𝑉𝑖
𝑎𝑣𝑔.

 are expressed as follows, 

𝑀𝑎𝑥. 𝐴𝑉𝐷 = 𝑚𝑎𝑥. {
3

𝑝ℎ = 1
|𝑉𝑖

𝑎𝑣𝑔
. −𝑉𝑖

𝑝ℎ
|  (14) 

𝑉𝑖
𝑎𝑣𝑔

=
1

3
 (𝑉𝑖

𝑎 + 𝑉𝑖
𝑏 + 𝑉𝑖

𝑐) (15) 

where 𝑉𝑖
𝑝ℎ

 is the actual voltage per phase (𝑉𝑖
𝑎, 𝑉𝑖

𝑏 , 𝑉𝑖
𝑐). 

Although voltage imbalance in the distribution system is 
usually minor, the VUI% should be kept within 2%, as EN 
50160 standard recommended. 

2) AMPACITY OF FEEDERS  

With the increased penetration of DGs, feeders may 
become overloaded, exceeding their nominal ampacity. This 
can lead to various adverse effects, such as increased voltage 
drop, overheating, reduced efficiency, and potential failures 
and deterioration. Therefore, it is crucial for planners to 
consider the ampacity of service feeders to ensure reliable and 
safe operation when integrating new DGs. The feeder 
ampacity shouldn't exceed 100%  or  150% of nominal feeder 
ratting regarding EN 50160 and  VDE-AR-N 4105 standards, 
respectively. IOL% of the main feeder at each zone is 
calculated as, 

IOL% =
𝑀𝑎𝑥. {

3
𝑝ℎ = 1

|𝐼𝑎𝑐𝑡. 𝑝𝑒𝑟 𝑝ℎ𝑎𝑠𝑒| 

|𝐼𝑟𝑎𝑡𝑒  |
∗ 100%  

(16) 

Thus,  

𝑓2 =∑max  ( IOL%

𝑁𝑓

𝑖=1 

 ∀ 𝑧𝑜𝑛𝑒) (17) 

where, 𝑁𝑓 is the total selected main feeders overall the 

operational zones. 

3) PENETRATION LEVEL 

To ensure that the power quality indices not be violated, the 

penetration level of PV-based DGs is considered in the 

objective function to be maximized. The penetration level 

(λ𝑝𝑣%) is expressed as, 

𝑓3 = λ𝑝𝑣% =
𝑆𝑡
𝑝𝑣
 

St
𝑙𝑜𝑎𝑑 ∗ 100%  (18) 

where, 𝑆𝑡
𝑝𝑣

 , St
𝑙𝑜𝑎𝑑are the total apparent power of integrated 

PVs, and the total apparent power of connected loads, 

respectively, at 100% loading condition. According to the 

DSO rules of thumb, it is recommended that the integrated 

DG size should be between 50% and 100% of the feeder 

capacity [11], [12]. The proposed planning model can be a 

helpful tool to determine the best PV size within the accepted 

range with high accuracy rates.  

E. Operational Constraints  

1) POWER FLOW BALANCE CONSTRAINTS 

The power flow balance constraints presented in Eqs. (19) 

and (20) ensure that the system’s power supply matches the 

demand and losses, taking into account all active and reactive 

power sources, including loads, renewable generation (PV 

and wind), ESSs, and EVs. Specifically, these constraints 

prevent issues like voltage deviations, feeder overloads, and 

energy storage over-discharge, which are critical for 

maintaining stable system operation. The selected 

constraints align with common industry practices and 

regulatory standards, such as IEEE 1547-2018, which 

emphasizes reliable operation of distributed energy 

resources without compromising grid stability. Eqs. (19, 20) 

are formualted as, 

∑𝑃𝐿𝑜𝑎𝑑
𝑖 (𝑡) + ∑ 𝑃𝐿𝑜𝑠𝑠

𝑙 (𝑡) − 𝑃𝑤𝑖𝑛𝑑(𝑡)

𝑁𝑙𝑖𝑛𝑒

𝑙=1 

𝑁𝐿

𝑖=1

−∑𝑃𝑝𝑣
𝑘

𝑁𝑧

𝑘=1

(𝑡) ±∑𝑃𝐸𝑆𝑆
𝑘 (𝑡)

𝑁𝑧

𝑘=1

+ 𝑃𝐸𝑉(𝑡) = 𝑃𝐺𝑟𝑖𝑑(𝑡) 

(19) 

∑𝑄𝐿𝑜𝑎𝑑
𝑖 (𝑡) + ∑ 𝑄𝐿𝑜𝑠𝑠

𝑙 (𝑡)

𝑁𝑙𝑖𝑛𝑒

𝑙=1 

𝑁𝐿

𝑖=1

±∑𝑄𝑝𝑣
𝑘

𝑁𝑧

𝑘=1

(𝑡)  = 𝑄𝐺𝑟𝑖𝑑(𝑡) 

(20) 

where 𝑃𝐿𝑜𝑎𝑑
𝑖  and 𝑄𝐿𝑜𝑎𝑑

𝑖  are the active and reactive powers of 

load connected in bus 𝑖 to the total number of loads (𝑁𝐿),  

𝑃𝐿𝑜𝑠𝑠
𝑙  and 𝑄𝐿𝑜𝑠𝑠

𝑙  state the active and reactive power losses per 

line, 𝑃𝐸𝑆𝑆
𝑘  is the active power of ESSs at each zone, and 𝑃𝐺𝑟𝑖𝑑  

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2025.3533043

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



 Author Name: Preparation of Papers for IEEE Access (February 2017) 

2 VOLUME XX, 2017 

and 𝑄𝐺𝑟𝑖𝑑  are the swapped active and reactive power from 

the UG. 

2) VOLTAGE LIMITS 

According to EN 50160 and ANSI C84.1 standards, the 

voltage limits should be in the range of ±10% of 𝑉𝑟𝑎𝑡𝑒𝑑 for 

load busses, and  ±5% of 𝑉𝑟𝑎𝑡𝑒𝑑  for PV-based DG feeders, 

respectively, as given in Eqs. (21,22). 

0.9 ≤ 𝑉𝑖
𝑙𝑜𝑎𝑑 ≤ 1.1 (𝑝. 𝑢. ) (21) 

0.95 ≤ 𝑉𝑖
𝐷𝐺 ≤ 1.05 (𝑝. 𝑢. ) (22) 

3) CONSTRAINTS OF PV-BASED DGS  

The installed PV systems not only inject active power but also 

have reactive power capability. This is achieved by 

controlling the PV inverters using a combined mode 

operation (VV-VW) to adjust the required reactive power. 

The selected apparent power size is constrained as follows: 

10 𝑘𝑉𝐴 ≤ 𝑆𝑝𝑣
𝑘
 
≤ 2500 𝑘𝑉𝐴 (23) 

Hence, the PV inverters are regulated to absorb/inject the 

reactive in demand with limits, 

−750 𝑘𝑣𝑎𝑟 ≤ 𝑄𝑝𝑣
𝑘
 
≤ 750 𝑘𝑣𝑎𝑟 (24) 

4) FEEDER CURRENT LIMITS 

 The maximum ampacity of the main feeders in each zone 

should be within the limits specified by the following 

equation: 

𝐼𝑎𝑐𝑡. ≤ 𝐼𝑚𝑎𝑥.  (25) 

 

5) ESS CONSTRAINTS [51], [52] 

The state of charge (SoC) of ESSs is restricted as,  

𝑆𝑜𝐶𝑚𝑖𝑛 ≤ 𝑆𝑜𝐶𝑡 ≤ 𝑆𝑜𝐶𝑚𝑎𝑥 (26) 

where the charging/discharging power of ESSs is kept within 

limits, 

𝑃𝐸𝑠𝑠
𝑐ℎ ≤ 𝑃𝐸𝑠𝑠

𝑡
 
≤ 𝑃𝐸𝑠𝑠

𝑑𝑖𝑠 (27) 

To ensure the correct operation mode of ESSs at any given 

time, flag bits are used, as both charging and discharging 

modes cannot occur simultaneously,  

𝑈𝑐ℎ
𝑡 + 𝑈𝑑𝑖𝑠

𝑡 ≤ 1; 𝑠. 𝑡. 𝑈𝑐ℎ
𝑡 , 𝑈𝑑𝑖𝑠

𝑡 ∈ {0,1} (28) 

Other constraints are mentioned in Table V.   

 
III. Proposed planning methodology 

In this section, the proposed planning methodology is 

explained in terms of the applied software, and the planning 

strategy using MOGWO algorithm. 

A. Co-simulation between OpenDSS and MATLAB 

In [12], a comparison is made among various software 

platforms used for solving Optimal Power Flow (OPF) 

problems. The study highlights the characteristics, advantages, 

and drawbacks of each platform, providing a comprehensive 

evaluation of their performance in power system optimization 

tasks. This comparison is valuable for understanding the 

strengths and limitations of different software tools, helping 

researchers and practitioners select the most suitable platform 

for their specific needs in OPF analysis. Various studies have 

utilized OpenDSS, MATLAB, or co-simulation between these 

platforms to solve complex and large-scale distribution system 

problems [27], [53]. These studies typically focus on 

analyzing power flow, optimization, and other system 

performance metrics in unbalanced and modern distribution 

networks. Their results reveal key differences in performance, 

such as computational speed, accuracy, and flexibility in 

handling dynamic and unbalanced conditions. Comparisons 

across these studies highlight the strengths of OpenDSS in 

modeling distribution systems and running simulations, while 

MATLAB is often preferred for its powerful optimization 

algorithms and ability to handle large data sets. Co-simulation 

approaches, combining both platforms, leverage the strengths 

of each, but also introduce challenges in coordination and data 

exchange between systems.  

Hence, the proposed methodology is validated using two 

platforms, OpenDSS and Matlab. The OpenDSS software is a 

powerful, flexible, and reliable research platform that can 

implement the OPF problem efficiently and rapidly. However, 

the OpenDSS doesn’t have the ability to change the variables 

data and rebuild the admittance (Y) matrix at every iteration. 

Therefore, Matlab is combined to coordinate the control of 

OpenDSS and manage the optimization problem by providing 

the new variable’s data to OpenDSS to make OPF problem 

and then analyze the upcoming at from the OpenDSS. Which 

offers accurate data processing speed, as depicted in Fig.12. 

 

FIGURE 12. Detailed co-simulation between Matlab and 
OpenDSS. 

Start

Set parameters and initialize the 

iteration, i=0 

i=i+1

• Insert the proposed solution into system script.

• Solve the OPF problem.

• Import voltages, currents, power losses, and other.

• Analysis the imported data and 

make calculations.

• Save results.

Is  maximum 

numbers of 

iterations reached?  

NO

Yes

Updating the iteration 

number, parameters, 

and proposed solution. 

• Analysis the stored results and find the optimal 

solution. 

• Save results.

End

OpenDSS

Matlab
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B. Optimal planning strategy using MOGWO 

algorithm 

The MOGWO algorithm is used to optimize the planning 

strategy as its superiority compared to other conventional and 

optimization algorithms, as previously highlighted in the 

literature [17], [54]. Hence, the MOGWO algorithm is 

preferred for its superior convergence rate, computational 

efficiency, and robustness against stochastic variations, 

making it more suitable for solving the complex optimization 

problem in RESs compared to other algorithms such as PSO 

and GA. Therefore, it is used to optimize the best size and 

placement of PVs and ESSs at each partition area according to 

the objective function to enhance the power quality and 

increase the HC of the studied system. The planning strategy 

involves two operation stages, as summarized: 

• Stage 1: Single Allocation Process 

This stage is responsible for identifying the best candidate 

buses in each zone for the implementation of PVs and ESSs. 

It involves randomly selecting the locations and sizes within 

each zone individually (one zone is active at a time). The 

objective function is calculated and minimized, determining 

the optimal locations for PVs and ESSs in each zone. 

• Stage 2: Multiple Allocation Process 

This stage optimizes the sizes of PVs (kVA) and ESSs (kW, 

kWh) across all zones simultaneously, based on the best  

 locations identified in Stage 1. The objective function is again 

calculated and minimized, resulting in the optimal sizing of 

PVs and ESSs for each zone. The complete flowchart of the 

proposed planning strategy is given in Fig.13. 
IV. Simulation results 

To showcase the effectiveness of the proposed planning 

strategy, various cases are tested using daily simulation based 

on the system configuration and data, as stated in section III. 

These cases are named as, 

• Case 1: results without respecting either PVs or 

ESSs. 

• Case 2: results with PVs and ESSs. 

A. Optimal placement and sizing of DGs and 

ESSs 

The MOGWO algorithm is given the best placement and 

sizing of DGs and ESSs at each zone for case 2, as depicted in 

 

FIGURE 13. Flow chart of optimal planning strategy using the MOGWO. 

•  IEEE 123 bus data, Daily solar PV and wind power generation duty, Daily 

load-shape, Buses per zones, constraints . 

• Smart functions, efficiency and overall system component parameters.

• Dispatchable curves of PEV and ESSs. 
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Table VII. According to Eq. (18), the penetration level has 

increased to approximately 150% of the total demand. It is 

notable that the optimizer selected the best locations for PV 

systems and ESSs, often installing them on the same bus to 

mitigate the intermittent of DGs, except in Zone 5. In this 

zone, a small-sized PV system was installed at a distant bus, 

while the ESS was placed near the wind-based DG for the 

same purpose. 
TABLE VII. BEST ALLOCATION RESULTS OF PVS 

AND ESSS AT EACH ZONE. 

 Z#1 Z#2 Z#3 Z#4 Z#5 Z#6 

P
V

 Bus 

ID 
149 13 35 52 78 101 

kVA 1630 2500 10 2320 40 20 

E
S

S
 

Bus 

ID 
149 13 35 52 67 101 

kW 1000 500 400 200 400 300 

kWh 4000 2000 2000 1000 2000 1000 

B. Voltage violation improvements: 

The installation of both PV systems and ESSs contributes to 

improved voltage profiles and reduced voltage unbalance at 

each bus, as depicted in Fig. 14 (a). It is evident that the 

VUI% decreased in Case 2 compared to Case 1 by 11%. 

Specifically, the average VUI% of the studied system is 

0.810994% in Case 2, compared to 0.910177% in Case 1. 

The maximum VUI% occurred at buses 30 and 250, with 

values of 1.4593% and 1.5907% in Case 2 and Case 1, 

respectively. Conversely, the minimum VUI% in both cases 

is 0.0002% at bus 149. It is clear that the maximum VUI% 

does not exceed the standard value of 2% as per EN-50160. 

 

a. Voltage unbalance 

 
b. Daily average voltage profile per bus in Case 2. 

FIGURE 14. Volage violation improvements. 

Fig. 14(b) depicts the voltage profile per bus for all candidate 

buses in Case 2. It is evident that the minimum and maximum 

voltage levels are between 0.99 pu and 1.039 pu, 

respectively. Additionally, zones 2, 3, and 4 require more 

attention to address voltage unbalance problems, while the 

remaining zones need to decrease voltage rises to reduce 

voltage deviation. More voltage regulation techniques need 

to be implemented, as will be discussed in future work. 

C. Feeder congestion and power loss reduction: 

In this section, the results of feeder overloading and power 

losses are investigated. Accurate deployment planning of 

both PV systems and ESSs should contribute to reducing 

losses and overloading in the main feeder of each zone. 

Tables VIII and IX provide a summary of selected feeder 

characteristics, including current congestion under normal 

and emergency conditions, average current unbalance based 

on symmetrical current components, and average daily 

power losses. Key findings from these tables can be 

summarized as follows: 

• Improvements in the main feeder (Line #115) are 

noticeable, with the average overloading per day 

reduced to 112% in Case 2 compared to 138% in 

Case 1, meeting the standards set by EN 50160 and 

VDE-AR-N 4105, which state that overloading 

should be within 100% or 150% of the nominal 

feeder rating, respectively. Other feeders showed 

slight improvements as they were not overloaded. 

On average, feeder congestion is reduced by 16% 

by applying the planning strategy. 

• For Line #115, the average power losses are 

reduced to 13 kW and 28 kvar, with an average 

power loss ratio (Avg. Ploss %) of 0.2% per day in 

Case 2, compared to 17 kW and 36 kvar in Case 1, 

where the Avg. Ploss % is 0.5%. 

According to the HC term which refers to the maximum size 

of total DGs, such as PVs or wind power, that a feeder can 

accommodate at each zone without compromising power 

quality or reliability. Ideally, HC should be between 50% and 

100% of the feeder capacity based on DSO rules of thumb. 

The results reveal varying HC utilization across different 

zones, with some operating near or at capacity limits (zones 

1, 2, 4, 5), while others have significant available capacity 

(zones 3, 6). Attention is needed to increase the HC capacity 

of zones 3 and 6, especially with the inclusion of wind 

generation in Zone 5. These findings are crucial for planning 

future DGs and ESS installations to ensure they remain 

within feeder HC limits and maintain power quality and 

system reliability. 

Fig.15 (a) and Fig.15 (b) present the total active (P in MW) 

and reactive (Q in Mvar) power losses of the entire studied 

system per hour, respectively. Notably, there is a reduction 

in both components of power losses by 12.77% and 13.66%, 
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respectively, in Case 2, with values of 2.05 MW and 4.11 

Mvar, compared to Case 1, which recorded 2.35 MW and 

4.76 Mvar. It is observed that the majority of losses occur 

during the late hours of the day due to increased demand 

from normal loads and PEVs, without adequate support from 

DG capacities. As a result, the main power source is provided 

by the UG, causing more losses and overloading in the main 

feeders. 

  
a. Active power loss. b. Reactive power loss. 

FIGURE 15. Total power loss of the studied system. 

TABLE VIII. OVERLOADING ON LINES IN CASE 1. 

Feeder 

I R
a
te

 (
A

) 

I a
v
g
 (
A

) 

Avg. 

Overloading 

Avg. Emergency  

condition 

Avg. symmetrical 

current 

components (A) 

Avg. current 

unbalance 
Avg. Power losses 

Amps. 

Over 
𝐈𝐎𝐋% 

Iem (A), 

rated  
%Imax/Iem I1 I2 I0 

%I2/

I1 

%I0/

I1 

P 

(k

W) 

Q 

(kvar) 

Avg. Ploss 

% 

Line#115 400 467 159 138 600 92 466 53 44 12 10 17 36 0.5 

Line#13 400 136 226 44 600 29 136 21 17 16 12 3 6 0.33 

Line#114 400 94 297 26 600 17 94 12 7 13 8 0.6 1 0.1 

Line#116 400 296 128 83 600 55 296 23 18 9 7 7 15 0.3 

Line#117 400 126 256 36 600 24 125 16 13 14 12 1 2 0.1 

Line#118 400 37 351 12 600 8 37 7 6 18 17 0.1 0.14 0.03 

TABLE IX. OVERLOADING ON LINES IN CASE 2. 

Feeder 

I R
a
te

 (
A

) 

I a
v
g
 (

A
) 

Avg. Overloading 
Avg. Emergency 

condition 

Avg. symmetrical 

current components 

(A) 

Avg. current 

unbalance 
Avg. Power losses HC limits 

Amps. 

Over 
𝐈𝐎𝐋% 

Iem (A), 

rated 

%Imax

/Iem 
I1 I2 I0 

%I2/

I1 

%I0/

I1 

P 

(kW) 

Q 

(kva

r) 

Avg. 

Ploss 

% 

F
e
e
d

e
r
 H

C
 

In
st

a
ll

e
d

 

Line#115 400 392 192 112 600 75 389 51 43 16 14 13 28 0.2 
100

% 
65.2% 

Line#13 400 138 224 44 600 29 137 21 17 15 12 3 6 0.33 
100

% 
100% 

Line#114 400 95 294 26 600 18 96 12 7 13 7 0.6 1 0.1 
100

% 
0.4% 

Line#116 400 239 180 66 600 44 238 22 18 16 13 6 12 0.3 
100

% 
92.8% 

Line#117 400 126 250 36 600 24 125 16 13 14 11 1 2 0.2 
100

% 
61.6% 

Line#118 400 39 349 13 600 8 39 7 6 17 17 0.1 0.14 0.03 
100

% 
0.8% 

 

D. Results of integrated DGs and ESSs:  

In Fig. 16, the injected electrical power generated from the WT 

is depicted. It is notable that when the wind speed is below the 

cut-in speed, the generated power is zero, such as at hour 8. 

Conversely, when the wind speed exceeds the cut-out speed, 

the generated power is limited to the rated power, as 

previously discussed.  

In Fig. 17 (a,b), the injected active power and absorbed 

reactive power are shown for each PV deployed in each zone, 

respectively. It is worth mentioning that the smart functions of 

inverters regulated the power exchange between the PVs and 

connected buses according to the voltage of the main feeders 

in each zone. In Fig.17 (a), the active power is regulated using 

the VW mode, which curtails the generated power to the 

maximum value when the voltage of the main feeder is 

between 1 pu and 1.02 pu, as observed in PV1, PV5, and PV6. 

Additionally, the VV mode operates to serve the same purpose 

when the voltage exceeds 1 pu, where the maximum reactive 
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power is absorbed, constrained by the size of the equipped PV 

in each zone, as depicted in Fig.17 (b). 

For further clarification on the smart functions of inverters, the 

combined VV-VW mode operation is shown in Fig.18 (a,b), 

with respect to the average operating voltage of the equipped 

buses for PV1 and PV6. It is worth noting that the operation 

period for both VV and VW modes is between hour 5 and hour 

20, which corresponds to the limited generation period for the 

PVs. Additionally, it is clear that these modes observe the 

average voltage and compare it with reference values to 

regulate it to the desired Vreg value. 

Fig.19 (a,b) depicts the dispatchable power and energy of all 

ESSs in the studied system, respectively. As observed, the 

operation of the ESSs follows the dispatchable curve as 

mentioned previously. The charging and discharging 

processes continue until the maximum capacity of the ESSs is 

reached in each mode. However, this capacity is not applicable 

for all ESSs, and therefore, the VW mode of the inverters 

cannot be activated. 

E. Power balance and grid dependency: 

In Case 1, the required active and reactive powers are imported 

from the UG in the presence of wind energy, as depicted in 

Fig.20 (a,b). In Fig.21, the power balance in Case 2 is shown 

in terms of active and reactive powers, respectively. In Fig.21 

(a), the active power exchanged is depicted. It is observed that 

active power is imported from the UG during periods when 

the PVs are not generating power, which is necessary to meet 

the demand alongside ESSs and wind power. When the PVs 

start generating power, the excess power is exported to the UG 

as the ESSs enter an idling mode. Conversely, reactive power 

is imported from the grid throughout all periods to meet the 

reactive power requirements of the demand and PVs, ensuring 

voltage regulation as shown in Fig.21 (b). The power balance 

results in Case 2 demonstrate the superiority of integrating 

both PVs and ESSs in reducing dependency on the UG to 

support the demands. 

F. Discussion  

In Table X, a summary of the daily simulation results of the 

studied system is provided, highlighting the main findings of 

applying the proposed planning strategy for deploying PVs 

and ESSs. These findings can be summarized as follows: 

• The MOGWO algorithm effectively placed DGs and 

ESSs, increasing penetration levels to 150% of total 

demand. 

• Improved voltage profiles and reduced voltage 

unbalance were observed, with VUI% decreasing by 

11% in Case 2. 

• Feeder congestion decreased by 16%, and power 

losses for Line #115 dropped significantly in Case 2. 

• Varying HC utilization across zones highlights the 

need for future planning to optimize capacities. 

• The smart functions of inverters effectively operate 

to regulate the voltage according to the main 

connected feeder at each zone. 

 

 

 
FIGURE 16. Generated wind power. 

  

a. Generated active power. b. Absorbed reactive power. 

FIGURE 17. Dispatchable power of PVs. 
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a. Characteristics of PV1. b. Characteristics of PV6. 

FIGURE 18. Smart functions of PV inverters. 

 
 

a. Swapped active power. b. Swapped energy. 

FIGURE 19. Dispatchable power of ESSs. 

• Integration of PVs and ESSs reduced dependency on 

the UG, enhancing system reliability and efficiency. 

Overall, the integration of PVs and ESSs under the proposed 

planning strategy proved effective in improving voltage 

profiles, reducing feeder congestion and power losses, and 

optimizing HC utilization. Future work should focus on 

further refining voltage regulation techniques and enhancing 

HC capacities in underutilized zones. 
V. Conclusion 

This article examines the coordinated deployment planning of 

DGs based on RESs and ESSs within an unbalanced three-

phase IEEE 123-bus microgrid. The studied system is 

segmented into six operational zones, each containing 

candidate unbalanced three-phase buses for the placement of 

both PV systems and ESSs. This is done in the context of PEV 

demand in the residential sector and wind-based DG 

connected to the end buses. The planning strategy aims to 

address several key objectives: mitigating voltage unbalance, 

reducing voltage deviations, decreasing power losses, and 

alleviating congestion and overloading in the main feeders. 

Additionally, it seeks to maximize the HC of RESs in a grid-

connected unbalanced microgrid to accommodate additional 

DGs within each partitioned area while minimizing the 

exchanged power between these areas and the UG. Moreover, 

smart inverter control functions are employed, including 

combined mode, VV-VW), for PV inverters, as well as VW 

for ESS inverters. The study also considers the uncertainties 

in demand and generation, incorporating the dispatchable 

curve of ESSs. To optimize the planning problem, the 

MOGWO algorithm is utilized using co-simulation between 

MATLAB and OpenDSS platforms. As a result, the proposed 

planning strategy led to enhanced power quality, reduced 

feeder congestion by 16%, increased penetration level of PVs 

to 150%, and minimized power losses by approximately 13%. 

Additionally, the results emphasized the importance of 

adhering to feeder HC limits to maintain system reliability. 

Furthermore, the successful integration of PVs and ESSs 

demonstrated a promising approach to reduce dependency on 

the UG while supporting demands. These results underscore 

the significance of strategic planning and optimization 

techniques in advancing the efficiency and resilience of grid-

connected unbalanced microgrids. 

For future work, sensitivity analysis of various integrated 

RESs will be conducted, alongside evaluating the robustness 

of different metaheuristic algorithms. This evaluation will 

focus on aspects such as convergence rate, computational 

efficiency, and solution quality across multiple optimization 

techniques, ensuring a more rigorous assessment of 

performance. Additionally, sensitivity analysis of objective 

function weights will be included to further validate the 

robustness of the proposed approach. In terms of HC 

estimation and enhancement strategies, advanced voltage 

violation mitigation will be explored using robust control 

systems and data-driven approaches, particularly in the 

presence of PEVs and multi-carrier energy systems (MESs). 
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TABLE X. SUMMARY OF DAILY SIMULATION RESULTS. 

 Case 1 Case 2 

VUI% 

Avg. VUI% 0.910177% 0.810994% 

Max. VUI% 1.5907% at bus#30&250 1.4593% at bus#30&250 

Min. VUI% 0.0002% at bus#149 0.0002% at bus#149 

Total Losses 
P (MW) 2.35 2.05 

Q (Mvar) 4.76 4.11 

Total overloading of feeders 

Avg. 𝐈𝐎𝐋% 56.5% 47.3% 

Max. 𝐈𝐎𝐋% 138% at Line#115 112% at Line#115 

Min. 𝐈𝐎𝐋% 12% at Line#118 13% at Line#118 

Avg. Voltage (pu) 
Min. 0.98 pu at bus#61&66 0.99 pu at bus#61&66 

Max. 1.042 pu at bus#83 1.039 pu at bus#83 

  
a. Active power. b. Reactive power. 

FIGURE 20. Power balance in Case 1. 

  
a. Active power. b. Reactive power. 

FIGURE 21. Power balance in Case 2. 
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