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ABSTRACT
The paper explores the layout analysis and classification task of Pashto document images, a field with limited
research due to the language’s low-resource status. It uses Document Image Analysis (DIA) to detect one-
column and two-column text blocks from Pashto documents captured using handheld cameras. A novel
dataset containing real-world documents is annotated using bounding boxes to distinguish between one-
column and two-column layouts. Layout analysis plays a vital role in Document Image Analysis (DIA) and
answers questions about the nature of Document Images integral parts (components). These components are
mainly text, graphics, and tabular data. The detection/ identification of such elements is initially dependent
on the general layout of a document. Textual columns are one of the basic layout structures present in
document images. Such textual columns need identification as one-column or two-column before feeding
the textual blocks into an Optical Character Recognition (OCR) system. Also, it becomes more crucial if the
document images belong to a low-resource language like Pashto. Thus, this work contributes mainly in two
aspects. First, it contributes to creating a dataset containing camera-captured document images with one-
column and two-column patterns. Second, it proposes a deep learning model to identify/ detect one-column
and two-column textual blocks in the Pashto text images. The proposed model utilizes a reputed variant
of a Faster Region-based Convolutional Neural Network (R-CNN) called single shot detector (SSD). The
evaluation was done by examining the test set and a mean average precision (mAP) of 89% is achieved as a
baseline.

INDEX TERMS DIA, Deep Learning Models, Pashto, SSD

I. INTRODUCTION

The automatic detection and analysis of textual blocks in doc-
ument images has emerged as a vital issue in document image
analysis (DIA) systems, particularly for languages with right-
to-left scripts like Pashto. Significant development has been
made in text detection for Latin-based scripts (1). Languages
like Pashto present precise challenges due to their unique
character set, similar-shaped characters, dots and diacritics,
cursive nature, and complexities of the writing system (2).

Document images are those digital images that are achieved
either from a scanner or a camera. These documents include
articles, postal addresses, bank cheques, forms, topographic
maps, engineering drawings, license plates, and billboards
etc. (3). The main sources for the acquisition of document im-
ages are scanners and cameras. These document images are
in pixel form, and they could not be searched and analyzed
in computers (4). In addition to that, such images occupy
large space on a computer’s storage and hence present a chal-
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FIGURE 1: A generic overview of a DIA system

lenge to the space factor. Camera-captured document images
introduce additional complexities compared to conventional
scanned documents, including varying perspective distor-
tions, illumination conditions, and blur effects (5). These
complexities are mainly stated when handling documents
containing multiple column layouts, which are standard in
Pashto academic papers, newspapers, and books (6).

Reading the text from the document images captured by
the camera is an important process in different applica-
tions such as digitization and retrieval. However, it is of-
ten challenging because of factors such as Scene complex-
ity/variation in the lighting conditions and Different language
scripts. In the context of the current research paper, we focus
on detecting one and two-block text regions from Pashto
document images captured through a camera. To solve and
convert such document images into a digital or readable
format, we need a specialized technique/ research area where
we could analyze document images. Thus, such an area
of research is named Document Image Analysis or shortly
(DIA).

DIA is an area of research that comprises algorithms,
techniques, and processing steps that are used to obtain
information that a computer can understand from pixel-sized
document images (3; 7; 8; 9). The major components in
a generic DIA system are (1) Image Acquisition (2) Pre-
processing, (3) Layout Analysis and Classification, (4) Op-
tical Character Recognition (OCR), and (5) OCR’s Output.
Fig 1 illustrates a typical diagram of a general DIA system.
However, this research examines and contributes mainly to
the Layout out Analysis step.

Further, Pashto is a low-resource language and has very lit-
tle work regarding the DIA system (10; 11; 12)that addresses
the recognition of textual blocks via text-line images. How-
ever, considering the overall documents containing Pashto
language have not been explored in terms of Layout Analysis.
Therefore, this research examines and explores the material
of Pashto documents in terms of layout analysis focusing on
the detection of one-column and two-column textual blocks.

Pashto is an Indo-Iranian language by spoken in
Afghanistan and northwestern Pakistan; It has an Arabic
based script like Persian. Pashto script has certain features

that differ from those of English script, coupled with the
fact that camera-captured images of documents are not per-
fectly clear and problematically contain both background
and foreground information, this makes the job of accurate
localization and segmentation of text regions in the Pashto
script from document images very challenging (6; 13).

In (14) and (15) the authors work on Arabic verse Pashto
text and graphics verse text detection. However, their contri-
bution did not cover one column vs two-column detection.
Therefor, in this paper, we have suggested a deep learning
method for one and two column text block detection in the
Pashto document images. There are two major contributions
to this research. The first contribution is the creation of
a dataset that contains camera-captured Pashto documents
with one-column and two-column textual patterns. Further,
to support supervised learning, the dataset is well transcribed
by selecting the one-column and two-column textual blocks
with closed bounding boxes. The second contribution is the
development of a deep learning-based classifier that can
detect one-column and two-column textual blocks as sepa-
rate classes. However, the application of these algorithms to
Pashto documents is still largely unexplored, especially in
the context of camera-captured images with varied column
layouts. Our proposed classifier is based on the utilization
of Single Shot Detector (SSD) (16) which is a variant of
Faster Region-based Convolutional Neural Network (Faster
R-CNN) (17). The results show 89% accuracy as a baseline
on the newly created dataset.

This study proposes a novel dataset and a deep learning-
based approach for automatically detecting and classify-
ing one and two-column textual blocks in camera-captured
Pashto document images. Our method addresses the chal-
lenges of Pashto text processing and maintains robustness to
the diverse distortions found in camera-captured documents.
The proposed system aims to facilitate more efficient dig-
itization and analysis of Pashto documents, contributing to
the preservation and accessibility of content in this critical
language. The main contribution of this work is the Camera
Captured Pashto Printed Text Imagebase (CCPPTI) and the
baseline on SSD and YELO11, for one and two-column
textual block detection.
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II. RELATED WORK
The detection and analysis of textual blocks in document
images has advanced dramatically in the last decade, notably
with the introduction of deep learning algorithms. Significant
work regarding the area of DIA systems has grown more
rapidly in the late 1980s and early 1990’s (18). However,
to be more precise, we only report the related work that
is more focused on layout analysis and classification in the
field of DIA. For simplicity purposes, we have split and
narrowed down the related work into important subfields:
layout analysis and classification.

A. RELATED WORK REGARDING LAYOUT ANALYSIS
L O’Gorman et al. (7) described the document spectrum,
or docstrum, for structural page layout analysis. The base
of the developed method was on bottom-up approach and
the clustering of the nearest- neighbor components of page.
The method produced results on an accurate measurement
of skew, within-line and between line spacing’s. Besides,the
method also locates the text lines and text blocks.

Simon et al. (19) described a new method for document
layout analysis that is based on bottom-up approach. The im-
plementation of the method done in the CLiDE1 and based on
Kruskal’s algorithm. The method is appropriate for a broad
range of documents. This method is applied to make the
physical appearance of the page by using a defined distance
metric between the page components. Major advantages of
their method are speed and generality. The achieved good
accuracy of the method by analyzing 98 test images.The
method reported rate of error of about 1%.

Breuel et al. (20) introduced some novel algorithms and
statistical methods for layout analysis. They have evaluated
their system/approach on a subset of UW32 database. Their
algorithm yields better performance regarding layout analy-
sis.

Kevin Laven et al. (21) investigated the effectiveness of
statistical pattern recognition algorithms. They used the de-
veloped algorithm for logical and physical layout analysis
issues. They solved these problem by following many rule
based, grammar based methods. They have created a data
set 3 of 932 page images from different academic journals.
They achieved average precision accuracy rate of 85.5%
among 16 categories and 86.0% generalized average accu-
racy rate for unidentified number of categories.

A. Antonacopoulos et al. (22) discussed the ground truth
performance evaluation of layout analysis. They also dis-
cussed different issues related to the ground truth surround-
ings of Layout analysis methods. Their developed data-set 4

has been made freely available to researchers. Their achieve-
ments in this field have been selected for two international

1(Chemical Literature Data Extraction) system
(http://chem.leeds.ac.uk/ICAMS/CliDE.html)

2University of Washington Database3
3http://jmlr.csail.mit.edu
4:http://www.prima.cse.salford.ac.uk/dataset

competitions in international conferences held in 2005 and
2007.

Shafait et al.(23) followed the Breuel model for page
layout analysis. They introduced a text line model for con-
verting Urdu text lines into Nastaliq script. For performance
evaluation of the model, they scanned Twenty Five Urdu
documents collected from several different sources. These
sources were classified into five(05) classes i.e. book, poetry,
digest, magazine, newspaper. In the data-set, there are 5
images of each class. Their dataset5 has been made publicly
available. The developed system was tested with data of
selected classes, and 92% accuracy was achieved for book,
magazine and poetry documents due large inter line spacing.
Though the accuracy of digest decreases to 80% due to
small spacing between the lines and also due to different
enumerated lists present in the document. For newspaper the
accuracy falls to 72% because of several fonts sizes, inverted
texts, small inter-line spacing and the low quality of the page.

Ray Smith et al. (24) developed a new algorithm of hybrid
nature for page layout analysis. To form the initial data type
hypothesis they used a bottom-up methods. They used tab-
stops to impose structure and reading order on detecting
regions. The achieved an accuracy rate of 92% for the de-
veloped method.

M. Sezer Erkilinc et al. (25) introduced an algorithm for
document classification and layout analysis. They evaluate
the developed method by different samples of document
images having simple, complex nature along with other char-
acteristics of color and gray-scale. They used two modules
in their system. The first module is used for detection of
text. This module has two techniques RLE6 (26) and Hough
transform and edge linkage analysis. The second module is
used for lines and strong edges detection. They achieved an
average accuracy rate of 85%.

Tuan-Anh Tran et al.(27) proposes a method for the textual
and non-textual classification of document images. They
used a combination of two methods whitespace analysis and
multi-layes homogenous regions. This combination is known
as recursive filters. Their method superiority and effective-
ness have been proved from the experimental results obtained
on ICDAR 2009 competition for dataset of page segmenta-
tion. They achieved an average 90% above accuracy.

R Ahmad et al.(28) developed a method for the extraction
of text-line in Arabic script. Their methods extracted large
headings and titles in Arabic script. Their method is based on
two techniques i.e. Horizontal projection profile (HPP)(29)
and Hanning window smoothing technique.They achieved an
accuracy rate of 99.30%. This method is limited to de-skewed
images.

Deep learning algorithms have significantly improved
multi-column layout identification. The study of (30) sug-
gested a Mask R-CNN-based technique that detected numer-
ous columns with 94.3% accuracy in English documents.

5http://www.iupr.org/demos downloads/
6Run Length Encoding
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However, their method needed major modification for right-
to-left scripts. More recently, (14) created a YOLOv5-based
architecture tailored exclusively for multi-script documents,
displaying significant performance in Arabic vs Pashto text
detection in camera-capture document images.

B. DATASET CREATION
The dataset consists of camera-captured document images
featuring Pashto text in one or two columns. We collected
images from real-world documents with varying layouts,
lighting, and font sizes. Deep learning models can train on
Pashto text layouts, which typically have one-column and
two-column structures, for layout recognition. The images
are acquired from periodical, books, journals, and maga-
zines consisting of one and two-column text.The name of
the dataset is Camera-Capture Pashto Printed Text Image-
base (CCPPTI). The main objective of this research is to
classify one-column and two-column textual data present
in Pashto text images, it is not possible to achieve such
classification without appropriate data. Therefore, the cre-
ation of a dataset becomes another important milestone for
this research. Dataset creation is always a laborious task
and requires scientific skills to create it. Thus, we create a
real-world-based dataset that will contain camera-captured
document images. The images will contain mainly Pashto
text using a pattern of one-column and or two-column. Each
image will have its corresponding ground-truth information
in a separate file. The ground truth information is labeled
using LabelMe (open source software). We use pixel-level
labeling, that will mask the entire textual blocks either one-
column or two-column. Fig 2 shows the input image and its
corresponding visual illustration via ground truth.

III. PROPOSED METHODOLOGY
Our method involved using a Convolutional Neural Network
(CNN) in conjunction with a Single Shot Detector (SSD)
to accomplish a reliable layout analysis of Pashto document
images. The SSD model, well-known for its quickness and
effectiveness in object detection, allows for both class iden-
tification and bounding box prediction to be done simultane-
ously using feature maps. SSD predicts boundary boxes and
class scores from feature maps in a single pass, eliminating
the need for a delegated region proposal network, in contrast
to its predecessor, the Region-based Convolutional Neural
Network (R-CNN). With VGG16 as its feature extraction
backbone, this network is especially well-suited to object
detection issues and provides a simplified method for real-
time detection jobs. Multiple convolutional layers intended
to learn unique properties at different scales make up the
SSD architecture. Like traditional CNN filters, SSD uses
VGG16 layers to extract feature maps, which are subjected to
additional 3x3 convolutional filtering at each cell to generate
predictions. This method works effectively with Pashto text
graphics, where text alignment and spatial arrangements can
vary greatly. To achieve the objectives and to explore the
layout analysis phase of the DIA system in the Pashto lan-

guage, we will use the Convolution Neural Network (CNN)
with a deep learning approach. For the subject purpose, we
will choose mainly Single Shot Detector (SSD) (16) and
Yolov11 (31).

A. SSD
Unlike its predecessor R-CNN(17), the SSD does not use a
delegated region proposal network, instead, it predicts the
boundary boxes for the classes directly from feature maps in
a single pass. This network is famous for its speed and perfor-
mance regarding object detection problems. The architecture
of SSD mainly comprises VGG16 layers, convolutional lay-
ers, and feature maps. SSD uses VGG167 to extract feature
maps, then it detects objects using the convolution in VGG16
layers (32). The SSD architecture is trained on more than a
million images of the ImageNet database 8

It computes both the location and class scores using small
convolutional filters. After extracting the feature-maps, SSD
applies 3×3 Convolutional filters for each cell to make pre-
dictions. These filters compute the results just like the regular
CNN filters. The typical SSD model is shown in Figure 3.

B. YOLOV11
Building on the success of earlier YOLO versions, YOLOv11
is a state-of-the-art (SOTA) model that adds new features
and enhancements to increase performance and flexibility
further. Because of its quick, accurate, and user-friendly
architecture, YOLOv11 is an excellent option for a variety
of object recognition and tracking, instance segmentation,
image classification, and posture estimation tasks (34; 35).

C. EVALUATION CRITERIA
We will use mAP (mean average precision) and IoU (inter-
section over union) for the evaluation of our proposed model.
The mentioned metrics are briefly explained below.

• AP (Average precision): AP is a popular metric in
measuring the accuracy of object detectors like Faster
R-CNN, SSD, etc. Average precision computes the av-
erage precision value for recall value over 0 to 1(36).
While, Mean average precision for a set of queries is the
mean of the AP scores for each query. The mAP can be
calculated via equation 1.

mAP =

∑Q
q=1 avP (q)

Q
(1)

Where avP(q) is the average precision (AP) for a given
query and Q is the total number of queries.

• IoU (Intersection over union): IoU measures the overlap
between 2 boundaries. IoU is used to measure how
much the predicted boundary overlaps with the ground

7VGG16 is the creation of Visual Geometry Group (VGG), and contains
16 convolutional layers.

8The ImageNet project is a large visual database designed for the recog-
nition of visual objects. The database consists of more than 14 million
images (33).

4 VOLUME 4, 2016

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2025.3531713

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

(a) (b)

FIGURE 2: Input image (a), and (b) is the corresponding ground truth

FIGURE 3: A Typical Single shot detector (SSD) Model (16)

truth bounding-box(the real object boundary)(36). IoU
can be measured via equation 2.

IoU =
Area of Overlap

Area of Union
(2)

IV. RESULT AND DISCUSSION
A. RESULTS
After 29k epochs, we have stopped the training, and the final
model has selected for evaluation. The evaluation was done
by examining 330 images from the test set. In this way, a
mean average precision of (mAP) 89% has been achieved

Model SSD Yolov11
mAP @ IoU =0.50 89% 94%

TABLE 1: Mean average precision for SSD and Yolov11
using Intersection over union (0.50)

while in case of Yolov11 94% were achived. Figure 4 shows
the mAP in detail along with corresponding epochs as well
as total elapsed time.

Similarly, the training process was tested for how it re-
duces the total loss. The total loss that we finally achieved is
3.6, while its ceilings was approximately 5. Figure ?? depicts
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Model Precision Loss

SSD

Yolov11

FIGURE 4: Training loss and precision for SSD and Yolov11

the value of loss w.r.t epochs in the training.

B. DISCUSSION
After rigorous analysis of results as well as individual images
we have major findings that are explained in the follow-
ing text. Before, we could empirically asses the results,
FIGURE 5 and FIGURE 6 shows some prediction of our
proposed model on completely unseen data. The light green
color represent the bounding box for "onecolumntext" and
light blue color represent "twocolumntext" for SSD while
the light green color represents "onecolumntex" and dark
blue color represents "twocolumntex" for Yolov11 model.
FIGURE 5 shows that our model has produces good per-
formance. The images shows the 99% prediction for both
"onecolumntext" and "twocolumntext" for SDD model. It
can be clearly seen that near to 99% prediction of true
positive classes are achieved. However, in case of Yolov11
the predicted bounding boxes are more accurate in term of
text enclosed. Moreover, FIGURE 5 shows the tested images
with visual illustration of higher precision.

On the other hand FIGURE 6 shows miss-classification
and low detection.

The first row of FIGURE 6 images shows the 88% average
detection for SSD model. The Second and third row of
FIGURE 6 show that SSD model miss some text blocks
for onecolumntext as well twocolumntext while Yolov11
correctly classify that missing text block. This shows that in
general Yolov11 shows better results than SSD model.

It is concluded that for small bounding-boxes the pre-

dictions is not good as for large bounding-boxes. Further
investigation produced that the examples for the small textual
blocks are approximately less than the large textual block.
This is changeable distribution guide the classifier to gain an
understand about large textual block rather then small textual
block. Further validated this point explicitly and examine the
mAP for only small bounding-boxes, and hence it is proved
that the mAP for small bounding box is just 25%.
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Input Image SSD Yolov11

FIGURE 5: Tested images and their visual illustration with high precision.
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Input Image SSD Yolov11

FIGURE 6: Tested images and their visual illustration with high precision.
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V. CONCLUSIONS, LIMITATIONS AND FUTURE WORK
A. CONCLUSION
This study for the first time presents a pioneering study
regarding the layout analysis and classification of Pashto
document images. The research particularly examined the
classification of one-column text and two-column text in
Pashto document images. For this purpose, we have first
created a new dataset that contains real Pashto document
images. The images are acquired via a handheld camera. The
dataset is freely available and will be a significant resource
for the research community for analyzing the DIA domain
in cursive scripts. Further, this research goes one step ahead
and applies the deep learning-based method to examine how
we can detect/ classify Arabic text and Pashto text in a single
document image. We have chosen the SSD model that has
a hybrid model containing VGG16 as convolutional layers
and a Neural network for learning highly distinctive features.
Regarding the Pashto language, this work is the first work,
that uses an architecture based on deep learning and examines
the Layout and classification stage of a DIA system. We have
achieved the overall mAP of 89% as a benchmark. The results
are promising as it is the first-ever attempt to analyze and
investigate the Pashto language w.r.t the DIA system.

B. LIMITATIONS
The research shows promising results but has several limita-
tions that could affect their generalization and accuracy. The
small bounding boxes used to label textual blocks yielded
suboptimal results, as they may not capture the irregular con-
tours of the Pashto script, especially within a single image.
The dataset’s limited instances of small textual blocks also
affected the classifier’s ability to generalize across text sizes
and formats. Further dataset expansion and improved bound-
ing box methods are needed to achieve finer granularity and
better classify smaller text blocks. The model architecture,
designed to recognize rectangular regions, struggles with
irregularly shaped text, leading to less precise localization
and classification.

C. FUTURE WORK
While analyzing and discussing the results we have found
two major points:

1) The textual blocks which are comparatively small or
bounded in a small bounding-box show poor results.
We need further research to empirically investigate this
issue and find out the real causes that lead us to such
poor results. The reasons could be the small size of the
dataset or the smaller number of instances specifically
related to small bounding boxes.

2) We have used rectangular bounding boxes to make
ground-truth information for training. The rectangular
bounding boxes are very suitable for regular shapes
while textual blocks are mainly irregular. In short,
polygon-based labeling will be another dimension to
explore as a future work.

3) Further research could explore the impact of neural net-
work architecture modifications on detection accuracy,
potentially leading to more accurate and computation-
ally efficient models.

4) The model’s performance in real-world applications
could be enhanced by incorporating context-aware
techniques that analyze spatial relationships and layout
patterns in documents.

5) This research focuses on Pashto script, but future stud-
ies could explore adaptability to other languages and
scripts, enhancing the inclusive and utility of Docu-
ment Image Analysis systems globally.

Other dimensions might be about to change the configuration
of the Neural Networks. For example the size of the layers
and its impact on accuracy can be empirically examined in
future.
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