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ABSTRACT Managing software development work teams requires planning resources and activities to 

complete projects and deliver products satisfactorily and successfully. Estimating project time is part of the 

planning stage and is mainly conducted using methods based on technical factors. However, since software 

development is a process involving people with high levels of interaction, it is necessary to consider non-

technical factors in project management. This paper presents a simulation model to support informed 

decision-making during planning, considering that non-technical factors, specifically social and human 

factors, can affect product delivery time. From a systems perspective, software development is a complex 

system. Therefore, System Dynamics (SD) modeling based on the rework cycle archetype is used. The 

resulting model allows for analyzing the productivity of software development teams, integrating three key 

social and human factors: communication, leadership, and teamwork. The generated burndown charts are 

used to demonstrate that the model constitutes a basal structure oriented to understand the productivity 

behavior of work teams. By taking a systemic approach, the model introduces new ways to identify dynamic 

behaviors and facilitates the prediction of possible scenarios in the evolution of tasks, which helps work teams 

manage their risks. Additionally, leadership strategies in accordance with the team's status and a good 

perception of communication can reduce rework and improve the ability to deliver software products on time. 

To the best of our knowledge, the literature reported on approaches that holistically integrate these elements 

is limited, which makes this proposal a significant contribution to the discipline. 

INDEX TERMS complex systems, human factors, performance analysis, productivity, system dynamics, 

software development management.  

I. INTRODUCTION 

Project management is a process aimed at establishing clear 

objectives, assigning responsibilities, optimizing resources, 

fostering communication, and monitoring progress [1]. 

This approach can be interpreted from a systemic 

perspective since it integrates different performance 

domains whose interactions and interdependencies directly 

influence the achievement of the expected results. Among 

these domains, planning is key because it builds the 

documents (the path) toward the achievement of the 

objectives; it defines the scope, estimates resources, 

structures schedules, and adjusts budgets [2]. The interest 

in this domain is justified by indicators such as those of the 

Standish Group Report of 2020, which states that only 35% 

of software development projects were successful in terms 

of the estimated time and budget [3]. 

Because of the above, the estimation of labor effort, 

duration, and costs has been a topic of interest for research 

related to software development project management [4]. 

Various estimation methods, such as function points [5], [6], 

source code sizing [7], and parametric estimation methods [8], 

[9], are used to predict the required resources. These methods 

help to plan, estimate, and control projects, set realistic 

deadlines, and allocate resources efficiently. 

However, effective estimation in software development 

projects must consider both technical and non-technical 

factors since the latter also influence team productivity [10]. 
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The inclusion of such factors in planning and estimation is 

important [11] as it provides a more comprehensive view of 

team performance and facilitates the identification of actions 

for improvement [12]. Despite their importance, most studies 

focus primarily on technical factors [7], in part due to the 

inherent complexities of quantifying non-technical factors 

[13], [14]. The above constitutes an obvious line of work to 

provide solutions in the face of rigorous quantitative methods 

that include these factors and explore how they affect 

productivity and their integration into the decision-making 

process through simulation [15]. This line of work is 

addressed in this study, which aims to offer analysis tools for 

the improvement of project management through the 

strengthening of fundamental areas such as planning and 

estimation. 

System dynamics simulation is an effective paradigm for 

analyzing complex systems due to its ability to capture non-

linear relationships, feedback loops, and behaviors that arise 

from the dynamic interaction between system components, 

including systems that involve social aspects [16], and is, 

therefore, helpful in addressing the goal mentioned above. 

Although this paradigm has been used to improve software 

engineering project management [17], [18], the approach has 

been predominantly technical [19], paying little attention to 

the social components involved in the development process 

[20]. 

Based on the identified gap, this study proposes an SD-

based simulation model that incorporates three social and 

human factors: communication, leadership, and teamwork 

[21]. Integrating these factors into software estimation in a 

formal way, using appropriate measurement tools, provides a 

more holistic view of the team and decreases the subjective 

component represented by their inclusion. That can lead to 

more realistic estimates, facilitating informed decision-

making and more efficient project management. 

Considering the above, the main contribution of this work 

is a simulation model designed to support decision-making in 

the planning stage of software development projects. This 

model analyzes team productivity from a perspective that 

includes social and human factors based on the formality of 

complex systems modeling. It also provides a basic 

framework for understanding team productivity behavior, 

considering non-technical factors, and offers a framework for 

team leaders to identify and decide which social and human 

factors should be intervened. 

From the above description, this study answers the 

following research question: What elements should be 

considered when designing a dynamic model to study the 

productivity of software development teams when considering 

social and human factors? 

After the introduction, Section 2 relates the existing 

literature supporting this study. Section 3 presents the details 

of the simulation model and the variables that were taken into 

account. Section 4 presents the results, which are discussed 

in Section 5. Finally, Section 6 presents conclusions and 

future work. 

 
II. RELATED WORK 

Ensuring the success of software development projects in the 

context of high information technology consumption and a 

booming digital economy requires effective team 

management. Although numerous studies have focused on the 

importance of technical factors, recent research has 

highlighted the relevance of non-technical factors in the 

performance of software development teams. In this regard, 

the following are some studies from the literature that address 

strategies to approach the challenges of managing software 

development teams. 

A. SOFTWARE DEVELOPMENT PROJECT 
MANAGEMENT 

The software development process may follow a traditional 

approach, whose sequential execution includes stages such as 

requirements gathering, technical solution design, coding, 

testing, debugging, delivery, and maintenance [22]. However, 

this software development approach often makes it difficult to 

modify requirements, which can lead to rework and customer 

dissatisfaction [23]. In contrast, agile approaches offer an 

alternative through short iterations of time, where each 

iteration functions as a self-contained mini-project in which 

requirements are refined [24]. Continuous communication 

with the customer allows quick adjustments to be made 

according to their needs, facilitating an agile and satisfactory 

delivery of the final product [25]. 

Software development, under both approaches, is executed 

by applying initiation, planning, execution, control, and 

closure processes so it can be framed as a project [2] and, 

therefore, must be managed [26]. However, software projects 

are challenging to manage because they have intangible 

progress; they are complex, depend on customer requirements, 

and are subject to change [27]. Thus, it is relevant to consider 

the definition and estimation of aspects such as cost, time, 

quality, and scope of software development [25].  

According to the Project Management Body of Knowledge 

(2021), planning is one of the key domains in project 

management. A correct implementation of planning helps to 

minimize risks, optimize available resources, and increase the 

probability of success in project execution. This process 

includes, among other things, the estimation of required 

resources, the identification of potential risks, and the 

development of strategies for their management. In this 

context, the objective of this study (which aims to analyze the 

estimation of the duration of software development projects, 

incorporating social and human factors) is justified. 

Estimation is a fundamental process in software 

development project management, as it allows estimating the 

amount of effort, time, and resources required to complete a 

project [28]. Due to the complexity, uncertainty, and 

flexibility inherent in software development [27], estimation 
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can be challenging. However, it should not be left to chance 

[26]. To address this challenge, several estimation methods 

help during the management process [29]. 

Estimation methods can be classified into non-algorithmic 

techniques, soft computing techniques, and algorithmic [4]. 

Non-algorithmic techniques are characterized as flexible and 

experience-based, and among them, estimation is based on 

analogy and expert judgment. Soft Computing Techniques, 

which include Fuzzy logic-based estimation and Artificial 

Neural Networks, provide a cost-effective solution to 

problems that are difficult to model mathematically. Finally, 

the Algorithmic or Parametric techniques are characterized by 

being less flexible and using mathematical models; among 

these, we have the Function Point Based Analysis, the 

Constructive Cost Model, Putnam's SLIM model, SEER-

SEM, and the Use Case Based Estimation. The latter category 

could also include models based on machine learning [30]. 

Due to their qualitative nature, non-technical factors can be 

considered in non-algorithmic techniques and Soft Computing 

Techniques; moreover, some of them have been included in 

Parametric techniques. For example, the use of Case-Based 

Estimation considers motivation [8], and a recent proposal for 

estimation in agile approaches considers face-to-face 

communication [31]. In both cases, the factors are assigned a 

weight and a valuation as input data, but the need for concrete 

elements to measure them is still evident.  

A set of non-technical factors, called social and human 

factors, are perceived as productivity influencers of software 

development teams [32]. Communication [33], leadership, 

and teamwork [34] are particularly important among these 

factors as they help teams meet the challenges of Industry 4.0 

[35]. Despite their relevance, these factors still have the 

potential to be explicitly integrated into estimation processes. 

B. REWORK CYCLE 

Successful project execution requires a well-defined set of 

tasks, which is influenced by productivity and the number of 

people involved in the project. However, the quality of the 

work can generate rework that may not be immediately 

detected, which in turn can increase the number of tasks to be 

performed. This dynamic is known as the Rework cycle, and 

its structure is presented in Fig. 1 [36]. 

 

 

FIGURE 1. The structure of the Rework Cycle (Source: Cooper, 1993). 

 

This cycle has been included or adapted in studies related to 

project management [16]. For example, it has been used to 

explore how processes are related at project and business 

levels and how they affect workload variations [37]. A 

reformulation allows multiple defects per task [38]. Moreover, 

it has been considered to study long-range projects, such as 

those related to construction [39], [40], or aerospace processes 

[41], which demonstrates its versatility in different disciplines. 

Particularly in software engineering, the Rework Cycle has 

been used as a basis to analyze, from simulation, the 

management of software development projects. This cycle has 

allowed studying the influence of factors, such as the 

availability of prerequisites, morale, or experience, on quality 

and productivity [42]. It has been applied to research the 

interaction between knowledge sharing and trust during the 

requirements analysis phase [43]; it has also been used to 

understand the interaction between a learning system and 

defect discovery [44], to analyze the influence of schedule 

pressure and overtime on productivity [17]. It has also been 

used to select the best project planning alternative regarding 

rework uncertainty [18]. In this sense, it is reasonable to start 

from this archetype [41], [44] to include social and human 

factors in the estimation of software development projects. 

III. MATERIALS AND METHODS 

Under systemic thinking, software development processes can 

be considered complex due to the multidirectional and non-

linear interaction dynamics between developers [45]. 

Decisions made during the project require continuous 

feedback [46], and the effect of interventions on the process 

does not have linear or immediate impact [7], [47]. From a 

strategic perspective, SD is the most appropriate simulation 

paradigm for this study because it allows for the modeling of 

the aggregate behavior of productivity at the software 

development team level, transcending the individual analysis 

of developers. This approach facilitates the understanding of 

collective patterns and strategic decision-making, providing a 

holistic view that is essential for effective software project 

management. 

The modeling process using SD is iterative and consists of 

five steps [16]: (1) problem articulation, (2) dynamic 

hypothesis formulation, (3) simulation model formulation, (4) 

validation, and (5) policy design and evaluation (see Fig. 2). 

This simulation process has been established as the method for 

this research work. 
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FIGURE 2. System Dynamics' modeling process (Based on [16]). 

 

In Step 1, it is necessary to identify the problem, why it is a 

problem, the variables to be considered, and the variables' 

historical behavior [16]. In this case, the problem articulation 

focuses on describing the software development process from 

a dynamic and complex perspective, integrating non-technical 

factors with the appropriate theoretical support. This approach 

explores theories related to team dynamics and the behavior of 

productivity patterns over time. One of the relevant aspects of 

this step is to characterize the variables, which can be done 

using a hybrid methodology that includes both a literature 

review and a survey-based study [48]. 

The objective of Step 2 is to build a conceptual model or 

dynamic hypothesis. That requires declaring variables and 

defining the underlying causal relationships to condition the 

system of interest's behavior using two tools: a model 

boundary chart and a causal diagram [49].  

The model boundary chart outlines the scope of the model 

under analysis by categorizing variables as endogenous, 

exogenous, or excluded [16]. Endogenous variables are those 

whose behavior is determined by the relationships and 

feedback within the system. Exogenous variables are those 

whose behavior is determined by external factors and are not 

directly affected by the system's internal dynamics. Finally, 

excluded variables are those that, although they could be 

relevant for analyzing the system, are omitted because (among 

other reasons) they add unnecessary complexity to the model 

or because the literature justifies their absence. 

In a complementary manner, the causal diagram formalizes 

the construction of the dynamic hypothesis using graphs, 

which reflect whether the causal relationships between two 

variables, A and B, are positive or negative [50]. A causal 

relationship is positive (+) if increasing A increases B or 

decreasing A decreases B (see Fig. 3a). A causal relationship 

is negative (-) if increasing A decreases B or decreasing A 

increases B (see Fig. 3b). Causal relationships that are affected 

by time or information delays are represented by the || symbol. 

FIGURE 3. Causal Relationships. 

 

Feedback loops consist of two or more causal relationships 

among variables in such a way that, following the causality, 

one returns to the first variable. Feedback loops can also be 

positive (+) or negative (-) [51]. The positive ones, also called 

reinforcement loops, generate exponential growth behavior 

(see Fig. 4a). Negative or balancing ones generate equilibrium 

or goal-seeking behavior (see Fig. 4b). Feedback structures 

generate fundamental modes of systemic behavior, also called 

archetypes [52]. These structures are frequent in business 

situations and are constituted by delays, reinforcement loops, 

and balance loops [53]. 

 

 

FIGURE 4. Feedback Loops. 

 
Step 3, corresponding to the formulation phase, involves 

defining the input variables along with their respective units, 

constructing the stock and flow diagram, and providing the 

equations for all variables included in the diagram [50]. 

Specifically, the stock and flow diagram serves as an 

intermediate step bridging the conceptual model and the 

mathematical representation of the system's behavior [54].  

The stocks represent accumulation within the system at a 

given time and are altered by the inflows and outflows. Thus, 

stocks are the current values of the variables that result from 

the cumulative difference between inflows and outflows. 

Graphically, rectangles are used for the stocks, arrows for the 

inflows and outflows, valves controlling the flows, and clouds 

for the sources and sinks of the flows [55], as shown in Fig. 5. 

 

 

FIGURE 5. General Structure – Stock and Flow Diagram. 

 

An SD simulation model is composed of stocks, flows, and 

decision functions. Decision functions control the flow rates 

between the stocks from the available system information [56] 

so that the model's mathematical formulation is done through 

differential equations [57]. 

Step 4 suggests tests related to the model's structure and 

behavior [58]. The model structural tests are: 

• Boundary adequacy: Assess the appropriateness of the 

model boundary for the purpose at hand.  

• Structure assessment: Ask whether the model is 

consistent with knowledge of the real system relevant to 

the purpose.  

• Dimensional consistency: Ensure that variables have 

correctly specified units, are consistent, and have real-

world equivalence.  
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• Parameter assessment: Ensure that each constant (and 

variable) has a clear, real-life meaning.  

• Extreme conditions: Ensure that the model is robust to 

extreme values of the input data.  

• Integration error: Ensure that the results are not sensitive 

to the choice of time step or integration method.  

The model behavior tests are: 

• Behavior reproduction: Evaluate the ability of the model 

to reproduce the behavior of the system.  

• Behavior anomaly: Tests for behavioral anomalies 

examine the significance of relationships or 

formulations by asking whether anomalous behavior 

arises when the relationship is removed or modified.  

• Family member: Evaluate whether the model can 

generate the behavior of other instances of the same 

class that the system imitates.  

• Surprise behavior: Examines unexpected or anomalous 

behavior.  

• Sensitivity analysis: Inquire whether conclusions 

change in ways that are important for their purpose 

when assumptions vary within the plausible range of 

uncertainty.  

• System improvement: Find out if process modeling 

helped change the system for the better.  

Finally, in Step 5, different scenarios are built, their 

sensitivity is studied, and the corresponding recommendations 

are made [49]. 

IV. RESULTS 

This research aims to present a comprehensive simulation 

model of software development team productivity 

incorporating social and human factors. The study addresses 

the first four steps of the SD modeling process (see Fig. 2). 

The first step, problem articulation, specifically the 

characterization of variables, was informed by a prior study. 

The subsequent steps—dynamic hypothesis formulation, 

model formulation, and model testing and validation—were 

fully developed within this research. Step 5, corresponding to 

Policy Formulation and Evaluation, is identified as future 

work, focusing on developing a simulation framework that 

integrates data analysis and intervention strategies. This 

section concludes by presenting simulation scenarios and 

discussing the model's limitations. 

 
A. PROBLEM ARTICULATION 

This study focuses on the following social and human factors: 

communication, leadership, and teamwork; this is mainly 

because these factors are required explicitly by software 

engineering within the Industry 4.0 context [35]. In a previous 

study, the characterization of these three factors included their 

definitions, their relationships with other variables, and the 

methods used for their measurement. A mixed methodology, 

including systematic literature mapping and a survey-based 

study, was proposed and used for this purpose [48]. This 

characterization allowed the identification that teamwork 

promotes productivity through leadership actions empowered 

through communication. 

From a systemic perspective, software development can be 

considered a complex system in which several factors, 

including team size, influence productivity. Some studies have 

shown that increasing the size of the development team tends 

to reduce its productivity [59]. Teams with less than nine 

members tend to display higher levels of productivity 

compared to larger teams [60]. Agile methodologies, such as 

Scrum, recommend teams of up to ten members [61], called 

small teams [62]. These small teams are dynamic [63], [64] 

and go through five stages over time [65], [66] as shown in 

Fig. 6. 

 

 

FIGURE 6. Stages of team development, adapted from [65], [66]. 

 

The five stages of team development are: 

• Forming: The members begin to get to know each other 

and define the team's objectives. Communication is 

formal, and people tend to be cautious and dependent on 

the group leader. 

• Storming: This is a stage of conflicts and challenges. 

The members question norms and roles. 

Communication is open and frank, which can lead to 

disagreements and tensions. 

• Norming: The team begins to overcome conflicts and 

define norms and processes to work efficiently. 

Communication seeks to resolve conflicts and reach 

consensus. There is an atmosphere of trust and comfort 

in working together. 

• Performing: This stage focuses on executing tasks and 

achieving objectives. There is creativity, initiative, and 

learning. Communication is task-oriented. Team 

members leverage individual strengths and abilities. 

This stage is the most productive. 

• Adjourning: Occurs when the team prepares to disband. 

Communication focuses on reflecting on the team's 

achievements and experiences. 

 

Some teams may go through all the stages [67], [68] or 

experience setbacks and jumps among them [69]. Each stage 

involves aspects related to communication among team 

members and the different roles of the leader [70]. It is 

advisable to adopt a mentor role if the team is in the forming 
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stage and an instructor role if it is in the storming stage. If the 

team is in the norming stage, a coaching role is advisable, 

while in the performing stage, it is appropriate to assume a 

facilitator role.   

Tuckman's theory provides insight into the development of 

teams over time, highlighting the relationship between each 

stage and team effectiveness. It also explains how 

communication and group dynamics evolve, even in virtual 

environments [71]. Team leaders and team members can use 

this theory to manage the transitions and challenges that arise 

at each stage [72], including through gamification [73]. To 

identify the stage the team is in, the Group Development 

Questionnaire (GDQ) [74] or its short version, GDQS [75], 

can be used. Alternatively, a retrospective questionnaire 

available in the literature can be used [76].  

Teams with low levels of conflict are expected to have high 

performance [77]. Under this scenario, the project progress 

can be in line with the ideal progress, which can be evidenced 

by a burndown chart [28], [78]. Since this graphical 

representation evidences the aggregate progress of the team 

[79], then the time horizon of interest is limited by the 

expected duration of a work cycle. 

The analysis of a burndown chart allows revealing problems 

that require corrective action [79]. On the other hand, this type 

of chart can evidence anti-patterns of methodologies such as 

Scrum (Fig. 7), where late acceptance of work done or low 

team progress may be associated with systemic problems of 

both the team and the organization [80]. 

 

 
FIGURE 7. Patterns - burndown chart (based on [80]). 

 
B. DYNAMIC HYPOTHESIS 

Non-technical factors are intrinsically complex and rooted in 

culture and social structures, so they do not undergo noticeable 

changes in short periods [81]. This fact is supported by the use 

of retrospective instruments to learn about the perception of 

communication [82], the perception of leadership [83], and the 

teamwork stage [75]. The latter instrument allows for the 

estimation of the team's percentage performance according to 

Tuckman's model. 

In software estimation, the team's size is important due to 

the influence of the experience, skills, and availability of the 

members on estimating the effort required to complete a 

project. Having a large team can allow work to be distributed 

among more people, and potentially, this can speed up the 

project's development. However, it can also introduce 

complexities, such as the need for greater communication 

among its members [10]. In fact, previous studies suggest that 

it is not advisable to add people to a team when the project has 

already started [84], [85], [86]. Thus, the size of the team is an 

element that is analyzed in the estimated nominal capacity and, 

therefore, is not included in this analysis. Similarly, in this 

analysis, it is assumed that the estimated nominal capacity 

considers the technical capacity of the people who constitute 

the team. 

Considering the above description, Table I presents the 

endogenous, exogenous, and omitted variables that delimit 

this study's understanding of software development teams' 

productivity behavior. 

 
TABLE I 

MODEL BOUNDARY CHART 

Type Variables 

Endogenous Work to be done - Work done – Rework - Error rate – 

Discrepancy - Teamwork capacity. 
 

Exogenous Estimated nominal capacity - Ideal progress - 

Perception of communication - Strategy from the 
leader's role - Initial teamwork stage. 

 

Omitted Team size - Technical capacity 

 

When managing a software development team, the team 

must remember that work capacity depends on both technical 

and non-technical factors, which is relevant in the project 

estimation phase. The estimation process requires calculating 

the effort, time, and resources needed for its completion [28]. 

In this study, the estimated effort of the project is represented 

through the work to be done, which should correspond to the 

work completed once the work cycle has finished. 

The discrepancy is the difference between the work to be 

done and the ideal progress. The work to be done represents 

the amount of work that is actually left to be delivered. In 

contrast, the ideal progress represents the amount of work that 

should be left to be delivered if no variations occur during the 

work cycle. In this way, if the work to be done increases, then 

the discrepancy also increases. Under this scenario, errors 

arise because delays mean having less time to complete the 

same number of tasks, which, in turn, increases rework and, 

thereby, increases the work to be done [36]. 

On the other hand, if the discrepancy increases due to the 

growth of the work to be done, then the team is completing 

fewer tasks than it should, making it necessary to intervene in 

the team. This intervention may be related to strategies from 

the leader's role [70], given that leadership is defined as the 

"ability to direct and coordinate the activities of other team 

members, assess team effectiveness, assign tasks, develop 

team knowledge, skills, and abilities, motivate team members, 

plan and organize, and establish a positive atmosphere" [64]. 

Effective communication enables successful teamwork 

[87], promotes problem-solving [64], and serves as a relevant 

element for coordination between leadership and teamwork 

[88]. Finally, improvements in teamwork lead to greater 

productivity [83]. Consequently, improving teamwork 

increases the team's work capacity and, therefore, reduces the 

work to be done.  
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Based on the endogenous explanation and the classification 

of variables, Fig. 8 presents the causal diagram constructed in 

Stella Architect®. It evidences a balancing loop called "B1: 

productivity and social and human factors" and a reinforcing 

loop called "R1: rework cycle."  

 

 

FIGURE 8. Causal loop diagram. 

 
C. FORMULATION 

The simulation model presented in this study consists of three 

sectors. The first is related to the generation of rework; the 

second presents the relationship between the team's work 

capacity and social and human factors. Finally, the third 

presents the behavior of the error percentage. For these sectors 

to adequately reflect the dynamics of the system, specific input 

data are necessary, which are detailed in Table II. 

 
TABLE II 

INPUT DATA 

Variable (units) Description 

Estimated 

nominal 

capacity  
(effort/time)  

Amount of work that a software development 

team estimates it can accomplish in each period. 

Source: Project estimation. 

Maturity level 

(dimensionless)  

Organizational capacity to systematically manage 

and improve its software development processes. 
Source: Certification – Historical data. 

 

Identified 

problems 

(effort) 

Technical difficulties identified by the work team 

during the execution of assigned tasks. 

Source: Report – Historical data. 

 
Solved 

problems 

(effort) 

Technical difficulties that the work team can 

resolve before they are identified as rework 

Source: Report – Historical data. 
 

Time for 

rescheduling 
(time) 

The time that the team takes to replan the 

identified rework. 
Source: Report – Historical data. 

 

Perception of 
communication 

(dimensionless) 

The perception that team members have regarding 
communication. 

Possible levels: 0 (poor perception, if the average 
responses per person are between 1 and 39); 1 

(good perception, if the average responses per 

person are between 40 and 50). 

Source: Teamwork Quality – Communication. 

 

Variable (units) Description 

Strategy from 

the leader's 

role 
(dimensionless) 

A strategy that adopts the role of the leader during 

the period of interest.  

Possible levels: 0 (no strategy); 1 (mentor); 2 
(instructor); 3 (coach); 4 (facilitator). 

Source: Types of Strategy. 

 
 Initial 

teamwork stage 

(dimensionless) 

The state in which the work team is according to 

Tuckman's model.  

Possible levels: 1 (forming); 2 (storming); 3 
(norming); 4 (performing) 

Source: Group Development Questionnaire Short 

 

Within the rework cycle, there are four stocks: work to be 

done, work done, rework, and error percentage. The 'work to 

be done' becomes 'work done' through the 'work rate,' which 

depends on the team's work capacity and the error percentage. 

If that percentage is greater than 0%, the work done is less than 

expected, as it generates rework that needs to be replanned. 

Under these conditions, the rework must be done again, 

increasing the time required to complete the project. In this 

way, replanning allows for modeling the delay generated by 

analyzing and rescheduling rework as new work to be done 

(Fig. 9). 

 

FIGURE 9. Sector - Rework cycle. 

 

The initial value of the work to be done corresponds to the 

effort estimated by the team to complete a milestone or a cycle 

of the project. The work rate is calculated as the multiplication 

of the team's work capacity and the complement of the error 

percentage. The rework rate is calculated as the team's work 

capacity multiplied by the error percentage, considering a time 

delay of one unit of time, which represents the period needed 

to identify the errors made. The rescheduling considers the 

time delay associated with the team's delay in reallocating the 

erroneous work. The equations corresponding to the variables 

involved in the rework cycle sector are detailed in Table III. 
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TABLE III 

REWORK CYCLE FORMULATION 

Variable 

(units) 
Equation 

Rework  

(effort) 

d(Rework)

dt
= Rework rate − Rescheduling 

Work done  

(effort) 

d(Work done)

dt
= Work rate 

Work to be 

done (effort) 

d(Work to be done)

dt
= Rescheduling

− Work rate − Rework rate 

Rework rate 

(Effort/Time) 

Team's work capacity × Error percentage 

Work rate 

(Effort/Time) 

Team's work capacity × (1 - Error percentage) 

Rescheduling 
(Effort/Time) 

Rework / Time for rescheduling 

 
Estimating a project includes defining the time units 

required to complete it [27]. Thus, in this model, the estimated 

time is the result of dividing the work to be done by the 

estimated nominal capacity. If it is assumed that in each 

period, the amount of work dictated by the estimated nominal 

capacity is done, it is possible to establish the ideal progress. 

Considering these variables, the discrepancy represents the 

difference between the work to be done and the ideal 

execution. 

A negative discrepancy indicates that the ideal performance 

exceeds the work to be done, meaning that the team is 

completing more tasks than estimated. There is no need for 

interventions, as no delays in project completion are evident. 

On the other hand, a positive discrepancy indicates that tasks 

are not being executed as planned; therefore, it is necessary to 

identify the cause of the delay and define a plan of action. 

Variations from the ideal execution may arise because the 

team is not in its most productive stage. In this way, the 

performance percentage depends on the stage the team is in, 

according to Tuckman's model (Fig. 8). The result of applying 

the short version of the Group Development Questionnaire 

[75] provides the input data for the variable referred to as the 

initial stage of teamwork. If there is no historical information 

about the team, it will be assumed that its initial state is 

Forming. 

Leadership can support the actions that guide the team 

toward achieving objectives [64]. These strategies vary 

according to the team's stage [70]. According to situational 

leadership theory, there is no single leadership style that is 

effective for all situations [89]. However, a leader must adapt 

his or her style according to the maturity and competencies of 

the team or individual he or she leads, as well as the specific 

circumstances of the environment [90]. For this model, the 

Strategy from the leader's role is input data. It is possible to 

modify this strategy based on team members' perceptions of 

formal leadership [83]. If the members agree with the premises 

set forth in the instrument, then it is assumed that the current 

strategy is well perceived. 

Considering that communication is a necessary 

coordination mechanism to promote team effectiveness [88], 

good perception can enhance the strategy from the leader's 

role. In this way, the perception of communication is input 

data that can be obtained from the results of evaluating the 

communication of the Teamwork Quality instrument [82], 

[91]. 

Taking the above into account, the effect of teamwork 

reflects the relationship between the initial stage of teamwork, 

the strategy from the leadership role, and the perception of 

communication. Since the team's performance depends on the 

stage it is at, according to Tuckman's model, the team's work 

capacity is the estimated nominal capacity, affected 

percentage-wise by the effect of teamwork. Fig. 10 relates 

social and human factors to work capacity.  

 

FIGURE 10. Sector - Work capacity. 

 
Table IV provides a detailed outline of the equations 

governing each term involved in the work capacity sector. The 

INIT() function is a built-in feature in Stella Architect®, 

designed to retrieve the initial value of the variable specified 

as its argument. Meanwhile, the GRAPH() function represents 

a graphical relationship between the variable Performance 

percentage (y-axis) and Initial teamwork stage (x-axis) based 

on the data points specified in the table. Additionally, the term 

TIME is an integrated variable in the simulation environment, 

representing the progression of time within the dynamic 

model.   

 
TABLE IV 

WORK CAPACITY FORMULATION 

Variable (units) Equation 

Team's work 

capacity 
(Effort/Time) 

Estimated nominal capacity × Teamwork 

effect 

Ideal progress 

(effort) 

INIT (Work to do) - 

Estimated_nominal_capacity × TIME 
 

Performance 

percentage 
(Dimensionless) 

GRAPH (Initial teamwork stage)  

Points: (1,000, 0.400), (2,000, 0.200), (3,000, 
0.700), (4,000, 0,900) 

 

Discrepancy 
(effort) 

Work to be done – Ideal progress 

Estimated time 

(time) 

INIT (Work to do) / Estimated nominal 

capacity 
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The formulation of the auxiliary variable Teamwork Effect 

(see Table V) depends on the level at which each of the three 

social and human factors is situated according to the 

descriptions presented in Table II, in which the NORMAL() 

function generates a random number from a normal 

distribution, where the first argument represents the mean, and 

the second represents the standard deviation. If the strategy 

from the leader's role is suitable according to the initial level 

of teamwork, and if good communication is also perceived, 

then the team will have a higher performance percentage than 

if poor communication is perceived or if the strategy from the 

leader's role is not the most appropriate for the level at which 

the team is. 

 
TABLE V 

TEAMWORK EFFECT FORMULATION 

Perception of 
communication 

Levels of Teamwork 

and Strategy from the 

leader's role 

Equation 

Good perception Forming – Mentor 
Storming – Instructor 

Norming – Coach 

Performing – Facilitator 
 

Performance 
percentage × (1 + 

NORMAL 

(0,2;0,1)) 

Misunderstanding Forming – Mentor 

Storming – Instructor 
Norming – Coach 

Performing – Facilitator 

 

Performance 

percentage × (1 + 
NORMAL 

(0,1;0,1)) 

Any other combination of levels of social and 

human factors 

Performance 

percentage × (1 + 

NORMAL 
(0,05;0,1)) 

 
The percentage of rework depends on the process' maturity 

characteristics [92], and it increases as the time to complete 

the project runs out [93]. However, communication can reduce 

misunderstandings and problems [64]. Thus, the stock and 

flow diagram corresponding to the error percentage is 

presented in Fig. 11. 

 
FIGURE 11. Sector - Percentage of error. 

 

Schedule pressure can be calculated as the ratio between the 

actual completion time and the proposed completion time [94]. 

However, this model proposes its calculation as a function of 

the work to be done. If the discrepancy is positive, the time 

pressure is nonexistent because the estimated work is being 

fulfilled. But if the discrepancy is negative, more tasks need to 

be completed in less available time, which, in turn, increases 

the error percentage. 

On the other hand, the rework expressed as a percentage of 

the total development effort depends on the process's maturity. 

Under the framework provided by the Capability Maturity 

Model Integration (CMMI), the percentage of rework 

according to each of the maturity levels is presented in Table 

VI [92]. 

 
TABLE VI 

PERCENTAGE OF REWORK ACCORDING TO PROCESS MATURITY 

Level Process maturity 

Rework 

(percent of total 

development 
effort) 

Level 1 Immature ≥ 50% 

Level 2 Project controlled 25% - 50% 

Level 3 Defined organizational process 15% - 25% 
Level 4 Management by fact 5% - 15% 

Level 5 Continuous learning and improvement ≤ 5% 

 
Approximately 79% of the companies certified in CMMI 

are at level 3 [95]. However, it is important to acknowledge 

the existence of companies that are considered small 

organizations as they are made up of fewer than 25 people 

[96]. For these companies, implementing the ISO 29110 

standard is beneficial since it promotes good practices in 

software development and maintenance [97]. Some studies 

suggest that the implementation of the ISO 29110 standard can 

reduce rework to levels comparable to those of CMMI level 3 

[98]. Considering the above, the maturity level is a required 

input in the model. If the company has historical data on the 

percentage of rework or a CMMI certification, it can be one of 

those suggested in Table II. In the absence of this information, 

Level 3 will be assigned if ISO 29110 has been implemented 

or Level 1 otherwise. 

Finally, a strategy to mitigate errors when developing 

software is to promote communication within the team [93], 

which may be related to the team's ability to solve problems 

[99]. In this way, the early solution of problems can be 

calculated as the ratio between the identified problems and the 

resolved problems. These values can be obtained from the 

collaborative platforms used by software development teams 

[48].  

Table VII presents the formulation for the error percentage 

sector. Here, the IF THEN ELSE structure represents a logical 

comparison, while the RANDOM() function generates a 

uniformly distributed random number between the two 

specified arguments. Additionally, STOP TIME defines the 

simulation's temporal duration, which can either be set to a 

fixed value or depend on another variable. In this case, STOP 

TIME aligns with the Estimated time. 
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TABLE VII 

ERROR PERCENTAGE FORMULATION 

Variable (units) Equation 

Error 

percentage 
(Dimensionless) 

d(Error percentage

dt
= Structural error

+ Schedulde pressure
− Early problem solving 

 
Schedule 

pressure 

(Dimensionless / 
Time) 

IF Discrepancy < 0 OR Work to do = 0 THEN 0 

ELSE (Error percentage + (Discrepancy / INIT 

(Work to be done))) / STOP TIME 

Early  

problem-solving 
(Dimensionless / 

Time) 

(Solved problems / Identified problems) / STOP 

TIME 

Structural error 
(Dimensionless / 

Time) 

IF Maturity level = 1 THEN 0.5 / STOP TIME  
ELSE IF Maturity level = 2 THEN  

RANDOM (0,25; 0,50) / STOP TIME  

ELSE IF Maturity level = 3 THEN  
RANDOM (0,15; 0,25) / STOP TIME  

ELSE IF Maturity level = 4 THEN  

RANDOM (0,05; 0,15) / STOP TIME ELSE 
RANDOM (0; 0,05) / STOP TIME 

 
Before the testing, it is important to clarify the assumptions 

and limitations of the proposed model. In software estimation, 

the size of the team is considered, as the experience, skills, and 

availability of its members influence the effort required to 

complete a project. While a larger team can better distribute 

tasks and accelerate development, it also introduces greater 

complexities, especially in terms of communication [10]. In 

fact, previous studies suggest that adding more people to a 

team after the project has started can be counterproductive 

[84], [85], [86]. Therefore, the team size is analyzed within the 

estimated nominal capacity, but it is not considered as an input 

in the model. 

Now, if the team size has been considered to determine the 

estimated nominal capacity, it can be inferred that the team 

leader has already identified the members. In this way, one of 

the model's assumptions is that the team members have the 

necessary technical skills to carry out the project. Furthermore, 

the model assumes that the scope of work will remain the same 

during the simulation period. 

Regarding teamwork, this proposal employs the sequence 

of small group stages proposed by Tuckman [62], [65] since it 

is related to communication and leadership [70]. This proposal 

has limitations related to the lack of rigorous quantitative 

research since it was constructed based on a literature review 

and observations of some work groups [100]. Furthermore, 

there is a lack of analyses related to (i) the possibility of a team 

being in multiple stages simultaneously, (ii) the possibility of 

a team reaching the performing stage, and (iii) the factors that 

influence the rate of progression from one stage to another 

[101]. 

Despite the reported limitations in the literature regarding 

Tuckman's proposal, it is recognized as a model that facilitates 

the understanding of the intrinsic complexity of team 

dynamics and can be used to manage it [102]. It is a widely 

referenced theory in the field of human resource development 

[100]. It has been used in research related to group work in 

educational projects [103], [104], [105] and under agile 

methodologies [106], [107], [108], which justifies its selection 

for this research. 

Alternatively, the Multifactor Leadership Questionnaire 

(MLQ) is an instrument that allows the identification of 

whether the type of leadership is transformational, 

transactional, or laissez-faire, and it has been used in software 

engineering [48]. However, it is a licensed instrument that 

requires expertise to interpret its results, and some studies 

recommend limiting its use due to validity issues [109], [110]. 

In this study, the model focuses on leadership perception, 

allowing a more accessible analysis without the need to 

identify a specific type of leadership or obtain a license for this 

instrument. 

 
D. TESTING 

Assessing the simulation model is essential for identifying and 

correcting errors in the early stages of the modeling process 

[16]. Although this evaluation should be conducted from the 

beginning, various tests must be executed, as their verification 

strengthens the reliability of the model before its use [111]. 

The results in Table VIII indicate that the model structure 

reflects the productivity behavior of software development 

teams during short cycles.  

 
TABLE VIII 

MODEL STRUCTURAL TEST 

Test Testing procedure and results 

Boundary 
adequacy 

Expert pairs in SD and Software Engineering 
reviewed both the causal diagram and the stock and 

flow diagram. Based on this review, the naming of 

some variables was adjusted, and others were 
reformulated to enhance the understanding of the 

model and its subsequent application. 

 
Structure 

assessment 

The research team reviewed the variables and 

equations to ensure that the model adequately 

represents the system's knowledge, is coherent, and 
is relevant to the analysis's purpose. 

 

Dimensional 
consistency 

The dimensions of the variables were assigned 
according to the literature on the productivity of 

software development teams. During the formulation 

of the model, the absence of warnings in Stella 
Architect® related to the dimensions of the variables 

was verified. 

 
Parameter 

assessment 

Expert peers in software engineering verified that all 

the variables made sense in the reality of team 
management. 

 

Extreme 
conditions 

Each equation was inspected, and it was verified that 
the model responded appropriately to extreme values 

of the input variables. The variables were modified 

both individually and collectively to conduct this 
test. 
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Test Testing procedure and results 

Integration 

error 

It was verified that the simulation results were 

similar when changing the time delta and the 

integration method. 

 
Behavioral tests intend to verify that the model adequately 

reproduces the observed behavior patterns in the real system, 

under normal conditions and in stress scenarios. By comparing 

the model's output with historical data and conducting 

sensitivity analyses, it is possible to assess whether the 

variations in the model's parameters produce coherent and 

realistic responses. During this process, it is possible to 

identify and correct potential discrepancies, ensuring that the 

model is a reliable tool for analysis and decision-making. 

Table IX relates the types of behavioral tests conducted and 

the results. The model is thus appropriate. 

 
TABLE IX 

MODEL BEHAVIOR TEST 

Test Testing procedure and results 

Behavior 

reproduction 

The simulation results were compared with real data. 

The resulting R2 values, exceeding 90% (Table X), 

suggest that the model reproduces the behavior of 
the system of interest in this study within the 

assumptions defined for this research and in 
accordance with the previously presented dynamic 

hypothesis. 

 
Behavior 

anomaly 

All the variables presented in the causal diagram 

(Fig. 7) are relevant, as anomalous behaviors were 

evidenced when they were removed from the model. 
 

Family 

member 

Project management methodologies, commonly 

associated with software development, are applicable 
to a wide range of disciplines. In this regard, the 

proposed simulation model can replicate the 

behavior of teams that use burndown charts to 
monitor their progress, regardless of the application 

domain. 

 
Surprise 

behavior 

The research team analyzed each of the variables 

graphically and in tabular form, and no anomalous 

behaviors were identified that suggested errors in the 
formulation. 

 

Sensitivity 
analysis 

The sensitivity analysis using Stella Architect® 
allowed us to identify that changes in the parameters 

affect the productivity of software development 

teams within a range consistent with the real system. 
 

System 

improvement 

Including non-technical factors in a specific manner 

and indicating how they are measured contributes to 
process improvement, particularly related to the 

configuration of a team prior to project execution. 

 
E. SIMULATION SCENARIOS 

Two work teams were analyzed in parallel during a short 

phase of a software development project to carry out the same 

activities. Both teams estimated 100 units of effort that need 

to be completed (work to be done = 100), and each team 

indicated that they could deliver 20 units of effort per day 

(estimated nominal capacity = 20). In this way, the time in 

which the tasks associated with those units of effort should be 

completed is five days (estimated time = 5). Based on 

historical data, around 20% of rework is generated (maturity 

level = 3), and when rework is identified, it is rescheduled to 

the same day (rescheduling time = 1). Additionally, for every 

ten identified problems, each team indicated that they were 

capable of early resolution for 2 of them. 

On the other hand, the team perceives that communication 

is good, according to the responses to this variable from the 

Teamwork Quality instrument (perception of communication 

= 1). The leader adopted a facilitator role (strategy from the 

leader's role = 4). The application of the GDQS instrument 

allowed us to identify that one of the teams is at a more 

advanced stage of development (initial teamwork stage = 4: 

performing) while the other is at the preceding stage (initial 

teamwork stage = 3: norming). Each day, the team reported 

both the work completed and the rework identified, data from 

which the actual work to be done was calculated. Table X 

presents the burndown chart for each team, including both 

simulated and real data, along with the respective coefficient 

of determination. 

 
TABLE X 

SIMULATED DATA VS REAL DATA 

Team 
Stage 

Burndown Chart 

Coefficient of 

determination 

R2 

Performing 

 
 

97,97% 

Norming 

 

94,37% 

 
Fig. 12 shows the burndown chart and the simulated rework 

behavior of a team in the performing stage, maintaining the 

previously presented conditions. Although rework is 

generated, the positive perception of communication and the 

alignment between the strategy from the leader's role and the 

team's stage of development allows for the planned tasks to be 

completed within the estimated time. The behavior shown in 

this burndown chart is ideal, as indicated in Fig. 7.  
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FIGURE 12. Burndown chart and rework – Ideal case. 

 
From an organizational viewpoint, the team may experience 

slight delays due to the maturity process being in Immature 

(level 1) or Project-controlled states (level 2). Although a 

rework percentage exceeding 25% is anticipated (which is 

expected to lead to late project completion), being in the 

performing stage, experiencing effective communication, and 

having a suitable strategy could mitigate the impacts of these 

delays on the project's delivery (Table XI). 

 
TABLE XI 

SIMULATIONS OF TEAMS WITH LOW MATURITY LEVELS 

Maturity 

level 
Burndown Chart and Rework 

Level 1 - 

Immature 

 
 

Level 2 - 

Project 
controlled 

 
 

 
From the perspective of social and human factors, low 

progress may be due to the team not being in the "performing" 

stage, which represents the highest level of performance. 

Furthermore, the leadership strategy employed may not be the 

most suitable for the stage of development the team is in, or 

the members perceive deficiencies in communication. Table 

XII presents the work to be done, the work completed, and the 

rework, simulated based on the proposed model, incorporating 

social and human factors. In this analysis, the maturity level 

remains at level 3, and 2 out of every ten identified problems 

are resolved early; additionally, it is assumed that the team 

perceives communication well. The runs correspond to each 

of the stages of team development: Run 1 corresponds to 

forming, run 2 to storming, run 3 to norming, and run 4 to 

performing. 

 

 

TABLE XII 

SIMULATIONS RELATED TO LOW PROGRESS ASSOCIATED WITH SOCIAL 

AND HUMAN FACTORS 

Strategy 

from the 
leader's 

role 

Behavior of the stocks: work to be done, work done, 
and rework 

Without a 

strategy 

 
 

Mentor 

 
Instructor 

 
Coach 

 
Facilitator 

 

 
The simulations' analyses (Table XII) reveal that the 

absence of a clear leadership strategy is associated with lower 

team performance, especially during the storming stage (run 

2). That is an aspect related to the fact that teams in the early 

stages of formation face problems that take longer to resolve 

[112]. 

These results suggest that, even in teams that reach the 

performing stage, effective leadership is essential to ensure the 

success of the project [113]. Furthermore, although progress 

can often be slow, the team's performance tends to improve 

when there is alignment between the leader's role strategy and 

the stage the team is in [114]. However, this suggests that 

strategies can be viewed beyond a simple classification of 

good or bad, and it is preferable to evaluate them based on their 

relevance, according to the team's reality. 

V. DISCUSSION 

Software development can be considered a complex system 

because developers interact strongly with each other [45]. 

Throughout the execution of the project, decisions are made 

based on feedback [46], and the effect of the interventions 

made on the process is often non-linear [7], showing their 

results gradually [47]. Furthermore, the interest in making 

more strategic decisions and studying the productivity 
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behavior of the software development team rather than the 

individual developers requires a high level of aggregation, 

which is why SD is preferred over other paradigms, such as 

Agent-Based Simulation [115] or Discrete Event Simulation 

[55]. 

System Dynamics models in Software Engineering can 

address the complexity of strategic issues in traditional 

management approaches [116] and serve as a tool to support 

planning and control at the tactical level [46]. Additionally, it 

is possible to simulate the typical behavior of software 

development projects to address planning and control issues 

[117]. 

The schedule and delivery time of software development 

projects have been of interest [118], [119], [120], [121], [122], 

as well as resource allocation [123] and the inspection and 

testing process [124], [125], [126]. These proposals recognize 

that SD is a simulation paradigm that facilitates the 

management of software development projects.  

Regarding non-technical factors, Caulfield and Maj (2002) 

indicated that including soft variables in simulation models 

allows for more informed sociotechnical models. From a 

qualitative perspective, factors such as leadership, self-

management, and adaptability have been incorporated [128], 

[129]. Likewise, some simulation models address aspects such 

as openness and the ability to understand the ideas and 

interests of others [130], team interaction, individual behavior 

[131], communication overload [27], [86], [94], [132], and 

motivation [133]. Even though these research works consider 

non-technical factors, there remains a need for an approach 

that adequately integrates them, considering the available 

instruments for their measurement. In fact, having strategies to 

obtain data for simulating software processes remains an 

aspect to be addressed [134]. Regarding this gap, the 

contribution of this study lies in the formalization of a 

structured evaluation framework based on a simulation model 

that incorporates non-technical factors using the tools reported 

in the literature.  

The simulation model presented in this study can capture 

the complex dynamics of software development team 

productivity over short time frames, incorporating technical, 

non-technical, and organizational aspects. This integrative 

approach allows for estimating the behavior of productivity in 

response to variations in aspects such as the level of 

organizational maturity or the stage of development in which 

the work team is situated. In this way, the model reveals 

relationships among these aspects, showing, for example, how 

an adaptive leadership strategy can enhance the team's work 

capacity. The results obtained align with previous studies that 

highlight the interdependence of technical and human factors 

[135] and, on the other hand, validate the effectiveness of the 

approach used [134], [136]. These considerations reinforce the 

applicability of the model in real-world scenarios, providing 

recommendations that support the management of software 

development teams when a project needs to be executed. 

The simulation provides an analytical framework that 

facilitates the identification of strategic interventions in project 

management, allowing the adoption of practices that enhance 

team effectiveness [137]. In this case, the proposed simulation 

model highlights the importance of maintaining effective 

communication and adaptive leadership, especially in 

processes characterized by a high level of human intervention. 

Adjusting these non-technical aspects can mitigate internal 

friction and enhance productivity by strengthening teamwork 

[83]. In this way, the model presented in this study serves as 

support for informed decision-making, contributing to 

continuous improvement in software development. 

Using simulation models based on SD is convenient to 

support process improvement in software development [138]. 

In this regard, Ramdoo and Gukhool [139] proposed a model 

that involves the relationship between maturity levels and 

fluctuations in software quality. Aligned with this approach, 

the model proposed in this study integrates information about 

the level of maturity, considering CMMI and its relationship 

with ISO/IEC 29110. This aspect is relevant because it 

facilitates the identification of improvement opportunities, 

promoting the implementation of best practices that are 

aligned with high standards in the software industry. Including 

ISO/IEC 29110 [140] in this type of model is the first step to 

support their dissemination and adoption in small information 

technology companies, given that these companies represent 

at least 70% of the sector [96]. 

In the field of Software Engineering, few studies use SD 

models and report in detail the stock and flow diagrams along 

with the underlying equations that support them [20]. This 

situation limits the replicability and validation of the models 

presented [137]. This study addresses this limitation and 

stands out from other published works by providing a detailed 

description of both the stock and flow diagrams as well as the 

equations used. This approach aims at facilitating the review, 

implementation, and application of the model by researchers 

and professionals in this field. 

VI. CONCLUSIONS AND FUTURE WORK 

This study presents a productivity simulation model of 

software development teams based on System Dynamics. The 

model incorporates three relevant social and human factors in 

its analysis: communication, leadership, and teamwork. The 

measurement of these factors, the establishment of causal 

relationships among them, and the transition from a qualitative 

to a quantitative approach culminating in a robust simulation 

model with explicit equations represent a significant 

contribution to empirical research in Software Engineering. 

The results of the simulations provide a variety of patterns 

of the aggregate productivity of software development teams. 

Thus, the model proposed in this study represents a 

foundational structure for understanding the productivity 

behavior of these teams. This aspect contributes to team 

management, as it allows the identification of improvement 
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opportunities related to social and human factors and enables 

decisions aimed at strengthening team effectiveness. 

In summary, key findings include: 

• Leadership strategies aligned with the team's 

developmental status and a positive perception of 

communication reduce the percentage of rework. 

• Teams in advanced stages of development (such as the 

performance stage) achieve higher levels of 

productivity, especially when they have adaptive 

leadership. 

• The proposed system dynamics model provides a robust 

tool for analyzing and predicting productivity 

behaviors, facilitating strategic decisions in project 

management. 

• The inclusion of non-technical factors in planning 

improves the accuracy of estimates and the design of 

more effective strategies in team management. 

Regarding the simulation model, considering that non-

technical factors are treated as input data, the methodology 

proposed by McLucas (2003) could be adapted to include 

other factors once the problem articulation stage is completed. 

Given that the simulation model presented in this study 

corresponds to an early stage of project management, it would 

be advisable to adapt the model for the subsequent stages of 

software development projects, where the work to be done 

may be affected by additional requirements or requests made 

by the user at later points after the project has started. 

Furthermore, we propose to integrate other paradigms, such 

as agent-based simulation, as a future research direction, with 

the aim of providing more comprehensive analyses and 

exploring multiple perspectives on the productivity behavior 

of software development teams. 

Another future line work corresponds to the design and 

construction of a simulation framework based on the model 

presented here so that software development project leaders 

have an environment that facilitates decision-making during 

the project planning stage. This line includes the design of 

interventions for the team related to social and human factors. 

This framework, in addition to being a tool for managing work 

teams, also contributes to the Sustainable Development Goals 

[142] by providing decision-making tools in the growing 

software industry [143], which is one of the key players in 

enhancing the technological capacity of industrial sectors in 

the context of the fourth industrial revolution [144], [145]. 
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